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for COD estimation in the effluent of rural sewage
treatment facilities†
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In recent years, rural sewage treatment facilities have grown rapidly in China, and yet the water quality of the

effluent has not been well monitored. The detection of chemical oxygen demand (COD) via ultraviolet-

visible (UV-Vis) spectroscopy is an emerging technology with advantages of low cost and easy

maintenance, which make it appropriate for the on-line monitoring of effluents from rural sewage

treatment facilities. Because there are numerous sewage treatment devices in rural regions and as their

locations are usually very scattered, it is difficult to calibrate the COD estimation model for each

monitoring site. Hence, a COD estimation model with global calibration is a specific problem for

application in rural regions. However, little research was performed on real rural sewage, yet much is

desired in terms of the model accuracy and robustness. Consequently, a practical COD detection

method with UV-Vis spectroscopy was established in this study. The COD estimation model was globally

calibrated with effluents from rural sewage treatment devices. In order to avoid misleading data for

evaluating the model performance caused by the differences in the COD concentration range of training

sets, two new criteria, namely the Root Mean Square Relative Error (RMSRE) and Relative Error Variance

(REV), were proposed to evaluate the model accuracy and robustness. Differences in the organic

composition as characterized by excitation–emission matrix (EEM) fluorescence spectroscopy were

shown to significantly affect the accuracy of the global calibration model. Through comparison among

the methods of the partial least squares (PLS), support vector machine (SVM), and back-propagation

neural network, PLS was verified to be able to attain sufficient accuracy and to be suitable for applying to

the modeling with global calibration. A simplified modeling method was proposed to replace the

absorption spectra at the full wavelength band with the absorbance at some specific wavelengths that

were selected by interval partial least-squares regression (iPLSR) and synergy interval partial least-squares

regression (siPLSR). In this study, the simplified model was proven to be reliable with three specific

wavelengths: 251, 356, and 363 nm. An on-line COD monitor utilizing UV-Vis spectroscopy was thus

developed for combining with the global calibration model.
1 Introduction

As a developing country, China has more than 2.5 million
natural villages and half of its total population lives in rural
areas.1,2 A decade ago, most rural sewage was discharged
without treatment,2 but with the promotion of the Chinese
government, rural sewage treatment facilities have been rapidly
constructed in recent years.3 Nine local standards on the
discharge of water pollutants for rural sewage treatment
ineering, Shanghai Jiao Tong University,
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s study.
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facilities have been promulgated until 2019. However, the water
quality of the effluent from rural sewage treatment facilities has
not achieved effective monitoring. On-line water quality moni-
tors are widely used in tests for the discharge regulation and are
regarded as the basis for the construction of an environmental
information system.4 Nevertheless, constrained by the high cost
and long distance, it is a challenge to equip on-line water quality
monitors in rural sewage treatment facilities, which are usually
small in scale, large in quantity, and scattered widely over
a specic geographical scope. In general, there would be several
thousand treatment devices in the rural areas of one county,
distributed over several hundred square kilometers. Hence, the
ideal monitoring devices would be low cost, easy to maintain,
and have stable operation.

Chemical oxygen demand (COD) is a key indicator of the
concentration of reductive contaminants, and is considered to
directly reect the pollution level, and so on-line monitors for
RSC Adv., 2020, 10, 20691–20700 | 20691
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COD are indispensable for the regulation of discharges.5 The
conventional COD on-line monitor is based on a method
involving oxidization by potassium dichromate;6 however, the
device is very expensive and needs high maintenance costs.
Taking HACH as an example, the device price is more than USD
17000, and the reagent cost is around USD 0.5 for each sample.
Besides, the detection requires extra toxic chemicals and takes
more than 2 hours.5 Spectroscopic analysis, such as UV-Vis
spectroscopy,7 uorescence spectroscopy8 and near-infrared
spectroscopy,9 have been used to assess the wastewater
quality, especially for predicting the COD concentration. These
monitoring methods are rapid, non-destructive, and environ-
mentally friendly. Meanwhile, the costs of the device utilizing
optical techniques for COD monitoring are much cheaper than
those of conventional ones.

The UV absorbance at a specic wavelength, such as 254 nm
(A254),10 or at multi-wavelengths in a narrow range,11 were at rst
adopted to characterize the COD of wastewater. However, the COD
concentration prediction was sometimes inaccurate because
insufficient information was obtained from these limited wave-
lengths. Especially when the model were applied in different
sampling sites, the relative deviation could reach as much as 45–
50%. Many researchers attempted to use the UV-Vis absorption
spectra of broader wavelengths, usually from 200 nm to 700 nm,
for the construction of COD estimation models in wastewater
quality monitoring.7,12 On-line and in situ UV-Vis spectrophotom-
eters have been extensively applied in recent years,5,13,14 and could
be a promising on-line CODmonitoring technology too. Although
the UV-Vis spectroscopic model, with increasing information
available beneting from much broader spectra, has been iden-
tied as a possible route to improve the performance of COD
estimation in wastewater, the accuracy and robustness of the
predictive results still leave much to be desired.

COD estimation models in previous studies were mainly
calibrated by samples with a relatively constant composition,
such as simulated wastewater prepared in a laboratory,15 water
samples from the same site as the wastewater treatment plant16

or surface water,17 which is called local calibration.18 However,
when a model set up with local calibration is applied to another
monitoring site, the accuracy of the prediction results would
decrease due to the differences in the organics composition.
Therefore, the global calibration, which refers to calibrating
amodel with samples from different sampling sites in the target
area,18 should be adopted to promote the application of one
model to many more monitoring sites. In terms of an on-line
COD monitor for rural sewage treatment facilities, a global
calibrationmodel is appropriate due to the difficulty to calibrate
the model for each treatment facility. Clearly, it is necessary to
quantitatively assess the model accuracy used in global cali-
bration and to verify the feasibility of the developed COD
detectionmethod. However, the feasibility of doing this has still
rarely been investigated, and it might be impacted by differ-
ences in the organics composition when monitoring different
treatment devices. Many statistic methods have been adopted to
establish a COD estimation model with UV-Vis absorption
spectra, including the traditional statistic methods (Linear
Regression (LR), Partial Least Squares (PLS)), and the machine
20692 | RSC Adv., 2020, 10, 20691–20700
learning methods (Support Vector Machine (SVM), Back-
Propagation Neural Network (BPNN)).18 Some researchers
proved that the linear methods, such as PLS and LR, are accu-
rate enough to nd a correlation between the spectral data and
COD concentration according to the Lambert–Beer law.19 While
the machine learning methods were also found to offer good
performance.20 However, there is no consistent conclusion yet
on the best modeling method, especially for the global cali-
bration modeling of rural sewage. Given the differences in the
organics composition in waters, a suitable modeling method
might need to be specially investigated.

In previous studies, the quality of the COD estimation
models were evaluated by a series of criteria, such as R2, root-
mean-square error (RMSE), root mean squared error standard
deviation ratio of observations (RSR), and range to error ratio
(RER).21 However, these criteria can be inuenced by the sample
quantity or concentration range and lead to misleading
conclusions in some conditions. For example, the frequently
used coefficient of determination (R2) may produce high values
in poor models, and it is insensitive to additive and propor-
tional differences and is also oversensitive to high extreme
values.22–24 No universal criteria have been established yet to
fairly assess the predictive performance of different models.

The COD estimation method utilizing UV-Vis absorption
spectroscopy usually uses a wavelength in the range of 200–
700 nm,25 so that it needs to be equipped with a broad wavelength
light source, such as a xenon lamp. Meanwhile, some researchers
used different wavelength regions, less than 200–700 nm, to
construct a model for different wastewaters, while still guaran-
teeing the accuracy and robustness of their results.5,12 The full-
spectrum could be replaced by the absorption of a representa-
tive wavelength region, maintaining an adequate accuracy and
robustness. Hence, a series of narrow band light sources could
replace the broad band ones, and the cost of the device could
decrease. However, few existing studies have focused on the
selection of the optimal wavelength region to date.

The COD estimation method utilizing UV-Vis absorption
spectroscopy needs comprehensive investigation. The aims of this
study included: (1) to propose a practical COD detection method
utilizing UV-Vis spectroscopy; (2) to evaluate the modeling
methods in terms of accuracy and robustness with samples from
rural sewage treatment facilities; (3) to determine the representa-
tive wavelength regions with interval partial least-squares regres-
sion (iPLSR) and variable selection; (4) to verify the feasibility of
the developed CODdetectionmethodwith a labmanufactured on-
line COD monitor based on UV-Vis absorption spectroscopy. All
the studies were performed with an aim to set up a global cali-
bration for the optimization of COD measurement, which can
then be applied to any wastewater, not just the effluent from
biotreatment systems used for rural sewage.

2 Materials and methods
2.1 Water samples collection

A total of 150 water samples were collected from the rural
sewage treatment devices dispersed around the countryside of
Changshu City, Jiangsu province, China. In order to ensure that
This journal is © The Royal Society of Chemistry 2020
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each water sample was representative, the water sample
collection sites were distributed in all rural areas in Changshu
City. Besides, the sewage treatment devices at the sampling
points were working normally, and the average daily water
intake was 300–500 L. Of the samples, 110 marked as Group A
were collected from different devices on the same day, March
20, 2018. While 40 samples marked as Group C were collected
from one device on different days, from March to April in 2018.

2.2 COD analysis and optical measurements

The COD concentrations of the samples were detected accord-
ing to Chinese standard methods (GB 11914-89) aer ltration
by 0.45 mm lters. UV-Vis absorption spectra were detected by
a spectrophotometer (DR6000, HACH, USA) with the wavelength
range from 190 to 1100 nm and the wavelength resolution of
1 nm. The spectra of all the water samples are shown in Fig. S1.†
The absorption spectra from 200 to 700 nm were adopted as the
input for the subsequent modeling because of the higher signal-
to-noise ratio.26 Fluorescence excitation–emission matrix (EEM)
spectra were determined with a uorescence spectrophotom-
eter (F-7000, HITACHI, Japan). The excitation wavelength
ranged from 200 to 500 nm, and the emission wavelength
ranged from 250 to 550 nm.

2.3 Methods for the model construction for COD estimation

The raw UV-Vis absorption spectra were preprocessed by SG-
smoothing, multiple scattering correction (MSC), and standard
normal variate (SVN) with the soware Unscrambler X 10.4.

Three methods for model construction for COD estimation,
including partial least squares (PLS) regression, support-vector
machines (SVM), and back-propagation neural network (BP-
NN), were used and compared with the same data in this
study. PLS regression, as a statistical method that bears some
relation to principal components regression, includes a cross-
verication procedure and identifying outliers. Also, the
optimal number of components can be automatically
conrmed by the soware. SVM is a supervised learning model
with associated learning algorithms that analyze the data used
for classication and regression analysis. SVM regression and
classication are very useful in order to detect patterns in
complex and non-linear data,27 and the method is used in
conjunction with the leave-one-out cross-validation program
(LOOCV), with the squared difference between the observed and
SVM regression estimated data being the objective function to
determine the most predictable SVMmethod. Both the PLS and
SVM method were performed using Unscrambler X 10.4. The
BP-NN is one of the articial neural networks that adds the
concept of backpropagation to articial neural networks. It can
create both a linear regression model and non-linear regression
model with satisfying properties. The Sigmoid function was
selected as the kernel function of the BP-NN, and the BP-NN
model was conducted by the AMORE package in R soware.

2.4 Model evaluation criteria

Many criteria, such as the R2, root-mean-square error (RMSE),
RSR, RER, have been used for model performance evaluation in
This journal is © The Royal Society of Chemistry 2020
previous studies.21 However, these criteria might be inuenced
by the sample number or concentration range and can lead to
misleading conclusions under some conditions. In this study,
two new criteria were proposed to evaluate the performance of
the COD estimation model. The Root Mean Square Relative
Error (RMSRE) is dened by eqn (1) and (2), and the Relative
Error Variance (REV) by eqn (1) and (3). RMSRE takes the
observation value into consideration and it would not be
inuenced by the sample number and concentration range. The
REV is the variance of the relative value between the observed
value and the predicted value, which can be used to reect the
robustness of the model. The RMSRE, REV, together with R2,
and RMSE were calculated to evaluate the model performance
in this study. The suitability of these criteria were compared.

u ¼ yi � eyi
yi

(1)

RMSRE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ui
2

n

vuuut
(2)

REV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðui � uÞ2

n

vuuut
(3)

where n: number of samples in the set. yi: the observation value.
y ̃i: the predicted value. u: the relative error. �u: average relative
error.

2.5 Method for wavelength interval selection

The wavelength intervals were optimized by interval partial
least-squares regression (iPLSR) and synergy interval partial
least-squares regression (siPLSR). Both the methods used the
soware to split the UV-Vis absorption spectra of the data set
into a number of intervals, and then found the best interval
combinations according to the R2 and the RMSE. The charac-
teristic wavelengths were found with lasso regressions in the
characteristic band screened with siPLSR. The goodness of t of
the model was evaluated by the Akaike information criterion
(AIC), which is supposed to reach the smallest value when the
model is optimized. Multiple Linear Regression algorithm
(MLR) was used to establish the COD estimation model using
the selected characteristic wavelengths. They were performed
using the iToolbox28 for Matlab.

3 Results and discussion
3.1 Inuence of the COD concentration range on the model
evaluation criteria

Evaluation criteria are crucial to choosing the most suitable
COD estimation model among various candidates. Besides R2

and RMSE, which are the most common criteria, REV and
RMSRE were calculated and used to evaluate the performance of
the predictive models. The samples of Group A were divided
into three subgroups according to different COD concentration
ranges, marked as data sets A1, A2, and A3, respectively. The
RSC Adv., 2020, 10, 20691–20700 | 20693
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COD concentrations of each group were correspondingly in the
range of 20 to 100 mg L�1, 20 to 200 mg L�1, and 70 to
150 mg L�1. The COD estimation model was established by the
PLS method, and 70% of the data in each data set were used for
calibration while the rest were used for validation.

The criteria of the COD estimationmodel, including R2, REV,
RMSE, and RMSRE, were calculated with various data sets that
had different COD concentration ranges. Through comparing
the criteria values obtained from the different data sets, the
inuence of the COD concentration range on the criteria could
be investigated. The results are shown in Table 1, in which data
sets A1, A2, and A3 were collected from different sampling sites,
and correspondingly, the COD concentrations ranged from 20
to 100 mg L�1, 20 to 200 mg L�1, and 70 to 150 mg L; Data set C
was collected from one sampling site at different times. When
themodel was calibrated using Data set A1, the R2 reached 0.843
and RMSE was 6.622. When calibrated using Data set A2, the R2

increased to 0.949 and RMSE increased to 9.972. According to
the criteria of R2, the predicted performance of the model
seemed to be optimized from A1 to A2, but when assessed by the
criteria of RMSE, the opposite conclusion could be reached.
However, for a reliable model, the performance, including
accuracy and robustness, should be approximately uniform in
each COD concentration region. The fact was that neither the
measuring instruments nor the modeling methods were
improved, but the calibration data were different based on the
scale of the COD concentration range for A1 and A2. It was
obvious that the scale of the COD concentration range could
affect the R2 and RMSE of the model and possibly lead to
misleading conclusions. Similar results also could be found in
previous reports. Charef et al.29 established a COD estimation
model for municipal sewage, and the R2 of their model was 0.95
using the samples with COD concentration ranging from 112 to
422 mg L�1, while Langergraber et al.7 obtained an R2 of 0.978
when the COD concentration ranged from 38 to 568 mg L�1 in
similar studies. Due to the potential possibility of excessive
tting, it would be imprecise to assess the model based on R2.
Taking the inuence of the data set range into account, REV and
RMSRE were proposed as model evaluation criteria. As shown in
Table 1, both REV and RMSRE were very close between the
models calibrated using A1 and A2, indicating that the inter-
ference of the scale of the COD concentration range could be
avoided when assessing the model with REV and RMSRE.

As shown in Table 1, the R2 of the model calibrated using
Data set A1 was larger than that calibrated using Data set A3,
Table 1 Criteria of COD estimation models with different data sets

Date set

A1 A2

Cal. Val. Cal. Val.

RMSE 6.622 6.508 9.972 10.72
R2 0.843 0.887 0.949 0.92
RMSRE 0.141 0.137 0.137 0.14
REV 0.0187 0.0199 0.0193 0.01

20694 | RSC Adv., 2020, 10, 20691–20700
while the RMSE of the former was smaller than that of the latter.
The results appeared to indicate that the performance of the
model was worse in the COD concentration range of 70–
150 mg L�1. However, as previously mentioned, because the
model has been conrmed to be reliable in the target range of
COD concentration, the performance was supposed to be
approximately uniform. Hence, R2 would not be affected by the
change in the observation value range according to the statis-
tics. Comparing data sets A1 (20–100 mg L�1) and A3 (70–
150 mg L�1), they were the same in the scale of COD concen-
tration range, but different regions. Hence, besides the scale of
the COD concentration range, the R2 and RMSE were proved to
be affected by the region too. In terms of the RMSER and the
REV, both the models had the same accuracy and robustness.
Consequently, the performance of the predictive models would
not be affected when the COD concentration regions have the
same width but different values.

Data set A2 were obtained from the water samples collected
from different devices, while Data set C were from one device
taken at different times. The organic composition of the
samples in Group A2 was supposed to be more diverse than that
of Group C. The performance of the model could be better when
calibrated using samples with a constant organic composition.
Zhao et al.30 used a dilution of the potassium hydrogen phtha-
late and established the relationship between the COD
concentration and A254–A546, and the R2 was up to 0.995. It is
easy to deduce that the performance of the model calibrated
using Data set C would be better than that of Data set A2. The
criteria of RMSE, REV, and RMSRE conrmed this hypothesis.
However, the R2 of the model calibrated using Data set A2 was
very close to that calibrated using Data set C, indicating the
misleading results when using the criterion of R2.

When the COD estimation method by UV-Vis spectroscopy
was applied in practical engineering, the inuences of various
factors, such as the COD concentration range and the organic
components in the water, should be considered. Many
researchers stated that the criterion of the coefficient of deter-
mination (R2), which is frequently used, might reach to a very
high value, even in a poor model. The RMSE is related to the
COD concentration range. Hence, based on the criterion of
RMSE, the accuracy could not be compared between the models
that were calibrated using the data sets with different COD
concentration ranges. It was proved that this problem could be
solved by RMSRE. The REV has also been proved to be a suitable
criterion for evaluating the robustness of the model. Hence, the
A3 C

Cal. Val. Cal. Val.

5 12.121 12.988 5.170 5.684
1 0.743 0.790 0.933 0.876
3 0.138 0.140 0.104 0.106
78 0.0178 0.0183 0.011 0.0116

This journal is © The Royal Society of Chemistry 2020
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two new criteria can better reect the predictive performance of
the model. RMSRE is used to evaluate the prediction accuracy of
the model. Compared with RMSE, it will not be affected by the
size of the measured value. It can be used to evaluate the
predictive performance among different models. REV is used to
evaluate the predictive robustness of the model. The calculation
formula is simple and the evaluation effect is real and reliable.
It is thus suitable to choose the RMSRE and REV to evaluate the
performance of the model.
3.2 Performances of models established by different
methods

COD estimation models were established by various methods,
including PLS, SVM, and BP-neural network, using the UV-Vis
absorption spectra from Data set A. The performance of accu-
racy and robustness were evaluated by the criteria of R2, REV,
RMSE, and RMSRE and the are shown in Table 2. There was no
signicant difference among the R2 of these three modeling
methods. For RMSE, RMSRE, and REV, the results from the PLS
model and SVM model were very close and slightly lower than
those from the BP-neural network model. This result indicated
that in terms of the accuracy and robustness, PLS and SVM
would be the better modeling methods, although the differ-
ences were not very large among them. Considering the
convenience of modeling at the same time, PLS, as a linear
modeling method, was more suitable. In addition, although the
evaluation nding based on RMSE was the same as that based
on RMSRE, only the value of RMSRE could be used to compare
the model performance with other models in different COD
concentration ranges. According to previous reports, many
modeling methods have been used for predicting the COD
concentration by UV-Vis absorption spectra.17,18,26 Some
researchers made comparisons under the same experimental
conditions. However, they did not reach agreement on the most
suitable modeling method. Lepot et al.18 considered that the
methods of PLS and SVM performed very well for calibration.
When comparing with the BP-neural network, the PLS model
was more accurate, while the BP-neural network model was
more robust. Brito et al.21 found the PLS model was adequately
accurate for COD estimation and it did not need more complex
algorithms. The COD in the effluent of a biotreatment device is
mainly contributed by organics, which might generate absorp-
tion spectra in the UV-Vis band.31 According to the Lambert–
Table 2 Performances of the COD estimation model according to
PLS, SVM, and BP-neural network with the criteria of R2, REV, RMSE,
and RMSRE

Methods

PLS SVM
BP-neural
network

Cal. Val. Cal. Val. Cal. Val.

RMSE 11.03 10.384 10.88 11.472 11.797 10.650
R2 0.949 0.945 0.953 0.931 0.942 0.979
RMSRE 0.159 0.151 0.1625 0.1737 0.1696 0.1495
REV 0.023 0.0224 0.0237 0.025 0.0238 0.0213

This journal is © The Royal Society of Chemistry 2020
Beer law, the concentrations of a certain organic component
would be linearly dependent with some special absorption
spectra in the range of the UV-Vis band.32 On the other hand, if
the compositions of organics in water samples were not
uniform, or the detection of the spectra had interference by
some external factors, such as the turbidity and the scattering,
the performance of a linear model would decline, while a non-
linear model might be more effective. For the BP-neural
network method, a multi-layered neural network is trained,
which can express the functional relation, including a linear or
non-linear relationship.33 However, a large quantity of calibra-
tion data is essential for the BP-neural network model, indeed,
much more than for other modeling methods. Proting from
the development of on-line monitoring, it would be easy to
obtain large amounts of data. It could be anticipated then that
the BP-neural network would provide better performance.

The choice for the best modeling method needs to take both
the mathematical complexity and the performance into
consideration, and the model performance in terms of accuracy
and robustness might be affected by the realistic practical
conditions. There has not yet been a universal modeling
method reported with acceptable performance for different
kinds of wastewater. Establishing a specic model for each type
of wastewater may thus be the most efficient way. In this study,
the PLS method was found to be suitable for estimation
modeling of the COD concentration in the effluent of biotreat-
ment devices used for rural sewage.
3.3 Inuence of the organics composition on the
performance of a COD estimation model

The utilization of UV-Vis spectroscopy for COD measurement is
a method for determining the amount of organic matter based
on the absorption of ultraviolet-visible light. Because the UV-Vis
absorption spectrum is specic for each organic compound,
and the UV-Vis absorption spectrum observed is the accumu-
lation curve contributed by multiple organics in water, the
organics composition is supposed to affect the correlation
between the COD concentration and UV-Vis absorption spec-
trum. The inuence of the organics composition on the
performance of COD estimation model was investigated by
comparing the models calibrated using the different data sets.
The case that only one kind of organic compound exists in water
was simulated using potassium hydrogen phthalate (PHP) as
the target contaminant. Next, 40 water samples were collected
from different biotreatment devices, which were marked as
Group A, while another 40 water samples with a relatively
constant composition of organic compounds were collected
from one biotreatment device at different times, which were
marked as Group C. The COD estimation model for the PHP
solution was established by unitary linear regression using
absorbance at 254 nm. Meanwhile, for the samples of Group A
and Group C, the models were established by the PLS algorithm
using the UV-Vis absorption spectra. As shown in Fig. 1, the
COD concentration of PHP solution was extremely well corre-
lated with the absorbance at a wavelength of 254 nm. The
performances of the models for Group A and Group C were
RSC Adv., 2020, 10, 20691–20700 | 20695
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Fig. 1 Correlation between the UV254 and COD concentration
(potassium hydrogen phthalate solution).

Table 3 Values of the applied criteria for each data set

Data set

A C

Cal. Val. Cal. Val.

RMSE 11.990 10.720 5.270 4.640
R2 0.943 0.934 0.928 0.955
RMSRE 0.139 0.109 0.119 0.099
REV 0.019 0.011 0.014 0.008
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evaluated by the criteria of RMSE, R2, RMSRE, and REV, and the
results are shown in Table 3. According to the RMSE and
RMSRE, the accuracy of the model for Group C was higher than
that for Group A; while in terms of the robustness, themodel for
Group C was also better than the model for Group A.

The organic compositions of the samples in Group A and
Group C were investigated. Most organics in the effluent of sewage
biotreatment devices would emit uorescence under excitation
conditions. The characteristics of excitation–emission uores-
cence depend on the organic types. Hence, the uorescence
excitation–emission matrix regional integration (FRI) could be
Fig. 2 Distribution of FRI in non-fractionated DOM from Group A and G

20696 | RSC Adv., 2020, 10, 20691–20700
used to analyze the organics composition in water samples.34

Excitation–emission matrix (EEM) uorescence spectroscopy
analysis of the water samples was divided into ve regions, where
every region represented a different type of compound. The
proportions of the ve types of organic compounds in Group A
and Group C are shown in Fig. 2. The main substances in the
samples include solublemicrobial by-product-like substances (10–
20%), fulvic acid-like substances (10–20%), and humic acid-like
substances (60–70%). The variances of the proportion of humic
acid-like, soluble microbial by-product-like, and fulvic acid-like
substances were 0.0039, 0.0006, and 0.00147 for Group A, and
correspondingly 0.0005, 0.00013, and 0.00017 for Group C. It was
obvious that the differences in the organic composition in the
samples from Group C were less than that from Group A. As the
water samples of Group Cwere from the same biotreatment device
that was operated in a stable condition, the organics composition
was correspondingly stable. Therefore, in terms of the differences
in organic composition among the water samples, that of the PHP
solution was less than that of Group C, and the latter was less than
that of Group A. Corresponding to the model performance for
each group, it was thus obvious that the organic composition in
the water samples would signicantly affect the model perfor-
mance. A higher accuracy and robustness of the COD estimation
models would be obtained from a lower difference in organic
composition in both the calibration and validation samples.

In the previous studies, the models were calibrated with
simulation wastewater samples prepared in a laboratory or with
samples from one sampling site,15–17 which were similar with the
research conditions of the PHP solution and Group A in this
study. A method that is calibrated with a specic organic
composition in samples is called local calibration.7,18 According
to the previous reports, local calibrated models could usually
achieve satisfactory performances, benetting from the relatively
consistent organic composition.35,36 Hu et al.36 proposed a local
calibration method with samples from four factories, and found
the prediction accuracy was successfully improved. However, if
on-line COD monitors were to be equipped on rural sewage
treatment devices, it would be very difficult to calibrate each COD
estimation model for each monitoring site, because in the rural
roup C water samples.

This journal is © The Royal Society of Chemistry 2020
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region, the amount of sewage treatment devices is very large and
their locations are scattered. Therefore, the model can only be
calibrated with samples from different treatment devices, which
is called global calibration.7,18 Because the organic composition
of the samples for calibrating is inconsistent, the model accuracy
is usually worse for global calibration than for local calibration.
In this study, the COD estimation model was globally calibrated
with samples from different treatment devices. The model
accuracy was found to be acceptable with the RMSRE of 0.139.
Although the accuracy was less than that using the chemical
oxidation method, it was enough for monitoring the effluent of
rural sewage treatment devices. Using a global calibration model
to predict COD with UV-Vis spectroscopy has been veried as
a reliable method in practice.
3.4 Model optimization by specic wavelength region

The COD estimation model with PLS needs the full-spectrum,
which involves approximately hundreds of data points. It was
precisely because of the complete data use that the prediction
accuracy reached a relatively high level. On the other hand, it is
difficult to obtain and treat excessive amounts of data. Hence,
under the premise of the prediction accuracy nitely declining
to an acceptable level, reducing the input data requirements of
a model is a signicant factor for reducing the manufacturing
costs of on-line monitors.

The UV-Vis absorption spectra of all the samples with
different COD concentrations are shown in Fig. 3. The differ-
ence in absorbance among these samples was very little at the
wavelength beyond 400 nm. Furthermore, the absorbance at the
wavelength beyond 600 nm dropped to small enough a level to
be ignored for all the samples. There were obviously some non-
COD-related wavelengths in the range from 200 to 700 nm. The
absorbance at these wavelength should be eliminated during
modeling so that the model would avoid such interference and
to simplify the calculation.

The full UV-Vis absorption spectra of the water samples from
Group A were equally split into 30 intervals in the wavelength
range from 200 nm to 700 nm. The COD estimation models
were established by PLS using the spectra of each interval and
Fig. 3 UV-visible absorption spectra of all samples.

This journal is © The Royal Society of Chemistry 2020
their combinations. Using the methods of iPLSR and siPLSR,
the best interval combination could be screened from all
possible combinations with the same amount of intervals. The
optimal models using each amount of interval from one to
thirty were established with the best interval combinations that
were screened by iPLSR and siPLSR. The model performance
was evaluated by the criteria of RMSRE and REV. The RMSRE
and REV of the optimal models established by one, two, three,
four, ve, and all the thirty intervals are shown in Table 4. The
optimal model was found to be established with the data of
three interval combinations, in which the lowest REV and
RMSRE were acquired. The optimal wavelength intervals were
located in the near ultraviolet range from 200 nm to 400 nm,
including 251–268 nm, 319–336 nm, and 353–370 nm, respec-
tively. It has been conrmed by previous studies that the general
saturated organic compounds would have no absorption in the
near ultraviolet region, while those containing conjugated
double bonds or a benzene ring would have obvious absorption
in the ultraviolet region or a characteristic peak.36 The main
absorption wavelength of simple aromatic compounds con-
taining a benzene ring is in the range of 250 nm to 260 nm.12,36

Besides, the UV absorbance is positively correlated with the
molecular weight of an organic compound.37 Hence, the specic
intervals identied by iPLSR and siPLSR could also bring
information on the organic composition to some extent.

For the absorption spectra in a narrowband range, the
absorbance at some wavelength was observed to be linearly
correlated with those at its adjacent wavelength, and the R2 was
even more than 0.95. Therefore, a series of specic wavelengths
could be selected, by which the absorbance could replace the
spectral data to establish the model without signicantly
reducing the model accuracy.38 In this study, lasso regressions
and stepwise regression were used to select the specic wave-
lengths from the optimal wavelength intervals. Using the lasso
regressions, the specic wavelengths were discovered to be 251,
356, 357, 362, and 363 nm. The stepwise regression was
subsequently implemented, and the minimum AIC was 123.24.
The specic wavelengths were nally concluded to be 251, 356,
and 363 nm. Three peaks were observed at these three wave-
lengths in the UV-Vis absorption spectra, which might be from
the organics with an aromatic structure or conjugated double
bond.39

When using the absorbance at specic wavelengths for
modeling, the variables involved sharply decrease, so that some
Table 4 REV and RMSRE of the optimal model with different amounts
of interval combinations

RMSRE REV

Cal. Val. Cal. Val.

One interval 0.17 0.16 0.025 0.022
Two intervals 0.13 0.135 0.018 0.0163
Three intervals 0.124 0.133 0.015 0.0165
Four intervals 0.146 0.14 0.021 0.02
Five intervals 0.152 0.148 0.022 0.024
All data 0.121 0.12 0.014 0.0135

RSC Adv., 2020, 10, 20691–20700 | 20697
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Fig. 4 Comparison between predicted COD concentrations and the
true COD concentrations.

Table 5 Comparison between the predicted COD concentrations and
the true COD concentrations

True COD (mg L�1) Predicted COD (mg L�1) Relative error

32.0 30.7 �4.1%
40.0 42.2 5.5%
66.0 83.6 26.7%
79.0 83.9 6.2%
90.0 93.8 4.2%
130.0 127.3 �2.1%
154.0 160.4 4.2%
59.0 61.1 3.6%
60.0 71.4 19%
199.0 193.3 �2.9%
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simple algorithms could become effective. Based on the three
identied specic wavelengths, the Multiple Linear Regression
(MLR) method was adopted for the COD estimation modeling. A
comparison between the predicted COD concentrations and the
true COD concentrations is shown in Fig. 4. The model perfor-
mance was evaluated by the criteria of RMSRE and REV (Fig. 4).
Compared with the value of these criteria of the model using the
UV-Vis absorption spectrum (200–700 nm), the RMSRE only
increased from 0.139 to 0.145 and the REV increased from 0.019 to
0.021, indicating that there was just a slight decline in the accu-
racy and robustness of the predictive results. Li et al.17 optimized
a COD determination model using a similar method with 144
samples collected from a lake. The predicted accuracy and model
stability were improved by iPLS and siPLS, which was contrary
with this study. In this study, the samples were collected from
more than 50 rural sewage treatment devices, so the organic
composition would be more diverse here. Therefore, the different
ndings may be ascribed to the differences in the organic
composition, but this needs further study. Nevertheless, the
specic wavelength selection can simplify the modeling process
and guarantee the model accuracy and robustness to a reliable
level. Benetting from this optimization, the modeling process
could be simplied a lot. Meanwhile, an even more important
advantage could be achieved by this optimization. The narrow-
band light source, manufactured with a light emitting diode
(LED), could take the place of the broadband light source due to
only a few characteristic wavelengths being involved in the
modeling. Therefore, the price of the monitors would sharply
decrease. This would be signicant for the practical application of
COD measurement by UV-Vis spectroscopy.
3.5 Developing on-line COD monitors utilizing UV-Vis
spectroscopy

Based on the above studies, an on-line COD monitor utilizing
UV-Vis spectroscopy was developed for combining with the
global calibrationmodel. The schematic diagram of the internal
structure and photos of prototype are shown in the ESI (Fig. S2
20698 | RSC Adv., 2020, 10, 20691–20700
and S3†). The device was equipped with a spectrometer with 256
pixels PDA (MMS, Carl Zeiss, Germany) and a xenon lamp as the
light source (L4642, Hamamatsu, Japan). The printed circuit
board and power module for the light source were specically
designed in order to adapt to an immersed installation. The UV-
Vis absorption spectra could be steadily acquired (Fig. S4†).

The lab-manufactured monitor was installed in the eld for
monitoring the effluent, and real samples were collected and
tested. The predictive results are shown in Table 5. When the
true COD concentration ranged from approximately 30.0 to
200.0 mg L�1, the relative error of the predicted COD was most
acceptable in the range from �4.1% to 6.2%, with occasional
outliers. The results indicated that the COD estimation method
is effective. In addition, it should be noted that turbidity and the
particles in the water will affect the UV-Vis spectrum, and the
prediction accuracy would be reduced.15,40,41 The on-line
monitor was used to test the effluent of sewage treatment
devices in practice. During the testing period, the turbidity and
the particles were constant in the effluent due to the good
operating conditions. Therefore, the interference would be not
signicant. Nevertheless, the inuence of turbidity and the
particles on the UV-Vis spectrum were very crucial for COD
prediction. It is necessary to comprehensively investigate this
further.

One feature of the monitor was adopting a default spectrum
instead of the reference beam, and only the measuring beam
was reserved. The device structure became much simpler and
the interference due to instability of the reference spectra could
be avoided. Another useful feature is conguring a wireless data
transmission module based on General Packet Radio Service
into the monitor. The real-time on-line data of the UV-Vis
spectra could be transmitted to the cloud platform, and
treated using the COD estimation model. The predicted COD
concentration could thus be obtained and transmitted to the
management platform or mobile termination of relevant
people. The cost of this on-line COD monitor is competitive
with the conventional ones. Accounting for the cost of the
prototype, only USD 5000 was needed, which is less than 30% of
the price of conventional COD monitors. Taking bulk produc-
tion into account, there is still a lot of space to cut back the
device costs.
This journal is © The Royal Society of Chemistry 2020
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Beneting from these advantages, including the easier
maintenance, lower price, little operating cost, and connect-
ability to the Internet of things, the developed on-line COD
monitor could be installed in the massive number of rural
sewage treatment facilities. An information management
system might be thereby supported based on the developed
COD monitor.
4 Conclusion

Overall, in this study, a COD estimation model of UV-Vis spec-
troscopy with global calibration was established with various
optimization measures, and was veried to be effective for
monitoring the effluent from rural sewage treatment devices. In
order to more accurately assess the model performance, two
new evaluation criteria of REV and RMSRE were proposed to
assess and compare the accuracy and robustness of models that
were calibrated in different concentration ranges. The PLS was
proved to be the optimal modeling approach, regarding
convenience and accuracy at the same time. In the condition of
global calibration, the model performance was found to
signicantly correlate with the identity of the organic compo-
sition. For the effluent from the rural sewage treatment device
in this study, the predicted CODwas credible, with an RMSRE of
less than 0.14. A simpliedmodel was established using a series
of absorbance at specic wavelengths instead of the absorption
spectra at the full waveband range, and the accuracy was proved
to be reliable, with a slight increase in the RMSRE. The global
calibration model of UV-Vis spectroscopy for COD estimation
thus achieved feasible performance with sufficient accuracy and
convenience. This provides a promising and practical strategy
for the monitoring of effluent from scattered sewage treatment
devices in rural areas.
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