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Natural vibrations and resonances are intrinsic features of protein structures and enable differentiation of
one structure from another. These nanoscale features are important to help to understand the dynamics
of a protein molecule and identify the effects of small sequence or other geometric alterations that may
not cause significant visible structural changes, such as point mutations associated with disease or drug
design. Although normal mode analysis provides a powerful way to accurately extract the natural
frequencies of a protein, it must meet several critical conditions, including availability of high-resolution
structures, availability of good chemical force fields and memory-intensive large-scale computing
resources. Here, we study the natural frequency of over 100 000 known protein molecular structures
from the Protein Data Bank and use this dataset to carefully investigate the correlation between their
structural features and these natural frequencies by using a machine learning model composed of
a Feedforward Neural Network made of four hidden layers that predicts the natural frequencies in
mode calculations, but is significantly more
computationally efficient. In addition to the computational advance, we demonstrate that this model can

excellent agreement with full-atomistic normal

be used to directly obtain the natural frequencies by merely using five structural features of protein
molecules as predictor variables, including the largest and smallest diameter, and the ratio of amino acid
residues with alpha-helix, beta strand and 3-10 helix domains. These structural features can be either
experimentally or computationally obtained, and do not require a full-atomistic model of a protein of
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Introduction

Protein molecules constitute the basic biopolymers that are
found in many different forms in the body of living creatures. A
protein molecule is usually composed of one or several poly-
peptide chains that wind together to form a certain folded three-
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protein molecule without solving its full atomic structure.

dimensional (3D) protein structure.” The formation of protein
structure is typically a spontaneous self-folding process, driven
by the interaction inside or between the building blocks of the
polypeptide chains, known as amino acids.*” There are strong
interactions, such as the covalent bonds between the three
atoms (N-C,—C) of the backbone and its interactions with the
functional groups at the side chains. There are also weak
interactions, such as charge interactions, van der Waals inter-
actions and the hydrogen bonding that often exist between any
atoms, accounting for the attraction and repulsion forces
between amino acids and chains. The combination of different
interactions, coupled with the complex 3D irregular structures,
makes the dynamics of the protein molecule much more
complicate than its constituting bonds, angles or dihedral
angles.*™ However, many evidences resulting from structural
biology and computational modeling show that there is no
intrinsic difference between the vibration of a protein molecule
and the vibration of a large-scale structure such as a building*?
responding to external forces, especially for the low-frequency
range, which does not involve the charge distribution in the
atomic electronic states for optical excitation.®" It is reasonable
to believe that the protein's hierarchical structure and the
interaction among amino acids affects its vibration, which in
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turn can also be useful to determine the structure changes or
effects." Indeed, it has been shown in earlier literature that the
mutation of a single amino acid residue can bring about
a significant change in the frequencies of the vibrational
modes, indicating that the nature of the low-frequency motions
can be unexpectedly sensitive to the specific local geometry.***

The recent evolution of experimental techniques makes
molecular-scale high-temporal resolution imaging feasible,"
making it more possible to monitor the dynamical behavior of
nanostructures. However, up to date, the most advanced
imaging technique provides atomic and microsecond resolu-
tions, which is only able to capture the dynamic behavior of
10° Hz, or equivalent as 0.00003 cm ™', which is five orders of
magnitude smaller than the frequency of the first vibration
mode of most protein structures.’* One way to obtain the
vibrational modes of a protein through computational analysis
is normal mode analysis (NMA),*** which is a computationally
intensive process and it requires the atomistic structure of the
protein and the force field that defines all the interatomic
interactions.

The key steps in this process include building the Hessian
matrix, a 3N x 3N square matrix composed of second-order
partial derivatives of the potential energy function with the
coordinates of atom in all the three dimensions, and computing
the eigenvector and eigenvalue of this matrix. For large protein
structures, the time and memory requirement for NMA can be
huge. For example, a membrane protein that has more than
1000 amino acids requires more than 3.6 GB memory for simply
loading the Hessian matrix, making computing more difficult
for larger protein structures. Moreover, the method can only be
applied to proteins with known high-resolution 3D structure
(which must be obtained either from experiments, e.g. by using
Nuclear Magnetic Resonance, X-ray Diffraction or Cryo-electron
microscopy or could be obtained from a computational simu-
lation of protein folding'>'®). However, neither of the two
strategies are cost and time efficient, and often require signifi-
cant computational resources.

Artificial intelligence (AI), enabled by machine learning (ML)
techniques, has demonstrated its advantage in solving sophis-
ticated scientific problems that involve multiple physics-based
interactions that are hard to directly model or non-polynomial
problems that require extremely large computational power
that cannot be solved by brute force methods."” It now provides
a novel feasible way of solving such problems by utilizing effi-
cient algorithms to searching a high-dimensional parameter
space for optimal solutions. In several recent materials-focused
studies, such a data-driven material modeling for optimized
mechanics of mechanical properties of materials, it has shown
a unique and powerful role.**?* Moreover, it shows a break-
through capability to optimize the multiscale and multi-
paradigm architecture of materials for high sensitivity to
environmental factors, as needed in sensors, electronics and for
multi-purpose material applications.??

Here we use a dataset of the structural features and the first
64 normal modes of more than 100 000 protein molecular
structures to train and test a machine-learning model that is
capable of predicting the frequency spectrum of any protein.
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This computational model will be helpful that allows to directly
obtain a protein's frequency spectrum without knowing the
high-resolution 3D structure nor solving for its eigenvalues.

Results and discussion

We developed a parallel code to extract the vibrational feature
of 110 511 protein structures available in the Protein Data
Bank by applying NMA on each of them,®* which is used to
compute all the normal modes as the most general motion of
a protein structure, as well as the natural frequency that
corresponds to each of the modes.*® The collection of the all
the discrete natural frequencies, as shown in Fig. 1A, defines
the locations of all the peaks of a mechanical spectrum where
the mechanical resonance of the structure gets more signifi-
cant than other frequencies. The key process and the content
of code to compute the molecular-based vibrational data from
a full-chemistry model are given in a former paper.”® Besides
the frequency spectrum, any possible vibration of a protein
structure, such as a thermal fluctuation in a certain temper-
ature, can be given by a superposition of its normal modes.>*
The modes are normal in the sense that each mode is
orthogonal to all the other modes, suggesting that the mode
cannot be expressed by other modes, that is to say, that an
excitation of one mode will never cause motion of a different
mode.

Here we hypothesize that the frequency spectrum, which is
defined by the chemistry and the folded structure of a protein,
provides a unique fingerprint to identify a protein from others.
Such a feature has been applied in infrared and Raman spec-
troscopy to identify the content of small chemical groups.
Combining these experiments with the library of the frequency
spectrum of proteins may enable to identify a protein only if it
has a high-resolution structure deposited in the Protein Data
Bank. However, the Protein Data Bank only includes a tiny
portion of proteins, with most of them only known for their
sequence and functions (such as the 147 413 762 protein
sequences given in https://www.uniprot.org>) but not for high-
resolution protein structures.

Indeed, it is difficult to identify the complex structure of
a protein, which requires advanced tools including Nuclear
Magnetic Resonance, X-ray Diffraction or Cryo-electron
microscopy, as well as protein crystal samples. Hence, the ML
technique provides a great opportunity to obtain the frequency
spectrum of a protein without experimentally solving for its
folded 3D structure. To achieve that, we develop an ML model
and train it based on a randomly selected portion (80%) of the
NMA calculation results as the first 64 natural frequencies of all
the protein structures in the Protein Data Bank.*® This training
set is integrated with another table that summarizes 10 struc-
tural features of each protein molecule, including the largest
diameter (Dpax, measured as the largest distance between the
two infinite parallel sheets that clamp the molecule), the
smallest diameter (D, measured as the smallest distance
between the two infinite parallel sheets that clamp the mole-
cule) and the ratio of all the secondary structures given by DSSP
(pu: content of alpha helix; pg: content of residue in isolated

This journal is © The Royal Society of Chemistry 2020
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Fig. 1 Overview of the method to run massive in-parallel NMA to obtain the natural frequency spectrum of over 110 000 protein structures
present in the Protein Data Bank (PDB) (A) and use the result to train (with 80% of the dataset) and test (with the rest 20% of the dataset) a machine
learning model by FNN to predict the frequency spectrum directly by using several structural features (B).

beta-bridge; pg: content of beta-strand; pg: content of 3-10
helix; p;: content of pi-helix; pr: content of turn; ps: content of
bend and p..: content of unstructured parts).

We train the ML model to predict the natural frequencies
from the 10 structural features. For the sack of simplicity, we
introduce a fitting function for the first 64 natural frequencies f;
(f0...63) given as

i = bi™ (1)

Which gives the natural frequency f; g for the (i + 1) mode (i
starts from 0) where b = f; for the value of base frequency, M is
the power of the function that defines the increment trend of
the natural frequencies for larger modes. We also quantitatively
compute the standard error of the fitted value for each protein
structure by

63 5
5 (i)
62

(2)

OSE =

It has been shown that all the 64 frequencies of each of the
protein structures can be fitted by eqn (1) to obtain its [b, M]
value for the structure, and the frequencies of over 99% of the
protein structure get interpreted with a small standard error ogg
<lcm '3

This journal is © The Royal Society of Chemistry 2020

By using eqn (1), we train the ML model to predict the value
of b and M instead of predicting each of the 64 natural
frequencies. The ML is implemented in TensorFlow in
Python.***” We start by using the 10 structural features as
predictor variables and using the b and M value as the target
variables. We use a Feedforward Neuron Network (FNN) with
Rectified Linear Unit (ReLU) activation function to read in the
training data (80% randomly selected data, ~88 000 records)
with a batch size of 10 000 records and develop this data-driven
model by minimize the standard error between the predicted
and measured [b, M] values by using an Adam optimizer.>**
This FNN ML model is realized via four hidden layers with 40,
20, 10 and 5 neurons included for each of the layer and a final
output layer to evaluate the outcome, as shown in Fig. 1B. We
use the remaining 20% data for validation. We run the training
for 100 000 epochs, with each of which represents one complete
presentation of the training data to be learned by the machine,
to ensure there is no further improvement for the optimization.
We have tried to increase the number of layers to 10 layers and
the width of each layer to 60 neurons and find the increment of
depth and width do not improve the standard errors for training
and validation, so we keep using this ML architecture for our
study.

As a result of the validation, we obtain the predicted [b, M] of
the protein structures within the validation dataset. Using the
values, we compute each of the natural frequencies as f; v, =
b and compare with their measurement result, with the

RSC Adv, 2020, 10, 16607-16615 | 16609
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Fig.2 Comparison of the frequencies predicted by ML and directly obtained from NMA that corresponds to the first 5 (A), 10 (C) and 20 modes
(E) of all the protein structures for testing (22 000 structures), with the histogram of the ML and NMA results summarized by bars of different
colorsin (B), (D) and (F) respectively. It is consistently shown that for low-frequency modes, the distribution has a log-normal shape, with a center
peak, that corresponds to most normal modes, concentrates at a low-frequency region.

comparison outcome summarized in Fig. 2. The comparison
between the frequencies of the first 5 modes, 10 modes, and 20
modes are given in Fig. 2A, C and E, respectively, with each
point (f; xma, fi mr) plotted in the figure. It is shown that the ML
prediction and the NMA data have a very strong correlation and
most data point concentrated along the line f; nma = fi M1,
suggesting the overall good predicting result. Similar to eqn (2),
the different between the two dataset is quantified by using the

> (fowar —fiown)?

n
number of data points in the plot. We find the standard error of
computing the first 5, 10 and 20 modes is 0.836, 0.860 and
1.256 cm ', respectively. The standard error increases for
having more modes as the natural frequency increase for higher
modes. The prediction error ¢ = 1.256 cm™ " is still considered
relatively low because the mean value and standard deviation of
the natural frequency of the 20" mode of all the protein
structures is 6.96 + 3.50 cm™ . The histograms of the predicted

standard error as ¢ =

, where 7 is the total

16610 | RSC Adv, 2020, 10, 16607-16615

frequencies, as given in Fig. 2B, D and F for the first 5, 10 and 20
modes, respectively, show a different trend as the more modes
yields statistically better agreement between the prediction and
measurement, suggesting the larger prediction error comes
merely from the nature of the larger data value for higher
modes. Moreover, it is interesting to see that the distribution of
the frequencies is log-normal all the time, suggesting that the
relatively low frequencies (corresponding to the peak of the log-
normal distribution) correspond to more normal modes and
also account more for mechanical resonance and energy
absorption, because of the equipartition principle,> which
states that each normal mode takes equal kinetic energy for free
vibration.

The result is important because it demonstrates that the ML
model is able to directly predict the natural frequencies of
a protein structure, instead of using the high-resolution 3D
structure and NMA calculation or dynamic simulations. The ML
model is validated by the testing data and can be applied to any
protein molecule with unknown 3D structure but knowing the
few structural features. For example, the minimum and

This journal is © The Royal Society of Chemistry 2020
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maximum diameters can be measured by dynamic light scat-
tering (DLS), and the secondary structure ratio can be extracted
from Fourier Transform Infrared (FTIR) spectroscopy and these
experiments are much easier than solving the 3D structure of
a protein. It thus provides a convenient way of predicting the
spectrum of natural frequencies of a protein. However, many of
the eight secondary structures that are defined for FTIR are
much less clear than what is defined for the full atomistic
protein structures by the Dictionary of Protein Secondary
Structure (DSSP),* as what is used for the predictor variables.
For instance, helix and beta sheet structures are usually better
defined than other coiled or random structures for FTIR.**

It is useful to understand the contribution of each of the ten
predictor variables and find out which are more essential than
the others in prediction. Although FNN provides a convenient
way of predicting the [b, M] from [Dyax, Dmins Ps1, Py PEs P1s Py
Pa, DPs, P~], the relationship among each target variable and the
predictor variables are highly nonlinear and difficult to quan-
tify. We thus take the linear model and compute the pairwise
correlation function between the twelve variables by using all
the data records, as shown in Fig. 3A. As expected, not all of the
predictor variables correlate much to [b, M]. b correlates more to
[Dmaxs Dmin, Pu] than others while m correlates more to [Dpin, P,
Pc] than others. Using the linear model,** we increase the
number of predictor variables n,,, from 1 to 10 and for each n,,,
we test all the possible subsets of predictor variables for C;,™*
times of tests. In total, we perform Cyo" + C1o> + C10° + ... + Cy0™°
= 2'% = 1024 tests in total. For each n,,,, we select the best
subsets for predicting b (Fig. 3B and C) and M (Fig. 3D and E)
values with maximum coefficient of determination (rsq) value,
which has value between 0 and 1 and measures the percentage
of the response variable variation that is explained by a linear
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model. It is shown in Fig. 3B and D that the contribution of
a unit increment in n,,, keeps decrease for larger n,,, value in
predicting b and M, respectively. Actually, for n,,, > 5, the
further increment of ny,, has only a small effect. Moreover, by
running these 1024 tests, we manage to obtain the best subsets
for each n,,, value, as shown in Fig. 3C and E for b and M,
respectively. It is shown that if we are only accessible to one
predictor variable, Dy, and Dy, will be the most predictive for
b, M, respectively. By using five predictor variables, the combi-
nation of [Diax, Dimin, P1, PEs P Will be the most predictive.
We use the knowledge obtained from a linear model to
reduce the number of predictor variables of our ML model. We
test ny, from 1 to 10 and the types of predictor variables are
selected according to their importance as given in Fig. 3C. We
use the selected predictor variables to train the ML model based
on the selected columns of the training data by using the same
learning architecture and compute the mean-square error of the
testing data during the optimization process, as given in Fig. 4A
and B. It is shown that 2000 epochs are enough to yield overall
converged mean-square error and n,,, > 5 does not yield
a significant difference from n,,, = 5, as what is predicted by the
linear model. It is also shown that for n,,, = 5, the ML predicted
[b, M] values well agree with the measured [b, M] value of the
testing data, as shown in Fig. 4C and D, respectively. The high
correlation coefficient (0.88 for » and 0.78 for M) and low
standard error (0.35 cm™"' for b and 0.084 for M) can be
computed from Fig. 4C and D, which support the accuracy of
the prediction. In addition to the comparison of the fitting
parameters, we can expand the predicted [b, M] values back to
fi v for each of the protein structure within the testing dataset
and compute the standard error o with f; xma as given in Fig. 4E.
It is shown that 7y, = 5 has an advantage in reaching small o

4 6 8 10 1 2 % M & 48 FT 8 9 19
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= E Num_variables

o900
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> S
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Fig. 3 Results by linear analysis. (A) Visualization of the correlation matrix between pairs out of the twelve variables, including two target variables
[b, M] and ten predictor variables [Dmax. Dmin. PH. P8, PE. PT. P1. PG, Ps. P-], computed by using all the ~110 000 data records. We study the number
of predictor variables from 1 to 10 by testing all the possible subsets of predictor variables with 1024 tests in total and present the best subsets that
yield the highest coefficient of determination (rsq) value for explaining b (B) and M (D) values. The best subsets are presented in (C) and (E) for
b and M values, respectively by the gray column, which shows for a certain number of predictor variables (1 to 10), which variables are included in

the best subset that yields the highest rsq value.
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(D) by using the five predictor variables, [Dmax. Dmin. PH. Pe. Pcl, @s suggested by the linear model, with the NMA result for the 22 000 structures
for testing. (E) The standard error (SE) for comparison of the frequencies predicted by ML (trained by the five predictor variables) and directly

obtained from NMA that corresponds to the first 1, 5 and 10 modes of all the protein structures for testing.

value for several different comparisons, including comparing of
fi per se, as well as from f; to f; and from f; to fio.

For any protein sequences, recent progress in folding algo-
rithms makes it possible to accurately predict their 3D atomic
structures.**** Combining with classical force fields, these
structures yields a Hessian matrix that is often too big to solve
for their eigenvalues by NMA. The method proposed here
provides an efficient way to obtain the eigenvalues without
NMA. Thus, it can combined with the recent innovative method
of solving eigenvectors from eigenvalues® and provide all the
normal frequencies and normal modes of a protein. We can use
the information to predict the dynamic behavior of a protein.
For example, for any protein, we obtain the i normal modes as
a {x,y;,z;} normal frequency f;. By using the equipartition
theorem, we can compute that each mode has the equal kinetic
energy parts as (3/2)NkgT/M for the first M modes of a protein
structure under the temperature of T, where N is the total
number of atoms and kg is the Boltzmann constant. Because
each of the normal modes are normal to the other modes, the
velocity distribution for atom j in mode i is v; and should yield

16612 | RSC Adv, 2020, 10, 16607-16615
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J

Considering the atomic velocity is also given by the magni-
tude of the particle vibration as v = “a; 27f; cos(2Ttf; + to;),
and the magnitude of vibration A4; is given by the
a; = Ai{x;,y;,2}; as {x;;,z} the i normal mode on atom j.
Putting these relations to eqn (3), we obtain the magnitude of
vibration as

L] 3Nk T
Lfin| MYy (X2 + P+ 2]
7

(4)

This equation can be used to calculate the thermal vibration
of the protein structure without running molecular dynamics
simulations. With the coordinate of each atom given by a func-
tion of time ¢

M

X = Z Ai{xﬂyj,zj}[sin(ZTttﬁ + toi) (5)

i=1

This journal is © The Royal Society of Chemistry 2020
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For example, we focus on the protein structure with PDB ID
1FH1 and perform this superposition analysis by using the
predicted normal frequencies and obtain its thermal vibration
spectrum at 300 K as given in ESI Video 1.t

Discussion

The collection of the natural frequencies of a protein gives the
location of all the peaks of the mechanical spectrum where the
mechanical resonance of the structure gets more significant
than other frequencies, which represents an important finger-
print to identify the protein. Although NMA provides an accu-
rate way to measure all the natural frequencies, it is considered
as a very expensive process because of the difficulty in obtaining
the high-resolution atomic structure and the time and resource
to solve the eigenvalues of the elastic matrix. Here, we demon-
strate that ML can be used to directly obtain the natural
frequencies without using the atomic structures or solving the
eigenvalues, but by merely using several structural features that
can be easily obtained. We use a linear model to reduce the
number of predictor variables and find that five variables
including the largest and smallest diameter, the ratio of amino
acid with alpha-helix, beta strand and 3-10 helix domains®*® can
be used to predict the natural frequencies with a small standard
error.

The selection of the initial structural features, including
diameter and secondary structure ratios is more intuitive than
fully rational. The reasons are the availability of experimental
measurements (DLS, FTIR, etc.) and their consistency with in
silico measurements of atomic protein structures. It forms the
fundamental basis of training an ML model with the compu-
tational data, which provides the only feasible way of generating
massive data records for training and validation. Using linear
models, we have successfully reduced the number of predictor
variables to five. It is possible that there can be other structure
features that can better predict the natural frequencies but the
features are not included. Considering the automatic genera-
tion of the database and rational analysis based on ML and
linear models, as long as these features can be extracted from
the high-resolution protein structures, this ML model can be
easily updated by considering other geometric features beyond
the current ones.

The method proposed here can serve as a useful and
computationally efficient approach to predict the absorption
and resonance functions of the protein molecule with unknown
structure and sequence. It can be useful in categorizing the
dynamic function of unknown proteins according to their
structural features. This method, combined with the recently
evolved techniques that allow prediction of protein structure
from its sequence,"'® could facilitate predicting the natural
frequencies of all the known protein sequences (such as
sequences presented in the UniProt,* with 99.9% of them not
included in the Protein Data Bank), which may be a useful
resource to identify protein type according to its frequency
spectrum.

Looking ahead, our new method could also be applied to
predict the vibrational features of other nanoscale objects such

This journal is © The Royal Society of Chemistry 2020
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as nanoparticles. It may also be used to extract other material
properties besides vibrational spectra, and as such, be broadly
applied in a materials-by-design approach where geometric
features are identified to achieve certain material properties.
Other applications may include material sonification methods,
to offer a rapid method to create audible representation of
proteins in musical form.>

Methods

Normal model analysis

At the foundation of the method, we build a full database of the
first 70 normal modes of each of 110511 natural protein
structures composed of only standard amino acids out of the
full list of more than 130 000 structures that are currently
available in the Protein Data Bank. We developed a bash script
that allows integrating multiple open source software with the
CHARMM c37b1 program to automatically download, clean and
analyze each of the protein molecular structure. The details of
the bash script are given in our earlier paper.*

We use a Block Normal Mode (BNM) method®*” in CHARMM
for normal mode analysis on each of the protein structure. BNM
projects the full atomic hessian matrix into a subspace spanned
by the eigenvectors of blocks, as each block is defined by an
amino acid. We save the first 70 modes with lowest frequencies,
ordered from lower to higher frequency, of each protein
molecule.

The first 6 modes always have zero eigenvalue and zero
frequency because they correspond to the rigid-body movement
and rotation of the molecule. The higher order modes 7 and
onwards, ie. the last 64 normal modes amongst the 70 gener-
ated, describe the molecular deformation. We hence only use
the frequency value of the last 64 modes out of these 70 ones.
These frequency values are denoted in sequence as fo, f1, f2, .-

Joa-

Linear model analysis

We use R to study the number of predictor variables from 1 to 10
by testing all the possible subsets of predictor variables with
1024 tests in total and present the best subsets that yield the
highest coefficient of determination value for explaining » and
M values. We share the links to the database and R code of this
work.

Feedforward neural network

The machine learning model is implemented in TensorFlow in
Python. We use a Feedforward Neuron Network (FNN) with
Rectified Linear Unit (ReLU) activation function to read in the
training data (80% randomly selected data, ~88 000 records)
with a batch size of 10 000 records and develop this data-driven
model by minimize the standard error between the predicted
and measured [b, M] values by using an Adam optimizer. This
FNN ML model is realized via four hidden layers with 40, 20, 10
and 5 neurons included for each of the layer and a final output
layer to evaluate the outcome. We use the remaining 20% data
for validation. We run the training for 100 000 epochs, with
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each of which represents one complete presentation of the
training data to be learned by the machine, to ensure there is no
further improvement for the optimization. We share the data-
base and python codes of this ML model as ESL}
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