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Minimising damage in high resolution scanning
transmission electron microscope images of
nanoscale structures and processes†
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Beam damage caused during acquisition of the highest resolution images is the current limitation in the

vast majority of experiments performed in a scanning transmission electron microscope (STEM). While the

principles behind the processes of knock-on and radiolysis damage are well-known (as are other contri-

buting effects, such as heat and electric fields), understanding how and especially when beam damage is

distributed across the entire sample volume during an experiment has not been examined in detail. Here

we use standard models for damage and diffusion to elucidate how beam damage spreads across the

sample as a function of the microscope conditions to determine an “optimum” sampling approach that

maximises the high-resolution information in any image acquisition. We find that the standard STEM

approach of scanning an image sequentially accelerates damage because of increased overlap of

diffusion processes. These regions of accelerated damage can be significantly decelerated by increasing

the distance between the acquired pixels in the scan, forming a “spotscan” mode of acquisition. The

optimum distance between these pixels can be broadly defined by the fundamental properties of each

material, allowing experiments to be designed for specific beam sensitive materials. As an added bonus, if we

use inpainting to reconstruct the sparse distribution of pixels in the image we can significantly increase the

speed of the STEM process, allowing dynamic phenomena, and the onset of damage, to be studied directly.

The advent of aberration corrected STEM1 has led to an unpre-
cedented increase in the achievable spatial resolution from all
forms of imaging (Z-contrast, Annular Bright Field, etc.), but
this has also been accompanied by a simultaneous increase in
the operational probe current2 under typical imaging con-
ditions. While the increased current is advantageous for obser-
vations of atomic scale dopants in some samples, typical elec-
tron doses are now several orders of magnitude higher than
many materials can withstand.3 Dose considerations are now
the most critical experimental parameters when imaging beam
sensitive materials or performing in situ experiments, which

usually leads to a reduction in the electron dose and dose rate4

at the cost of decreased signal-to-noise ratios and a poorer
spatial resolution than the microscope is capable of delivering
at the higher dose/rate levels. At the moment, determining the
best dose/rate for any experiment is achieved through a trial
and error approach, with the experimental microscopist balan-
cing the imaging conditions to achieve an acceptable image/
movie of the structure/process they are interested in. Such an
approach depends critically on the expertise of the microsco-
pist, and for any new sample or changed conditions, the exper-
tise has to be established. However, it should be possible to
define the optimum dose/rate that the specimen can survive
based on our knowledge of the principle damage mechanisms
that can take place. Our goal here is therefore to define the
imaging conditions a priori for the highest spatial resolution
images that can be achieved from any given sample or process
while reducing the final beam damage to the specimen.

The two main damage types that samples experience in an
electron microscope are knock-on5 (cascade displacement
effects) and radiolysis6 (cleavage of chemical bonds) damage.
These damage processes have sample and microscope para-
meter dependant critical thresholds7 – if the microscope para-
meters are maintained below this threshold (voltage, beam

†Electronic supplementary information (ESI) available: Line hop scanning fun-
damentals, the image comparison metrics used above, and the MATLAB code
used in the simulations. See DOI: 10.1039/d0nr04589f

aDepartment of Mechanical, Materials and Aerospace Engineering and Department of

Physics, University of Liverpool, Liverpool, L69 3GH, UK.

E-mail: d.nicholls@liverpool.ac.uk
bThe Faraday Institution, Quad One, Harwell Science and Innovation Campus,

Didcot OX11 0RA, UK
cSivananthan Laboratories, 590 Territorial Drive, Bolingbrook, IL 60440, USA
dOptimalSensing LLC, Southlake, TX 76092, USA
ePhysical and Computational Science Directorate, Pacific Northwest National

Laboratory, Richland, WA 99352, USA

21248 | Nanoscale, 2020, 12, 21248–21254 This journal is © The Royal Society of Chemistry 2020

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
O

ct
ob

er
 2

02
0.

 D
ow

nl
oa

de
d 

on
 7

/1
8/

20
25

 1
2:

00
:4

3 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

www.rsc.li/nanoscale
http://orcid.org/0000-0003-1677-701X
http://crossmark.crossref.org/dialog/?doi=10.1039/d0nr04589f&domain=pdf&date_stamp=2020-10-28
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0nr04589f
https://pubs.rsc.org/en/journals/journal/NR
https://pubs.rsc.org/en/journals/journal/NR?issueid=NR012041


current, sample temperature) for a given sample, minimal
damage will take place. To generalise these effects here we
introduce the concept of beam influence (Fig. 1). Beam influ-
ence is the change in the sample that is a result of the beam-
sample interactions, and similar to dose rate, beam damage
will happen at a point in a sample when the beam influence
exceeds a critical threshold. This allows us to discuss beam
damage without needing the specifics of the underlying physi-
cal phenomena for each type of beam damage (for any given
sample, the mechanism of damage will always be the same,
the only difference will be how we put the beam into the speci-
men and the interactions that follow). For example, it has been
shown that reducing the electron dose rate below a critical
threshold causes the reduction of ceria by the electron beam
to cease.8 This can be explained by a model that considers the
influence of the beam on the sample to follow Fick’s laws of
diffusion. Beam influence imparted onto the specimen
diffuses out from under the beam, and if the maximum beam
influence accumulates and exceeds the critical threshold the
sample becomes damaged.

In using the concept of the beam influence, we can now
examine how the delivery of the electron dose/rate to the
sample affects damage. A simple example of this concept of
beam influence is the difference between imaging a sample in
either STEM or TEM mode. A TEM and a STEM experiment
can have the same integrated dose and dose rate but the TEM
mode illuminates a defined area for the entire image duration
whereas the STEM mode illuminates smaller areas of the
sample sequentially during the same acquisition time. In this
example, the peak dose/rate in STEM is higher than for TEM,
but the TEM area experiences the dose for a longer period of
time and the influence of the beam on the sample will be

different for each case. Here we will focus the discussion on
the control of the beam influence in the STEM only (work
defining the effects for TEM is ongoing). In typical STEM oper-
ation the electron beam performs a raster scan over the
sample. At each position in the scan, beam influence is gener-
ated during the spot “dwell time” and the “diffusion time” of
the interactions, increasing the beam influence beyond the
area of the initial beam location and affecting neighbouring
positions (Fig. 1). While individual scan positions may not
produce enough beam influence to exceed the critical
threshold, in a linear scan, every successive scan position may
also experience “diffusion” interactions (Fig. 1, left).
Furthermore, at the end of a line scan, when the beam returns
to the left hand edge of the raster grid, the beam influence can
further accumulate due to the beam influence generated from
the previous line scan (the left hand edge of the STEM scan
typically includes more damage as there is an extra stabilising
dwell time after flyback). This phenomenon is effectively a
diffusion profile overlap, and can affect the overall accumu-
lated beam damage in three ways; point-to-point, line-to-line,
and scan-to-scan. We note here that beam broadening in thick
samples will exacerbate this effect, and for the remainder of
this paper we will assume samples are of the same thickness
or the thickness is normalised to the mean free path.9

Eqn (1) shows the change in beam influence per time step,
the calculation of which is performed at every pixel in the
system. The first term of the equation, D∇2φ, calculates the
amount of beam influence that is diffusing, and the second
term, f, is the amount of beam influence deposited at that
pixel. The amount of beam influence that is deposited is deter-
mined by the probe location, which is generated via the scan-
ning pattern, and beam broadening, which is governed by eqn

Fig. 1 Small step separations between successive sampling points causes beam overlap due to beam broadening and/or diffusion effects (right).
Increasing the step separation beyond a certain value reduces the effects of beam overlap (left).
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(2). If the pixel is within the area of irradiation, beam influence
is added

@φ

@t
¼ D∇2φþ f ð1Þ

where D is the diffusion constant associated with the beam
influence and φ(x,y,z,t ) is defined as the beam influence per
unit volume. The source term, ƒ, is analogous to the STEM
probe that adds beam influence to the system. The beam broad-
ening, defined by Goldstein and later by Jones10 is given by

b ¼ 8� 10�12 Z
E0

ðNvÞ1=2T3=2 ð2Þ

where b is the amount of beam broadening and T is the
sample thickness, both in m, Z is the atomic number, E0 is the
beam energy, and Nv is the number of atoms per m3. As men-
tioned previously diffusion profile overlap and beam broaden-
ing overlap, hereon referred to jointly as beam overlap,
happens in three ways – point-to-point, line-to-line, and scan-
to-scan. Point-to-point overlap can be reduced via the
implementation of “random sampling”, or 2D Bernoulli pixel
sampling,11 or alternatively by scanning on a coarse grid with
a fine beam. Currently, the main issue with the implemen-
tation of random sampling is that moving the electron probe
over large distances quickly relative to the dwell time intro-
duces hysteresis of the probe position and as such introduces
distortions to the image.4 To reduce line-to-line beam overlap
an external scan generator can be used to manipulate the elec-
tron beam to introduce a distance between successive line
scans. For a particular sample there must exist a certain dis-
tance at which the maximum beam influence per dose is mini-
mised i.e. beam overlap is minimised. Scan-to-scan overlap
can be reduced by having a random variation in the scan,
either by random sampling or by the introduction of a random
variation perpendicular to the scan line direction in line separ-
ated scanning. This form of scanning is called “line-hop”
sampling, which has been shown to be advantageous in over-
coming hysteresis in scan coils and permitting sub-sampling
approaches for inpainting.12,13 This investigation will use a
form of line hop sampling that restricts the random variation
such that each scan line is constrained to its own ‘lane’ to
ensure that a single position may not be sampled multiple
times during a single scan. Line hop sampling was chosen as
it provides control whilst keeping hysteresis effects to a
minimum, similar to other alternative sampling methods.14

To investigate diffusion overlap independently from beam
broadening a standard sample must be selected, and for this
application a thin homogenous copper film was chosen. For
the simulation, the material under consideration must have
the following parameters defined; thickness, atomic number,
lattice constant, and the number of atoms per unit cell. By
choosing the thickness to be small, such that the thickness is
much less than the mean free path, the beam broadening is
negligible and the focus can be placed on the diffusion based
phenomenon. Unless stated otherwise this copper film as

described is used as standard, and changes to these para-
meters are mentioned explicitly.

As mentioned previously line hop sampling can be
implemented to reduce the amount of line-to-line diffusion
overlap, with the step separation being dictated by the lane
width of the scan lines (how much the probe is allowed to vary
perpendicular to the scan direction). The average step separ-
ation can then be controlled by the lane width, and therefore
the amount of diffusion overlap that takes place. By sequentially
increasing the lane width, and therefore the average step separ-
ation, the relationship between step separation and beam influ-
ence can be investigated for various microscope parameters.

Fig. 2 shows the evolution of the normalised maximum
beam influence with regards to increasing step separation
during line hop scanning. The maximum beam influence is
defined as the maximum intensity value in the system
throughout the entire time series, i.e. the most exposed posi-
tion in the sample during scanning. Two parameters of inter-
est are the dwell time, and the sample thickness, and the
effects of varying these parameters can be seen in Fig. 2.
Increasing either of these parameters increases the step separ-
ation necessary to reduce the maximum beam influence to a
minimum. The reason for this is that these parameters cause
the beam profile to grow larger, and thus the required step
separation to reduce the overlap becomes larger as well. By
normalising the maximum beam influence and the step separ-
ation by the beam influence intensity profile radius (FWTM)
we can appreciate that the required step separation is depen-
dent on the beam influence radius rather than just the dwell
time or the sample thickness. For Fig. 2 a lapping scanning
method was used to keep the beam dose and dose rate con-
stant by increasing the number of laps as the sampling percen-
tage goes down, i.e. performing 1 × 100% scan, 2 × 50% scans,
4 × 25% scans, etc. This approach shows that the reduction in
maximum beam influence is due to the increased step separ-
ation and not the overall deposited electron dose.

Fig. 2 shows the thickness dependence of the maximum
beam influence during line hop scanning for two materials, a
copper film and a gold film. The thickness values chosen for
both the copper and gold films equate to T/λe = 0.1, 1, 2, and
5, with T as the sample thickness and λe being the mean free
path of the electron for elastic scattering; λCu = 80 nm and λAu
= 30 nm, calculated using;15

λe ¼ A
σeN0ρ

ðcm per eventÞ ð3Þ

where A is the atomic weight, N0 is Avogadro’s number, ρ is the
density, and σe is the total relativistic screened elastic cross
section;15

σe ¼ Z2λR4

16π3a02
1

δðδþ 1Þ ð4Þ

where Z is the atomic number, λR is the relativistic wavelength
of the electron beam, a0 is the Bohr radius, and δ is the screen-
ing parameter.
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From Fig. 2 it can be seen that for a particular T/λe, regard-
less of elemental composition, the maximum beam influence
at any given step separation is broadly equivalent. This is due

to the fact that by setting
TCu

λCu
¼ TAu

λAu
; equivalent beam con-

ditions have been introduced and therefore the beam radii are
identical. The only difference between these two films at
these conditions would be a change in the diffusion coeffi-
cient, which is not considered for this investigation into thick-
ness effects. In this case, for simplicity, the beam is assumed
to broaden uniformly through the sample, forming a pyrami-
dal exposed area wherein the total deposited beam influence
of each Z slice remains constant regardless of the beam
radius.

Another parameter that affects the step separation which
has been assumed up until this point is the diffusion coeffi-
cient of the beam influence. Beam influence is used in this
study in order to generalise the damage mechanisms at play,
and it can be considered that each mechanism of beam
damage exists as a cross section of the beam influence, such
that if a critical beam influence value is exceeded, then that
damage type occurs. If we simplify the system and assume
there is only one damage mechanism that occurs, such as
vacancy migration, then this mechanism can be studied using
this model, and the step separation required to minimise this
phenomenon can be calculated, by setting the beam influence
diffusion coefficient to the diffusion coefficient of the con-
cerned phenomenon. In the more reasonable case that many
phenomena occur then setting the beam influence diffusion
rate to the quickest of the diffusing mechanisms would give
the step separation required to produce the least damage
overall – if overlap for a quick phenomenon is avoided, it must
be avoided for slow phenomena as well. Fig. 3 shows the step

separations required to minimise the maximum beam influ-
ence for a range of diffusion coefficients.

Following from the previous example, the diffusion coeffi-
cient of vacancy migration, Dv, can be calculated from;16

Dv ¼ Γvd2

6
ð5Þ

where d is the atomic jump distance, and Γv is the vacancy
jump frequency;

Γv ¼ Ce�
Evm
kBT ð6Þ

Fig. 2 (a) Increasing dwell time causes an increase in the step separation required to avoid beam overlap in a thin sample. The reduction in beam
influence is predominantly controlled by the step separation rather than the reduced dose. (b). Increasing sample thickness causes an increase in the
step separation required to avoid beam overlap. In these plots, the separation of the beam is normalised by the beam profile radius, making the
interpretation independent of instrument resolution. The beam influence is normalised to the effect of a single isolated beam location and is there-
fore plotted in arbitrary units.

Fig. 3 Increasing the diffusion coefficient increases the step separation
required to minimise the maximum beam influence. The beam influence
is normalised to the effect of a single isolated beam location and is
therefore plotted in arbitrary units.
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where Ev
m is the vacancy migration energy, kB is the Boltzmann

constant, T is the temperature in kelvin, and C is a proportion-
ality constant assumed to be 1. Values of Evm have been calcu-

lated17 and experimentally measured18 for many elements and
typically lie in the region of 0.5–2.5 eV. With Ev

m = 0.8 eV and
d = 0.4 nm, Dv = 4.36 × 10−17 and for a thin specimen with a
1 μs dwell time at ambient temperature a step separation of
0.355 nm would be required to reduce the beam overlap, and
the resulting damage to the specimen. The range of diffusion
coefficients in Fig. 3 was based on this vacancy migration
diffusion coefficient calculation as well as the experimentally
derived mass transfer diffusion coefficients listed in Table 1.

Clearly, distributing the dose in time and space is impor-
tant, and by extension how that dose is distributed must be
important as well. Besides raster and line hop sampling, 2D
Bernoulli sampling can also be used to spatially distribute the
electron beam dose. Fig. 4 features examples of line hop and
random sampling schemes at a distribution of sampling per-
centages, and Fig. 4b shows how the sampling schemes in
Fig. 4a change how the maximum beam influence and scan
times vary. For Fig. 4b the scan time measurements do not
take pixel to pixel travel time or flyback time into account.
Fig. 4b shows how the average maximum beam influence

Table 1 Experimentally derived mass transfer diffusion coefficients in
solids and liquids of the same scale as explored using the beam overlap
model19

Diffusion coefficients – E. L. Cussler

Solute Solvent T (°C) D (m2 s−1)

Hydrogen Water 25 4.50 × 10−9

Oxygen Water 25 2.10 × 10−9

Ethanol Water 25 8.40 × 10−10

Particle Medium T (°C) D (m2 s−1)

Gold Lead 285 4.60 × 10−10

Hydrogen Iron 100 1.24 × 10−11

Hydrogen SiO2 500 1.30 × 10−12

Hydrogen Iron 10 1.66 × 10−13

Hydrogen SiO2 200 6.50 × 10−14

Fig. 4 (a) Line hop sampling provides an approximately equivalent distribution to random sampling at the same sampling percentage. The irradiated
area is 128 × 128 pixels. (b) (Left) Reducing sampling percentage reduces the beam influence for line hop and random scans differently. (Right)
Reducing the sampling percentage reduces the scan time for both line hop and random sampling as less pixels are sampled.
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decreases with sampling percentage, and notably at low
sampling percentages, the line hop sampling that was used to
overcome the hysteresis in the scan coils actually performs
better than the purely random sampling.

While distributing the dose can be used to minimise the
damage during STEM imaging the problem remains that the
images formed are incomplete. Compressive sensing12 is a
method of deliberate sub-sampling that utilises an image
inpainting algorithm to reconstruct incomplete images, and
has been used to image beam sensitive materials using
STEM.13 Fig. 5 shows a traditionally acquired atomic image of
Ceria, a subsampled line hop image of the same sample at the
same place, and the reconstruction performed on the sub-
sampled image. To determine the accuracy of the reconstruc-
tion Fig. 5c is compared to Fig. 5a by two metrics; peak signal-
to-noise ratio (PSNR) and cross correlation. Fig. 5c has a PSNR
of 20.6752 dB and a maximum cross correlation of 0.75037
when compared to Fig. 5a, both of which permit the image to
be interpreted directly.12

The analysis described in this manuscript simplifies ana-
lysis of the mechanisms responsible for the creation and
propagation of electron beam damage so that the effect of the
positioning with the beam can be investigated. Obviously, the
separation of the beam during STEM analysis can be further
optimized by incorporating more precise models for the
damage mechanisms that occur in real materials. However,
what is also clear from this analysis is that for cases where the
precise damage mechanism is not known, we can empirically
determine the optimal scanning conditions by testing the level
of sub-sampling, dose/rate and speed of image acquisition
independently. Furthermore, by introducing controlled
changes to the materials being investigated we can also deter-
mine how small levels of impurities and structure changes/
defects can quantitatively change damage propagation. This
will be particularly important for in situ observations where

sub-sampling has already demonstrated control over the kine-
tics of particular damage mediated nucleation and growth
pathways.20
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