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Applications of colloidal particles in the fields of i.e. biosensors, molecular targeting, or drug-delivery
require their functionalization with biologically active and specific molecular ligands. Functionalization
protocols often result in a heterogeneous population of particles with a varying density, spatial distribution
and orientation of the functional groups on the particle surface. A lack of methods to directly resolve
these molecular properties of the particle’s surface hampers optimization of functionalization protocols
and applications. Here quantitative single-molecule interaction kinetics is used to count the number of
ligands on the surface of hundreds of individual nanoparticles simultaneously. By analyzing the waiting-
time between single-molecule binding events we quantify the particle functionalization both accurately
and precisely for a large range of ligand densities. We observe significant particle-to-particle differences
in functionalization which are dominated by the particle-size distribution for high molecular densities, but
are substantially broadened for sparsely functionalized particles. From time-dependent studies we find
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that ligand reorganization on long timescales drastically reduces this heterogeneity, a process that has
remained hidden up to now in ensemble-averaged studies. The quantitative single-molecule counting
therefore provides a direct route to quantification and optimization of coupling protocols towards mole-
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Introduction

Nano- and micro-sized particles proved themselves as versatile
probes in bioscience enabling targeting and visualization of
specific cellular structures,” drug delivery,” or even single-
molecule sensing.® Particularly plasmonic nanoparticles
receive attention due to their tunable optical properties,” the
ability to photothermally heat the particle and release e.g.
DNA,>® and their biocompatibility upon functionalization.”
The kinetic response and specificity in these applications is
governed by the functionalization of the particle surface with
specific biomolecules. In a typical coupling protocol the par-
ticles are mixed with the bio-active molecules at specific
chemical conditions.®® It is however statistically unlikely that
such chemical conjugation protocols result in a homogeneous
population of particles each with the same number or density
of functional groups (Fig. 1a). In addition to the variation in
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cularly controlled colloidal interfaces.

the number of functional groups expected from Poisson stat-
istics, additional heterogeneity may be present due to limit-
ations in the functionalization protocol. These particle-to-par-
ticle variations may impair the performance of the functiona-
lized particles, wherein e.g. the affinity of a particle for a mem-
brane or the kinetic response of a biosensor depend sensitively
on the number of receptors on the particle surface.

Common methods to characterize particle-functionali-
zation, however, have relied on ensemble averaged results,
where underlying particle-to-particle heterogeneities remain
hidden. The kinetics of ligand functionalization and corres-
ponding ligand density are routinely characterized using i.e.
differential ~ centrifugal sedimentation,'®" mass spec-
trometry,'> dynamic-light scattering,’®'*'* and fluorescence
assays."”'® The charge of the interfacial layer on the other
hand has been determined wusing zeta-potential
measurements'®'? whereas XPS provides compositional
information.'**' These ensemble techniques have proven
extremely useful to get insight into biomolecular functionali-
zation processes for numerous particle sizes, shapes and
materials. However, emerging single-particle applications
desire a detailed description and control of the biomolecular
layer on the surface of particles. To gain access to particle-to-
particle differences the sample needs to be analyzed at the
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(a) Functionalization of nanoparticles leads to a distribution of bio-active molecules on the surface of the particle, each particle exhibiting a

different number of functional groups. (b) After functionalization the particles are immobilized to allow for quantitative single-molecule counting
using DNA-hybridization kinetics. Herein a fluorescently labelled imager strand reversibly binds to the docking strands on the particle. (c) Using a
wide-field fluorescence microscope, each single-molecule hybridization event causes a fluorescent burst. Temporal analysis of the bursts reveals

the number of functional groups on each individual particle.

single-particle level®® while studying many particles simul-
taneously is crucial to obtain statistics.

Characterization of biomolecular functionalization at the
single particle level has been reported using electron
microscopy>>** due to its high spatial-resolution. Electron
microscopy however suffers from a low contrast when imaging
biomolecules® unless they are labeled using e.g. metallic par-
ticles.>® Recently, Eller et al.>® directly determined the ligand
loading on individual gold nanoparticles using a secondary
ion mass spectroscopy, and found that the relative DNA
loading depends on the particle geometry. Our previous
study”” probed plasmon shifts in response to particle
functionalization and highlighted the importance of particle-
to-particle differences in the kinetics of ssDNA binding to gold
nanoparticles. The mentioned methods however either rely on
complex instrumentation, do not enable in situ characteriz-
ation, or provide relative loading densities instead of an absol-
ute count of the number of ligands.

Quantitative counting of individual molecules was accom-
plished by fluorescent labeling and subsequent monitoring of
single-molecule photobleaching steps directly after the laser
illumination had been applied.”®*® The method is however
limited to particles with a low number of functional groups
because single-molecule photobleaching steps should exceed
the shotnoise on the total fluorescence signal. Stochastic
optical reconstruction microscopy (STORM) localizes fluo-
rescence bursts from single molecules that get activated and
then bleach, and has been used to study the spatial
distribution,’®' and density®” of ligands. The localization pre-
cision of ~10 nm however puts a limit on the maximum
density of ligands, and as a result localization microscopy is
also limited to low molecular densities. The dynamic range
can be extended up to several hundreds of ligands by counting
the frequency of blinking events,**?* but this is difficult to

This journal is © The Royal Society of Chemistry 2020

quantitate and easily results in overcounting (due to multiple
blinks from the same molecule) or undercounting (due to
rapid photobleaching). Quantitative single-molecule counting
on the other hand has been pioneered by Jungmann who used
it to count the number of binding sites on DNA origami struc-
tures,® and was later applied to count the number of sites on
large polystyrene beads.*®

Here we use such quantitative single-molecule counting
to guide functionalization protocols of nanometer size plas-
monic particles at the single-particle and single-molecule
level (Fig. 1b and c). This method is accurate for a large
range of functionalization densities and does not suffer from
blinking and bleaching.®” We use a stochastic model to
predict the precision and accuracy of counting, and demon-
strate the method by counting the number of DNA strands
on single gold nanoparticles across several orders of magni-
tude. Although we use gold colloidal nanoparticles, the
method proposed here can be in principle applied on par-
ticles of any size, shape or material. Since the recorded
signal relies on the transient re-binding of a fluorescently
labelled ligand, the only requirement is that the particles can
be functionalized with a receptor that exhibits a reversible
interaction with its ligand. We compare particle-to-particle
variations in the number of functional groups for different
functionalization conditions, and we find that protocols
reported in literature yield fast functionalization but with
larger than expected particle-to-particle differences. Ligand
reorganization over timescales of several hours is needed to
reach a state in which particle-to-particle variations are
limited by Poisson statistics. The method we present pro-
vides a quantitative measure of the number and heterogen-
eity of functional groups and is a promising avenue to opti-
mize particle-functionalization protocols at the single-par-
ticle and single-molecule level.
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The method is based on quantitative PAINT (qPAINT), which
was originally developed to count the number of docking
strands on DNA origami structures.’®> We apply this method to
DNA-functionalized single crystalline gold nanoparticles
because they are extensively used for biosensing®***° and
drug delivery.*® We first spin-coat the particles onto a thiolated
glass coverslip at low surface coverage, see Fig. 1b, and insert
the sample in a flow cell. Subsequently we functionalize the
particles with thiolated ssDNA docking strands of 30 nucleo-
tides using a protocol at low pH.'®'” The docking strands are
mixed with short 10 nt antifouling ssSDNA strands at varying
fractions to provide control over the average number of
docking strands per particle. The flow cell is then inserted into
an inverted wide-field optical microscope (Nikon Ti) equipped
with an oil-immersive objective (Nikon Apo TIRF 100x Oil DIC
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Nanoscale

N2). We excite the sample using objective-type total internal
reflection, collect the emitted light with the same objective,
and send the wide-field image to an EMCCD camera (Andor
DU-888 X-9414). A typical field of view is shown in Fig. 2a
where individual diffraction limited spots correspond to either
single particles or clusters.

To distinguish single nanoparticles from clusters we record
scattering spectra of the nanoparticles using hyperspectral
microscopy.”””*" We illuminate the particles through the objec-
tive with a white-light beam (Energetiq) and record wide-field
images of the scattered intensity for a set of band-pass filters.
Fig. 2b shows an example of such a scattering spectrum for a
single nanoparticle. Clusters are identified based on their non-
Lorentzian lineshape and broad linewidth, and they are sub-
sequently discarded from further analysis.

After identification of the single particles in the field of
view we introduce the imager strand (9 nt complementarity, in
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Fig. 2

(a) Typical field of view where each diffraction limited spot corresponds to one-photon luminescence from individual nanoparticles or clus-

ters. Scalebar is 30 pym. (b) Scattering spectra of a typical nanoparticle measured using hyperspectral microscopy. The solid line shows a fit with a
single Lorentzian corresponding to a single nanorod. (c) Fluorescence intensity timetrace of the blue square ROl indicated in (a). (d) Bursts above a
threshold level (dashed line) are detected, taking into account intermittent dark frames due to blinking. The red arrows indicate examples of two
events that ire identified. (e) Individual events are localized, allowing us to identify events that occurred on the particle and events that occurred on
the coverslip away from the particle. (f) The dark-time between events is extracted from the timetrace (events away from the particle are discarded).
The distribution of dark-times is fitted with a single-exponential yielding the mean dark-time for each particle in the field of view.
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PBS with additional 500 mM NacCl) in the flow cell using a
syringe pump and excite the ATTO647N label using a 637 nm
fiber-coupled laser (intensity in the focal plane ~ 1900 W
ecm ™). The emission spectrum of ATTO647N (see ESIf) is
detuned by nearly 100 nm to the blue of the longitudinal
plasmon of the used gold nanorods to reduce plasmon-fluoro-
phore coupling and minimize the ensuing
mislocalization.”*™** We record movies at 20 fps for at least
40 minutes. Transient hybridization of the imager strand to
the docking strand on the particle results in bursts of fluo-
rescence, a typical timetrace is shown in Fig. 2c.

To identify binding events we threshold the timetrace (see
Fig. 2d). In a small fraction of events the detected intensity
fluctuates during an event, possibly due to blinking or reorien-
tation of the fluorophore in the polarized excitation beam.
These phenomena are corrected for (see ESIT) to ensure such
cases are treated as a single event. We then localize each event
(see ESIt) to identify whether it occurred near the particle, or
on the substrate away from the particle (see Fig. 2e). To
achieve this we first subtract the one-photon luminescence
(1PL) background originating from the particle and fit the
resulting point-spread-function with a 2D Gaussian using the
maximum likelihood estimation method.*® The obtained local-
izations are drift corrected using fiducial markers (particles
with a strong 1PL signal), allowing for reconstruction of the
particle geometry and identification of events that occurred
away from the particle that were discarded from further ana-
lysis. Note that this filtering of events based on localization is
only possible because we employ a fluorophore with an emis-
sion that is blue-shifted from the plasmon resonance, result-
ing in minimal mislocalization.***”~°

After this process we have obtained a list of events with
different start- and bright-times (). The number of hybridiz-
ations per unit time scales with the number of docking strands
per particle, and this can be quantified in two ways, namely (1)
by statistically analyzing the total number of detected fluo-
rescence bursts, or (2) by analyzing the distribution of dark
times between the bursts. Which approach is most accurate is
not a-priori clear, so we performed stochastic simulations to
choose the optimum experimental parameters and quantifi-
cation method. We simulated the binding and unbinding of the
imager strand as a random sequential process in which the
waiting time until binding (the dark time, or 74) and unbinding
(the bright time, or 7,) are both governed by Poisson statistics
and thus exponentially distributed. This allows us to generate a
timetrace for each docking strand present on a particle, and the
response of the particle as a whole then follows from the sum
of all N (independent) docking strands.

To investigate the degree of quantification we introduce the
concept of counting precision and counting accuracy. If the
number of binding sites on a single particle is estimated n
times by independent experiments, the counting precision
describes the spread of these estimates around its mean value
N, commonly expressed in terms of a standard deviation ox.
The counting precision is then essentially determined by the
number of events detected on a particle, so for method (1) the

This journal is © The Royal Society of Chemistry 2020
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number of detected fluorescence bursts, and for method (2)
the number of detected dark times.

The counting accuracy describes to what degree the mean
estimated number of sites N deviates from the true number of
sites N. These deviations mainly arise when binding events
overlap in time, resulting in undercounting. These counting
inaccuracies are given by AN = N — N. We analyze the counting
precision and accuracy as a function of the ratio between
mean dark- and bright times z4/7,, which can be expressed in
the experimental parameters as

Td _ kot (1)
Tb Ncimgkon ’

where kofr, kon, and cimg are the imager strand’s dissociation
rate, association rate, and concentration, respectively. This
ratio between dark- and bright times can be experimentally
tuned by simply changing the imager strand concentration.

In Fig. 3a we plot the normalized counting precision (coeffi-
cient of variation), where we observe a low precision for low
and high z4/7, ratios with an optimum at zq4/7, ~ 1. For large
ratios the number of events per timetrace is limited (e.g. due to
a low ¢ipg), resulting in unprecise counting. For small ratios
on the other hand, the large binding frequency results in a
fraction of events overlapping in time. This cannot be identi-
fied reliably in an experiment, resulting in missed events and
thus a reduced total number of events per timetrace for
decreasing ratios. The normalized counting precision scales
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Fig. 3 Simulated normalized precision (a) and accuracy (b) extracted
from stochastic simulations of timetraces with a duration of 45 minutes,
a camera framerate of 20 Hz, association rate ko, = 2.3 x 10° M~ st
and dissociation rate ko = 1.6 s~ The precision and accuracy are
extracted from 100 simulations performed using these input

parameters.
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nearly identically for both quantification methods, confirming
that the precision is indeed dominated by the (Poissonian)
counting statistics. These results indicate that a measurement
time of 40 minutes results in a maximum counting precision
of on/N = 0.04, which can evidently be further improved by
increasing the measurement time.

For the counting accuracy however we find a large difference
between the two methods. Quantification by the frequency of
events produces consistent undercounting because each double
event affects this frequency. The probability of double events is
low (but not zero) at high 74/7;, ratios, producing less than 10%
deviation in the number of counted sites, but the accuracy sub-
stantially decreases for 74/, < 10 due to the increased prob-
ability of double events. When the mean dark time is con-
sidered the counting accuracy is substantially higher over a
larger range of z4/7, because double events reduce the number
of detected dark times (as captured by oy) but do not affect
their mean. So although the counting precision reduces when a
substantial number of events overlap, the counting accuracy is
robust against double events. The deviation of this behavior for
7a/tp < 1 observed in Fig. 3b is caused by the finite camera
frame rate (20 fps), which results in overestimation of the dark
time and thus undercounting for short dark times.

These stochastic simulations provide guidelines on for the
experimental design, and will allow us to quantify the effects
of the (intrinsically limited) number of events on the counting
precision and accuracy. Based on these simulations we per-
formed the experiments at an imager concentration ¢, that
leads to z4/7y, ~ 20 (for our imager ky, ~ 2.3 x 10° M™' 57" and
koge ~ 1.6 s7).*” This corresponds to imager strand concen-
trations ranging from 50 pM to 3 nM depending on the
expected mean number of docking strands. Although the
counting precision could be further improved by working at
lower ratios (Fig. 3a), we will see below that the particle-to-par-
ticle variations are dominated by other factors.

From the experimental data in Fig. 2 we then finally con-
struct a histogram of all dark times between individual
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binding events for each single nanoparticle, and fit the histo-
gram with an exponential distribution (Fig. 2f). The mean
dark-time can then be related to the number of docking
strands on the particle using eqn (1).

Results

Efficient suppression of non-specific interactions with both
the particle and the nearby substrate are crucial to achieve
accurate counting. The results in Fig. 2e illustrate that imager
strands bind dominantly to the functionalized nanorods with
minimal non-specific binding to the glass coverslip. To ensure
that the fluorescent bursts we observe are due to specific
hybridization between the docking and the imager strands
(rather than non-specific binding of the imager strand with
the particle) we performed control experiments on nano-
particles functionalized with a mismatched docking strand.
Only very few molecular events are detected corresponding
that are mostly localized away from the particle and are thus
caused by non-specific binding to the coverslip (see ESIT). To
further conclude if the signals in Fig. 2c are due to specific
interactions we determined the dissociation rate of the DNA
hybridization (see ESIt) and we find a mean bright time of 7, =
0.6 + 0.3 s corresponding to the mean dissociation rate of k¢ =
2.2 + 1.0 s7' matching well with the literature for this
sequence.®” These observations indicate that interference from
non-specific interactions after localization filtering is minimal.

We then measured the number of docking strands per par-
ticle after functionalization with a low pH protocol reported in
literature.'®'” This protocol was reported to yield near-instan-
taneous and quantitative conjugation of DNA. We varied the
time of incubation of a 5 pM solution of 30 nt thiolated
docking strand in citric acid buffer, and afterward we back-
filled the DNA coating using a 5 pM solution of 10 nt thiolated
strands (Fig. 1b). Histograms of the distribution of the
number of docking strands per particle are shown as histo-
grams on a log-log scale in Fig. 4 (see ESI for reproducibility
studiest). For short incubation times of a few seconds we find
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Fig. 4

(a) Suppression of heterogeneity in particle functionalization by prolonging the incubation time. The grey shaded areas are the expected dis-

tributions based on the contributions due to the particle size-distribution, and the random nature of the ssDNA functionalization. In (b) these two
contributions are disentangled, showing that at low numbers of sites the contribution due to the Poisson distributed number of strands for equally
sized particles dominates, whereas for larger mean numbers of strands the heterogeneity is dominated by the particle-size distribution.
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very heterogeneous functionalization, where the number of
docking strands ranges from zero to two hundred per particle.
However, as the ssDNA functionalization progresses by an
extension of the incubation time we find only a slight increase
in the maximum number of binding sites but a significant
reduction in the heterogeneity.

This suggests that individual particles undergo a vastly
different rate of functionalization, but that the number of
ssDNA converges at timescales of a few hundred seconds. This
is in agreement with our previous study where we probed
plasmon shifts to study the kinetics of ssDNA coating, where
we indeed found a large range of initial functionalization
rates.”” For longer incubation times the protocol reaches a
plateau at 180 + 77 binding sites per particle with strongly
reduced particle-to-particle differences.

Prior to the discovery of the “low pH” method dense coat-
ings of thiolated ssDNA on gold nanoparticles were conven-
tionally achieved using the so-called salt-aging method,'*>>"*?
in which the electrostatic repulsion due to the negative
charges on the gold particles and the ssDNA is gradually
reduced by stepwise addition of salt over 1 or 2 days. In the ESI
(Section S71) we investigated the number of binding sites on
individual nanorods coupled by the salt-aging protocol. We
find a similar mean docking density, however the heterogen-
eity of the salt-aging functionalization increased by a factor 2
compared to the low pH coupling.

The single particle approach gives crucial information on
the particle-to-particle differences in the number of docking
strands. The underlying sources of heterogeneity can be quan-
tified by the total variance of a measured distribution o>,
which can be rewritten as a sum of individual contributions as
Utotz = Gpartsz + Gpoissonz + Gcountingzy where Upartsz represents a
variance due to the underlying size distribution of the par-
ticles, opoisson> stands for the intrinsic variation due to the ran-
domized number of strands per particle following Poisson stat-
istics. The factor acoumingz represents the counting error due to
a finite number of detected events, which we neglect in this
analysis because under our optimized conditions it is substan-
tially smaller than the other contributions. Assuming normally
distributed variables is a convenient approximation although
we note that e.g. the Poissonian contribution only approxi-
mates a normal one for large values of N. The particle size dis-
tribution is well approximated by a normal distribution,
whereas the residual heterogeneity can in principle have any
distribution function. Nevertheless, this approximation allows
us to conveniently disentangle the different contributions to
the heterogeneity, and any heterogeneity beyond the expected
oot 18 due to sub-optimal functionalization protocols.

The contributions from 6peles” and opoisson’ €an be esti-
mated a-priori. The latter can be expressed as opoisson> = N, and
is dominant over apclesz for low values of N. For high values of
N the term (fpclesz dominates, which we estimate by assuming a
ssDNA docking strand footprint of ~16 nm?* using a conical
representation of the ligand"® (see ESIf). Further we measured
the exact dimensions of the nanorods using TEM (see ESIT), to
obtain the maximum number of docking strands per particle

This journal is © The Royal Society of Chemistry 2020
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and its standard deviation of Ny,.x = 338 + 85(N + o). For one
hour of incubation we find in our experiments that Ny,.x = 180
+ 77 and find that our particles load approximately to half of
the theoretical prediction. This moderate mismatch is possibly
caused by steric effects and electrostatic repulsion between
randomly absorbed ssDNA strands hindering close-packed
functionalization. Comparing the estimated spread to the
experimental results (Fig. 4) we find a drastically broadened
distribution compared to our expectations for short incubation
times. For the 3 seconds incubation time the spread in the
number of binding sites is ~5 fold higher than expected. We
attribute this, in concert with our previous study, to a hetero-
geneous binding rate’” caused by particle-to-particle differ-
ences in the zeta-potential,®® or possible remaining CTAB
residuals.

Many applications will benefit from precise control over the
number of receptors on the particles because the kinetics of a
particle-based sensor depends on the number of functional
groups,”*”> and in nanomedicine applications the specificity
and efficiency of delivery relies on matching the receptor
density on the particle with the one on the cell membrane.
Controlling the number of receptors is often done by mixing
in a second ligand that functions as a spacer, where it is
assumed that the number of receptors on each particle is pro-
portional to the mixing fraction. To verify this simple extrapol-
ation for DNA-functionalized particles we varied the density of
docking strands by employing a mixture with a short antifoul-
ing strand at varying fractions. We then count the number of
docking strands on each individual particle after 1 hour of
functionalization. The results are shown in Fig. 5a, where we
observe that for a high fraction of docking strands the number
of receptors per particle indeed follows the expected linear
trend. However for low fractions of docking strand we find a
significant broadening of the distribution, and a deviation
from the linear scaling. Moreover, the particle-to-particle
differences are amplified at low fractions of docking strand.

To rule out a possible contribution of non-specific inter-
actions in the experiments with a low fraction of docking
strand, we also performed a control measurement in which we
functionalize the nanoparticles with only 10 nt antifouling
strands without any docking strands. Non-specific interactions
contribute a mean of 0.4 docking strands per particle, with the
majority of particles showing nearly no events at all, see
Fig. 5a (the contribution of non-specific events is marked by
the shaded area).

To identify the origin of this non-linearity we incubated the
samples with a 1% fraction of docking strand and vary the
incubation time (Fig. 5b). The data for very short incubation
time of 10 seconds shows a very broad distribution, mainly
due to the contribution of non-specific interactions indicated
by the shaded area. A general trend can be observed in Fig. 5b
where the maximum number of docking strands is reached in
approximately one hour (N = 20), when the functionalization is
also most heterogeneous. A further increase in the incubation
time surprisingly reveals a slow decrease in the mean number
of binding sites while also the heterogeneity decreases. For the
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Fig. 5 (a) Controlling the number of functionalized docking strands.

The black solid line corresponds to a slope of 1. (b) Incubation series
using 1% docking solution. The black arrow corresponds to the theore-
tical prediction based on our model.

longest measured incubation time of five days we find an
almost 4x reduction in the mean number of binding sites to
N =5, and a nearly 10-fold reduction in the heterogeneity com-
pared to 1 hour of incubation. Interestingly, for these long
incubation times the counted number of binding sites
approaches a plateau that is very close to the theoretically pre-
dicted number of sites based on the average particle dimen-
sions and DNA footprint (marked by the black arrow in
Fig. 5b).

We hypothesize that three mechanisms might be at play
that cause the observed trends in Fig. 5: (i) DNA release from
the particle, (ii) ligand exchange of 30 nt docking strand with
10 nt strands, or (iii) ligand reorganization. The first contribu-
tor can be ruled out based on the timescale of our incubation
because earlier studies concerning release of thiolated ssDNA
from the surface of gold nanospheres reported unbinding of
only ~1.5% of ssDNA at room temperature per day.’® We
observe a substantially greater reduction, ruling out the thiol
release as the main mechanism to the gradual reduction in
the number of counted docking strands.

To check mechanism (ii) the ligand exchange we incubated
the samples with 1% docking strand for one hour, sub-
sequently washed them to remove the residual unbound DNA
and left particles in pure citric acid buffer for two days. In
Fig. 6a we show the obtained results (green distribution) and
compare them directly to samples incubated for 1 hour (pink)
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and two continuous days (cyan). In agreement with Fig. 5 we
again observe a decrease in the mean number of binding sites
compared to a 1 hour incubation. The results for a 2 day incu-
bation in the DNA, and a 1 hour incubation in DNA followed
by a 2 day incubation in buffer show similarly heterogeneous
distributions. This allows us to conclude that ligand exchange
is not the dominant effect because the sample aged in the
pure citric acid buffer for two days has negligible residual
ligands present in the pure buffer solution. This is further con-
firmed by results for 100% docking strand functionalization
(see ESIt), where we observe the same trends in the measured
data.

Ligand reorganization is therefore the dominant factor,
where we hypothesize that desorption of non-specifically
bound docking strand combined with rearrangement of thiol-
bound docking strand are at play, illustrated in Fig. 6b. The
timescales on which this behavior is observed is in good agree-
ment with the timescales involved in formation of self-
assembled monolayers on metals, where slow diffusion and
rearrangement of thiol-bound ligands leads to reorganization
of molecular layers."” The rearrangement may therefore
include such diffusion of interface Au atoms with a ssDNA
attached to it, but may also involve changes in accessibility of

This journal is © The Royal Society of Chemistry 2020
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the docking strand for hybridization with imager strands. We
note that ligand reorganization was observed before on gold
nanorods,® but these experiments were performed in air
resulting in initial collapse and thermally induced regener-
ation of the particle coating. The current experiments provide
a direct quantification in aqueous media that is often used in
biomedical devices, and thus provides a method to optimize
the number of ligands per particle for applications such as
sensing and drug-delivery.

The future combination with super-resolution localization
microscopy is attractive because it will provide insight into the
distribution of receptors on the surface of the particle, and
may facilitate the development of functionalization protocols
that provide control over receptor location. Such localization
microscopy has already been applied to large (micron-sized)
polystyrene spheres®® and has revealed that e.g. microswim-
mers are propelled due to an anisotropic distribution of
enzymes on their surface,’* and heterogeneous protein absorp-
tion over-time leads to largely different protein coronas compo-
sitions between individual particles related to the surface
chemistry and degradability of the studied particles.*® For
nano-sized particles, and particularly plasmonic ones, the use
of localization microscopy will require further development of
the technology to correct for mislocalizations induced by
plasmon-fluorophore coupling. Although for fluorophores that
are blue-shifted by >100 nm from the plasmon resonance the
mislocalization is limited to ~5 nm,***”~> a general approach
to resolve functional groups on metallic particles will require a
refined method to correct for mislocalization that accounts for
the spectral properties of dye and particle, and their relative
position. Although complex, this will provide the attractive
opportunity to obtain the true location of the functional group
and characterize the molecular composition of particle coat-
ings at the single-molecule level, and may even enable the
tracking of single functional groups during the slow ligand
reorganization that we observed.

Conclusions

We directly counted the number of binding sites on individual
single nanoparticles in aqueous solution using stochastic
single-molecule interactions. For a typical measurement time
of 40 minutes the method exhibits a counting precision better
than 5% with a near-unity counting accuracy for a large range
of functionalization densities. Statistical analysis of the inter-
action kinetics indicated that the particle-to-particle differ-
ences we observe are dominated by the particle-size distri-
bution for large particle sizes, but are substantially broadened
for short incubation times and for low fractions of functional
groups in a mixed monolayer coating. The residual contri-
bution to the heterogeneity was minimized by extending the
incubation time. The underlying mechanism points toward
ligand reorganization over timescales of several hours to days
before the coating reaches a state in which the particle-to-par-
ticle variations are limited by Poisson statistics. The method-

This journal is © The Royal Society of Chemistry 2020
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ology presented here enables quantification and optimization
of coupling protocols in solution, and opens the window to
obtaining molecular control over functionalization protocols
for particle-based biosensors and drug-delivery vehicles.
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