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Surface analysis tools for characterizing
biological materials

Joe E. Baio,a Daniel J. Graham bc and David G. Castner *bcd

Surfaces represent a unique state of matter that typically have significantly different compositions and

structures from the bulk of a material. Since surfaces are the interface between a material and its

environment, they play an important role in how a material interacts with its environment. Thus, it is

essential to characterize, in as much detail as possible, the surface structure and composition of a

material. However, this can be challenging since the surface region typically is only minute portion of

the entire material, requiring specialized techniques to selectively probe the surface region. This tutorial

will provide a brief review of several techniques used to characterize the surface and interface regions of

biological materials. For each technique we provide a description of the key underlying physics and

chemistry principles, the information provided, strengths and weaknesses, the types of samples that can

be analyzed, and an example application. Given the surface analysis challenges for biological materials,

typically there is never just one technique that can provide a complete surface characterization. Thus, a

multi-technique approach to biological surface analysis is always required.

Key learning points
� The surface of a material with its unique properties and reactivity drive the interactions of that material with its environment.
� To characterize the surface composition and structure of a material requires specialized techniques that selectively sample the outermost surface layers.
� A multi-technique approach, including both experimental and computation methods, is required to obtain a detailed characterization of surfaces.
� Extreme care must be used when preparing samples for surface analysis, as their surfaces can be readily contaminated or modified by improper handling.
� It is essential to understand the strengths and weaknesses of each surface analysis technique, as well as how to properly interpret the data obtained from each
technique.

Introduction

Most biochemical reactions occur not in a bulk phase, but at a
surface or interface. It is the unique properties of a surface that
drive these processes to take place at biological interfaces and
not within a bulk phase. Examples include: (1) breathing
requires gas to be transported across a surfactant/air interface
within the lung and (2) tissue growth is initiated by molecular
recognition processes that occur via interactions between a cell
membrane and the extra cellular matrix. These biological
surfaces are unique from the bulk because they are the first

plane of access to another phase, thereby, providing an access
point for chemical reactions. Additionally, the high areas present at
a surface, combined with the drive to minimize surface energy,
accelerate adsorption with specific orientations. Biomolecules are
also highly mobile within the surface plane of an interface, which
contributes to the clustering and structural changes of nucleic acids,
lipids or proteins required for molecular recognition processes.

It is also these unique characteristics of interfaces that make
the design of biomaterials challenging. The biological response
to engineered biomaterials is mediated by the interface. Protein
adsorption, cell attachment, self-assembly of tissues and the
rate of enzymatic reactions at a biomaterial surface are all
mediated by the composition, structure and distribution of
chemical species at that interface. Therefore, to predict the
performance of a new biomaterial one must possess a set of
tools to identify the chemical composition, organization, ener-
getics and dynamics of a complex biomaterial interface.

Compared to the bulk there is a tiny mass of material at a
surface. This challenges the sensitivity of traditional analytical
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methods which typically probe both the bulk and surface. The
main difficulty is then separating the small signal stemming
from the surface from the massive bulk background. To do
this most surface analytical techniques involve driving light,
electrons, ions and physical probes to the surface and observing
the response. Yet, most of these techniques require ultra-high
vacuum (UHV) conditions and are typically used to characterize
well defined model surfaces – single or simple molecules at
non-organic surfaces. In comparison to these simple systems –
biological interfaces are orders of magnitude more complex and
fragile, typically requiring elaborate sample preparation and
storage protocols which can be a challenge for characterization
methods that require an UHV environment. As a result, over the
last several decades there has been a push to not only simplify
sample preparation and handling conditions used by traditional
surface analytical techniques, but also to develop new methods

that can characterize biological samples in situ. Given that the
UHV environment can significantly change the surface structure
of biological materials, the ability to characterize biological
surfaces and interfaces in situ in their native aqueous environ-
ment in real time has significant advantages.

The goal of this tutorial review is to highlight how the
composition, structure, orientation and morphology of a bio-
logical interface can be determined by electron spectroscopy,
mass spectrometry, non-linear vibrational spectroscopy, bio-
sensing and scanning probe techniques. The hope is that this
introduction will serve as a guide for selecting appropriate
combinations of characterization methods for specific
experimental goals.

Best practices

There are a wide range of surface analysis techniques that can
be used to characterize biological surfaces and interfaces,1

several of which we will discuss in this review. Each of these
techniques have specific strengths and weakness for analysis of
biological surfaces and interfaces.2 For each technique the
analyst needs to understand such things as the underlying
physics, the selection rules, the type of information each
technique provides, the sampling depth probed, the experi-
mental conditions required, how to process the data, and how
to interpret the results. For most materials and systems the
surface region (e.g., the outer few atomic layers) represents a
miniscule portion of the entire sample, which means techni-
ques with surface sensitivity are required to emphasize the
signal from the surface region, especially from thick samples
where bulk atoms significantly outnumber surface atoms.3

There are different ways to achieve the required surface sensi-
tivity. For some techniques the particles detected (e.g., photo-
electrons or ions) only travel a short distance in the sample and
therefore the signal from the surface region dominates, even
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for large, macroscopic samples. For other techniques the
detected signal can only originate from the surface due to
selection rules that only allow signals from the surface region
to be observed (e.g., sum frequency generation (SFG) vibrational
spectroscopy). For samples that are sufficiently small (e.g.,
nanoparticles) nearly all the atoms in the sample are located
in the surface region, so even techniques that don’t have
inherent surface sensitivity can provide information about the
surface region.

Sample preparation and handling for surface analysis
studies requires special attention.4 Care must be taken to
minimize any surface contamination since surface atoms are
typically more reactive than bulk atoms and most surface
analysis techniques can readily detect the presence of surface
contaminants. Some common surface contaminants include
hydrocarbons, poly(dimethyl siloxane) (PDMS), salts and oils.
Air exposure can deposit a hydrocarbon film onto most sample
surfaces. For example, exposing a clean gold surface even
briefly to air will result in a gold surface covered with hydro-
carbons. PDMS is even more ubiquitous and can be transferred
onto a sample surface from many sources (air, contaminated
sample holder, manufacturing process, etc.). Salts can be
deposited onto sample surfaces from buffer solutions. A thick
layer of salt and oils will be deposited if the sample is touched
with bare hands. Surface contamination is the bane of surface
analysis and extreme care must be taken in handling and
securing samples onto holders for analysis. The surface to be
analyzed should never be touched by anything. Containers
for storing and shipping samples can also introduce surface
contamination (e.g., plasticizers from plastic bags). Tissue
culture polystyrene culture dishes are usually good choices
for sample storage and shipping, but it is always best to first
analyze the surfaces of any containers to ensure they are
contamination free. Carefully solvent cleaned tweezers should
be used for handling samples and only regions not analyzed
(e.g., edges) should be contacted by the tweezers.

Exposure of the sample to any solvents, even when the
objective is to ‘‘clean’’ the surface, can deposit contaminants
and change the surface composition. For example, rinsing the
sample in tap water will typically deposit cations onto the
surface (Na+, Ca2+, etc.). For multi-component samples the
component with the lowest surface energy is often enriched
at the sample surface, so solvent rinsing that changes the
surface energetics will typically result in changes in the surface
composition. Thus, careful thought must be given to how to
process and handle samples for surface analysis. Invariably the
first time a new user prepares a sample for surface analysis that
sample will have some level of surface contamination. With
practice and optimization of the sample preparation and
handling procedures the amount of surface contamination
can be minimized. However, it should be noted that different
surface analysis techniques have different detection limits for
surface contamination. For example, time-of-flight secondary
ion mass spectrometry (ToF-SIMS) is significantly more sensitive
to PDMS compared to X-ray photoelectron spectroscopy (XPS).
So, a sample preparation and handling procedure that may show

no detectable PDMS contamination by XPS can show detectable
PDMS contamination by ToF-SIMS.

It is also important to consider the experimental conditions
required for a given surface analysis technique. Techniques
such as XPS and ToF-SIMS require the sample to be placed in
UHV conditions for analysis, which is significantly different
from the hydrated environment biological species and bio-
materials function in. For these techniques, it is important to
consider how the removal of the sample from an aqueous based
environment and insertion into UHV will affect the surface
composition and structure of a material.5 The surface chemistry
of a polymer with hydrophilic and hydrophobic components can
rearrange from a surface enriched in the hydrophilic component
in aqueous conditions to a surface enriched in the hydrophobic
component in UHV conditions. Also, removal from the aqueous
environment and placement into the UHV environment can alter
the structure of biological molecules (e.g., proteins can denature
and unfold).6 The extent of these changes will depend on the
material and molecular properties (energetics, mobility, structure
rigidity, etc.).

Each of the surface analysis techniques provide different
information from different sampling depths. Thus, to obtain a
detailed understanding of a sample’s surface chemistry and
structure requires analysis with multiple techniques.2 The
objectives for the surface analysis experiments will help guide
which combination of techniques are selected. The first step is
to clearly define the surface analysis objectives. General objec-
tives such as ‘‘I want to learn everything I can about the sample
surface’’ can lead to open ended experiments lasting weeks
to months. It is preferable to have specific objectives such
‘‘quantifying the elemental surface composition’’ or ‘‘is a given
surface contaminant present’’ to define a clear experimental
plan. It is usually best to start with determining the level of
surface contamination as well as the surface composition. More
detail about XPS analysis will be given in the following section,
but in general XPS is a good choice for initial surface analysis
experiments since XPS detects and can quantify all elements in
the surface region except for H and He.7 XPS can also be used
to analyze a wide range of samples (polymers, metals, ceramics,
biologics, etc.). Thus, performing XPS experiments to determine
the surface elemental composition is an excellent starting
point. If those initial experiments don’t indicate any unexpected
species (e.g., surface contaminants) then addition experiments
with XPS and other methods can be carried out to provide further
characterization of surface chemistry and structure. It is essential
that all information obtained from the various techniques
and analysis methods provide consistent information about the
sample. This doesn’t mean all techniques will produce identical
experimental values (e.g., C/O atomic ratio). It does mean, when
those experimental values are corrected for different experimental
conditions (sampling depths, selection rules, etc.) they provide the
same answer. For example, measuring the C/O atomic ratio with
two methods that have different sampling depths (e.g., 2 nm vs.
10 nm) from a sample with a C/O atomic ratio that decreases from
the outermost surface into the bulk will provide different mea-
sured C/O atomic ratios. However, when the different sampling
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depths are accounted for the results will provide consistent
information about the C/O atomic ratio gradient in the surface
region. It is essential that all information obtained from surface
analysis experiments on a given sample be consistent. If that is
not the case that indicates either there is a problem with data
interpretation and processing methods used, or the surface
composition and structure is changing during the measurements
(either within a given analysis or between different analyses).

Determining absolute surface coverages and concentrations
can be challenging for many of the surface analysis techniques.
It is possible to obtain absolute numbers (e.g., the number of
DNA chains attached to a surface), but that typically requires
detailed, extensive calculations or calibration of the surface
analysis measurements with a method such as radiolabeling.8,9

It is more straightforward to use surface analysis methods to
examine differences among samples. For example, measuring
changes in a surface functional group or protein surface cover-
age across a set of samples. Thus, it is better to design your
experiment to examine a set of samples that have a systematic
change in surface composition across the sample set. Such
experiments on systematic, well-defined sample sets can also
be used to develop correlations between the surface analysis
and biological results.10 Measuring the biological performance
(protein adsorption, cell attachment, etc.) of the same sample
set and correlating that information with the surface analysis
results can provide insights into how various surface species
interact with the biological environment.

As part of the surface analysis experimental design the
number of analyses done per sample type must be considered.
For well-defined samples (e.g., a homogeneous polymer without
surface contamination) a minimum of two replicates with at
least three analysis spots across those two replicates is needed.
For samples with more variability (e.g., protein films) at least
four or five replicates with a minimum of three analysis spots
per replicate is needed. For samples with heterogenous sur-
faces (e.g., patterned samples) multiple analyses are needed in
each of the different surface regions of the sample.

X-ray photoelectron spectroscopy
(XPS)

XPS, also known as electron spectroscopy for chemical analysis
(ESCA), is the most widely used surface analysis technique.7

It provides both qualitative and quantitative information about
the surface composition of a material and is an excellent
starting point for investigating surface composition and struc-
ture. XPS is a well-established technique that has an extensive
and detailed understanding developed for both the experi-
mental and theoretical aspects of the technique. It is also a
technique that has two Nobel Prizes associated with it, Albert
Einstein for developing the equation that describes the photo-
emission process and Kai Siegbahn for developing instrumen-
tation and methodology to make it an analytical technique.
An overview of the XPS technique and the surface informa-
tion it provides will be given in this review. For readers that

are interested in further details there are excellent reviews
available.7,11

The basic physics of the XPS technique is that an incoming
photon beam ejects electrons for analysis. For surface and
interface analysis when this photon beam is directed at the
sample a fraction of the incident photons interact with the
material by transferring their energy to electrons surrounding
the atoms in the sample, and if the photon energy is sufficiently
high the electrons will be ejected from the sample and their
kinetic energy (KE) can be analyzed. The Einstein equation
provides the relationship between photon energy (hn), the
electron binding energy (BE) and the ejected photoelectron
KE as shown in eqn (1).

BE = hn � KE (1)

Thus, to produce photoelectrons with a measurable KE the
photon energy must be greater than the electron BE. Once this
condition is satisfied then the electron BE can be determined
by measuring the ejected photoelectron KE and knowing the
value of the photon energy used to initiate the process. The
ejection of the negatively charged photoelectron leaves the
sample with a positive charge due to the ‘‘hole’’ remaining in
the orbital the photoelectron was ejected from. Atoms with a
‘‘hole’’ in one of their core levels are unstable and will relax by
ejecting a fluorescence photon or an Auger electron. The most
commonly used photon source in laboratory XPS instruments is
monochromatized Al Ka X-rays with an energy of 1487 eV
(a schematic diagram of a typical XPS instrument is shown in
Fig. 1). Although X-rays of this energy penetrate microns into
most materials, the photoelectrons created by them have KEs of
a few hundred eV and interact strongly with matter. Thus, the
photoelectrons provide the surface sensitivity of XPS resulting
in a sampling depth of 2–10 nm, depending on the angle
with respect to surface the photoelectron is emitted from the
material and the composition of the material.7

XPS analysis starts by acquiring a survey scan that typically
spans a BE range from 0 to 1100 eV (although photoelectron
KE is the quantity measured, the XPS data is plotted as counts
vs. BE with the BE scale increasing from right to left). The XPS
peaks in the survey scan originate from photoelectrons which
have been ejected from the sample without suffering any energy
loss. The position of the photoemission peaks can be used to
identify which elements are present in the surface region and
the peak area, when normalized by the probability of creating
and detecting the photoelectron, can be used to quantify the
amount of that element present. XPS analysis typically focuses
on photoelectrons ejected from core levels of the atoms
(e.g., C1s) since these peaks are the most intense, but photo-
electrons are also ejected from valence levels of the atoms.
All elements present in the surface region except H and He can
be detected in XPS experiments (the cross-sections for ejecting
photoelectrons from H and He atoms are typically too low to be
emitted at sufficient levels to be detected). Photoelectrons that
undergo inelastic collisions with the atoms in the sample on
their way out of the sample contribute to the spectral back-
ground and loss features. The slope of the background on the
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high BE side of a photoemission provides information about
the location of that element in the surface region.12 For atoms
located at the outermost surface the background will typically
first increase slightly and then decrease as BE increases above
the photoemission peak. For atoms located below the surface
the background will continually increase as the BE increases
above the photoemission peak. The greater distance the atom is
below the surface the higher the increasing slope of the back-
ground will be. In addition to the photoelectrons, loss features,
and background signal, Auger electrons are also typically
observed in the survey scans.7 So an XPS survey scan from poly-
(ethylene glycol) (PEG), which has a structure of –(O–CH2–CH2)n–,
will have C1s, O1s and O2s core level peaks, C–C, C–H and C–O
valence band peaks, and KLL Auger peaks. For a clean PEG
sample (i.e., no contamination present) analyzed with a properly
calibrated XPS instrument, the atomic C/O ratio calculated from
the O1s and C1s peak areas will be 2 : 1 after corrections for cross-
sections and instrumental parameters have been made.

While many researchers just use XPS to identify the ele-
ments present in the surface region of a sample and quantify
the elemental composition of the surface region, there is much
more information that can obtained from XPS experiments.7,11

For example, acquiring a narrow scan at high-energy resolution
conditions for a particular core level (e.g., C1s) can provide
information about the chemical species present in the surface
region. For clean PEG the C1s spectrum will just have one peak
centered near a BE of 286.5 eV that is due to the CH2 groups
singly bonded to the oxygen atoms. However, for samples with
multiple chemical species the core level spectrum will contain
multiple peaks with different BEs. The exact peak position of a
given atom will depend on the number and type of atoms
bonded to that atom. For example, bonding electronegative
atoms to carbon will result in an increase in the C1s BE. The
more electronegative the atom bonded to carbon and more
atoms bonded to carbon, the larger the increase in the C1s BE
will be. Since F is more electronegative than O, one F atom will
increase the C1s BE more the one O atom. Two C–O bonds,
either as O–C–O or CQO, will increase the C1s BE twice as
much as one C–O bond. The explanation for this BE shift is
the electronegative atoms pull charge away from the carbon
giving it a partial positive charge. Although this interpreta-
tion in terms of the initial charge state can explain the vast
majority of BE shifts, there are exceptions since the ejected
photoelectron also senses the electron rearrangement of the

Fig. 1 Schematic drawing of a monochromatized XPS instrument with a hemispherical analyzer and multi-channel detector.

Chem Soc Rev Tutorial Review

Pu
bl

is
he

d 
on

 1
1 

M
ay

 2
02

0.
 D

ow
nl

oa
de

d 
on

 2
/2

/2
02

6 
10

:1
5:

12
 P

M
. 

View Article Online

https://doi.org/10.1039/d0cs00181c


This journal is©The Royal Society of Chemistry 2020 Chem. Soc. Rev., 2020, 49, 3278--3296 | 3283

electrons that happens to an atom with a core level hole. When
the degree of electron rearrangement or final state effect is
similar for the different initial states, then the initial state
differences determine the observed BE shifts. For example, the
C1s BE increases as C–C o C–O o CQO. When the final state
effects differ sufficiently they can contribute to the observed BE
shifts. For example, a Co3+ ion has a lower Co2p3/2 BE than a
Co2+ ion due to the differences in the final states being larger
than the differences in the initial states. The high-energy
resolution spectra provide important insight into the different
types of chemical species that are present in the surface region
of a material. However, the interpretation of the BE shifts and
assigned chemical species needs to be consistent with the
elemental composition determined from the survey scan. The
combination of elemental compositions from survey scans and
chemical species identification from high-energy resolution
scans can provide much information about the surface compo-
sition and structure of a material.

By comparing the elemental compositions and chemical
species determined from XPS analysis with the corresponding
quantities expected from the material’s bulk composition and
structure it is possible to identify the presence of surface
contaminants such as adventitious hydrocarbon or PDMS as
well as whether the concentration of any component in the
sample is enriched or depleted at the surface. Determining whether
or not preparation, processing and handling have resulted in
surface contamination of the sample is one of the most common
applications of XPS analysis.2 The XPS signals decay exponentially
with depth from the sample surface. So, the XPS signals acquired
from a given sample represent an exponentially weighted average of
the composition from all layers in the surface region. If the sample
has a homogeneous composition in the XPS sampling depth then it
is reasonably straightforward to determine the surface composi-
tion. However, often times the composition varies with depth
from the outermost surface and/or one or more overlayers are
present on the sample. In these cases, extracting a compositional
depth profile from the XPS experimental data is more complicated
and often requires complex mathematical transformations.13

Self-assembled monolayers (SAMs) on gold provide a good
reference material for demonstrating the detailed chemical
information one can get from XPS.14 Table 1 shows the XPS
determined atomic composition from a the survey scan shown
in the top panel of Fig. 2 for a gold surface functionalized with
a SAM prepared using (1-mercapto-11-undecyl)tetra(ethylene
glycol) (PEG4thiol, C19H40O5S). This data was collected on a
Surface Science Instruments S-Probe using Al Ka X-rays with an
energy of 1487 eV. The analysis spot was 800 mm � 800 mm.
As seen in Table 1 and in the top panel of Fig. 2, only the
expected elements of carbon, oxygen and sulfur from the thiol
and gold from the substrate are seen. Since gold is not part of
the SAM layer, it is common to recalculate the atomic composi-
tion of SAMs without the gold signal. Table 2 shows the XPS
composition data rescaled to only show the carbon, oxygen
and sulfur signal. The theoretical composition based off the
stoichiometry of the PEG4thiol is also shown. As seen in Table 2
the experimental and theoretical compositions agree closely.

Table 3 shows a summary of the high-resolution Au4f, C1s
and S2p peak fits for the PEG4thiol SAM. All binding energies
were referenced to the Au4f7/2 peak at 84 eV. The bottom panels
of Fig. 2 show the spectral regions and peak fits for each of the
elements summarized in Table 3. As seen in Table 3 the C1s
spectrum is dominated by peaks at 284.6 eV (C–C) and 286.6 eV
(C–O). Table 3 also shows the theoretical percentages of the
C–C and C–O peaks based off the molecular stoichiometry.
As seen in the table the experimental and theoretical data
closely agree, suggesting the SAM layer is present as expected.
The S2p data provides additional information about the SAM
layer. Previous work has shown that S2p spectra can be fit using
doublets of peaks separated by 1.2 eV with an area ration of
2/1.15 Using these fitting guidelines results in a doublet with a
S2p3/2 peak at 161.8 eV (see Table 3 and Fig. 2). It has been
shown that S2p3/2 peaks near 162 eV represent sulfur bound to
the gold substrate. This suggests that the sulfur is bound to the
gold substrate. Further details about the characterization of
PEG4thiol SAM and its mixture with other thiols is provided in
a previous publication.16

The advantage of XPS is that it is a widely accessible surface
analysis technique that provides high information content with
reasonable analysis times and minimal sample damage for a
wide range of sample types (polymers, biological materials,
metals, ceramics, etc.) and forms (powders, films, particles,
fibers, etc.). The main disadvantage of XPS is the analysis is
done in UHV using complex instrumentation. So, the sample
must be vacuum compatible (e.g., minimal outgassing) and the
impact of vacuum on the sample (e.g., unfolding of surface
bound proteins) must be taken into consideration. The UHV
challenges can be overcome by using specialized sample
handing procedures such as cryogenic cooling. For example, a
hydrated sample is rapidly plunged into a cryogenic fluid such
as liquid nitrogen to produce a frozen, hydrated sample that
locks in the structure of the sample in its hydrated state.4,5

Then the sample is quickly loaded onto a precooled sample
holder in the sample entry chamber and pumped down. After
reaching UHV conditions the sample temperature is slowly
raised to approximately �100 1C to sublime off excess ice formed
along with any contaminates deposited during the plunge cooling
and sample mounting. Once only 1–2 monolayers of ice remain
on the sample, it is cooled back down below �150 1C and
transferred to a precooled holder in the analysis chamber.
Although these procedures add complexity to the analysis, they
do permit UHV analysis of a sample where the surface structure
present in an aqueous environment has been locked into place.5

Table 1 XPS composition data from a PEG4thiol SAM on a gold surface

Composition C O S Au O/C

PEG thiol spot 1 51.1 14.4 2.3 32.2 0.28
PEG thiol spot 2 50.9 14.3 2.7 32.1 0.28
PEG thiol spot 3 51.5 14.7 2.2 31.7 0.29
avg � stdev 51.2 � 0.3 14.5 � 0.2 2.4 � 0.3 32.0 � 0.3 0.28

All values are shown in atomic percent. The last row shows the average
and standard deviation for the 3 spots analyzed. The last column shows
the O/C ratio.
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Time-of-flight secondary ion mass
spectrometry (ToF-SIMS)

Secondary ion mass spectrometry (SIMS) is a UHV based
technique that provides complementary information to XPS

about the surface of a material.17 The most common form of
SIMS is ToF-SIMS which uses a ToF mass analyzer to detect the
ions sputtered from a material. ToF-SIMS is not as widely used
as XPS. However, the impressive advancements in analyzers,
ion sources, data analysis methods, etc. that have been made in
the past 30 years have made ToF-SIMS an extremely powerful
surface analysis technique for characterizing organic and bio-
logical materials.2 This section will provide an overview of ToF-
SIMS. There are reviews available that provide further details
and information about ToF-SIMS.17,18

The basic physics of the ToF-SIMS technique is that a
primary ion beam strikes a sample and sputters off atoms,
fragments and molecules from the sample that are then mass
analyzed (see Fig. 3 for a schematic drawing of a ToF-SIMS
instrument).17 The vast majority (99% or more) of the sputtered
material is neutral. The small number of charged particles sput-
tered from the sample are mass analyzed to determine the mass to
charge (m/z) ratio of those particles. For ToF mass analyzers this is
done by measuring the time it takes a given secondary ion to travel
through the analyzer with a constant energy. The travel times are
converted into m/z ratios using the eqn (2)

KE = 0.5mv2 (2)

so lighter ions travel faster than heavier ions, arriving at the
detector first. Both positive and negative secondary ions are
produced and detected, but in separate scans. The interactions
of the primary ion beam with the sample and resulting ion
yields will depend on both the properties of the incident
particle (energy, type, etc.) and the material (density, ease of
sputtering, etc.). The primary ion beam can be focused down to

Fig. 2 XPS survey scan (top panel) and XPS high resolution peaks for Au4f (bottom left panel), C1s (bottom middle panel) and S2p (bottom right panel).
Red lines show the individual peaks for each peak fit.

Table 2 XPS composition data from the PEG4thiol SAM rescaled without
gold

Composition C O S O/C

PEG thiol 75.2 21.3 3.5 0.28
Theoretical 76 20 4 0.26

All values are shown in atomic percent.

Table 3 XPS high resolution Au4f, C1s and S2p data

Au4f B.E. % B.E. %

PEG thiol 84 55.9 87.7 44.1

C1s

C–C C–O

B.E. % B.E. %

PEG thiol 284.6 52.8 286.6 47.2
Theoretical 285.0 52.6 286.5 47.4

S2p

Bound

B.E. % B.E. %

PEG thiol 161.8 66.6 163.0 33.4

All binding energies (B.E.) are in eV. All percentages are percentages of
the total peak area.
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a small spot (200 nm or smaller) and rastered across the sample
surface to generate an image with a full mass spectrum at each
pixel in the image. From the mass spectral data acquired in a
SIMS experiment, information about the surface composition
and structure can be deduced.

Historically high-energy, monoatomic primary ions (e.g.,
10 keV Ar+) were used for SIMS analysis, resulting in SIMS
being divided into two types of analyses, static SIMS and
dynamic SIMS.2 Since high-energy, monoatomic ions are highly
damaging to organic and biological materials, obtaining mole-
cular information from those surfaces required keeping the
total ion dose very low (r1012 ions per cm2) so that the primary
ions only struck a few percent of the surface atoms (static
SIMS). Dynamic SIMS uses significantly higher ion doses to
rapidly profile through inorganic materials and generate depth
profiles (e.g., profile of a boron implant in a silicon wafer for
microelectronic applications). With the development of cluster
ions (e.g., 5 keV Ar5000) it became possible to depth profile
organic and biological materials since these gas cluster ion
beams (GCIBs) produced significantly higher secondary ion
yields and significantly less residual damage to the sample
being analyzed.19

ToF-SIMS is extremely surface sensitive, with sampling
depths of B2 nm in the low-dose or static mode.20 The exact
sampling depth will depend on the type of secondary ion
analyzed (atomic ions have larger sampling depths than

molecular ions) and the type of primary ion used to create
the secondary ions (high-energy monoatomic ions penetrate
deeply into the sample causing extensive sample damage and
only producing a small crater; GCIBs deposit most of their
energy at the surface resulting in the formation of significantly
larger sputter craters with minimal residual sample damage).
This low-dose ToF-SIMS mode produces a mass spectrum of the
outer B2 nm of a sample, allowing the power and detail of
mass spectral analysis to be used to gain insight and under-
standing about the surface structure and composition.
In particular, the larger molecular fragments contain important
information about the molecular structural units present at the
sample surface.

Processing all the complex information produced by ToF-
SIMS analysis can be challenging given the large number of
mass fragments typically detected. For example, each positive
and negative secondary ion spectrum can contain hundreds of
peaks. For 2D ToF-SIMS images with 256 � 256 pixels contains
65 536 spectra (one spectrum per pixel). 3D ToF-SIMS images
are essentially a stack of 2D ToF-SIMS images, which results in
a further significant increase the number of spectra and peaks
to be analyzed. A common approach to addressing the challenge
of processing ToF-SIMS data with its large amounts of mass
fragment information is to use multivariate analysis (MVA).21

There are numerous MVA methods available, but the one most
commonly used to process ToF-SIMS data is principal component

Fig. 3 Schematic drawing of a ToF-SIMS instrument.
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analysis (PCA). PCA is an excellent way to reduce the dimension-
ality of a ToF-SIMS dataset, showing which peaks are the most
important for separating samples into different groups. Even if
other MVA methods are used for ToF-SIMS data processing,
PCA is always an excellent method to start with. However, when
using MVA methods it is essential to properly nominalize and
scale the data before using a given MVA method. Once the MVA
processing has been done it necessary to validate the insights
and conclusions drawn from the MVA processing with the
raw ToF-SIMS data. Unfortunately, many researchers do not
properly apply MVA methods which can lead to erroneous
conclusions being drawn from the data. Detailed discussions
on how to properly process ToF-SIMS data with MVA methods
are available.21

The types of ToF-SIMS analysis fall into three different
categories. A good starting analysis is to acquire low-dose
positive and negative secondary ion mass spectra from the sample.
Typically, each spectrum covers a range of 0 to 1000 m/z and is
acquired from an area of B100 mm � 100 mm. The peaks in the
spectra can then be used to determine what chemical species are
present at the surface of the sample. If the sample surface is
reasonably homogeneous and only information about the surface
is required then all that is needed to acquire additional spectra
from multiple spots on multiple replicates of the sample. If the
sample surface is heterogenous, then 2D images of the surface are
needed to determine the distribution of the various chemical
species across the surface. It is important to match the pixel size
of the image to size the primary ion beam (e.g., 1 mm pixels are used
with a 1 mm primary ion beam size).20 Often times the researcher
wants to know not only what species are present on the sample
surface, but how the species are distributed with depth from the
surface. This typically requires GCIB sources to depth profile
through organic and biological samples without causing significant
residual damage to be built up in the sample by the sputtering
process (i.e., the region below the sputter crater does not experience
significant damage).20,22 This depth profiling can be done either by
averaging spectra from a large area for samples that are laterally
homogeneous or by acquiring 2D images at each depth for samples
that are laterally heterogenous (e.g., 3D images).

ToF-SIMS data on the PEG4thiol SAM discussed above was
collected on a Physical Electronics 7200 ToF-SIMS using an
8 keV Cs+ ion beam. Spectra were acquired from m/z = 0 to 1000
from a 100 � 100 mm2 area while maintaining the primary ion
dose below 1 � 1012 ions per cm2. Fig. 4 shows an overview of
the ToF-SIMS negative ion spectrum from the PEG4thiol SAM.
The main molecular ion peaks formed from SAMs typically
appear in the negative ion data as they prefer to form ions
such as [M � H]�, AuM�, Au2[M � H]�, Au[M � H]2� where
M = HS(CH2)11(OCH2CH2)4OH for PEG4thiol. Fig. 4 shows the
ToF-SIMS negative ion spectrum from the PEG4thiol SAM with
the major peaks labelled. As seen in Fig. 4, the spectrum is
dominated by Aux

�, AuxSy
� peaks along with the characteristic

molecular ion peaks that confirm the structure of the PEG4thiol
used to make the SAM. Fig. 5 shows a zoomed in view of the
main molecular ion peaks from the PEG4thiol SAM. Peaks are
seen for all expected molecular ions including M � H�, AuM�,

Au2[M � H]� and Au[M �H]2
�. This provides direct evidence of

the presence of the PEG4thiol on the gold surface and the direct
bonding of the thiol to the gold through the presence of gold–
thiol ions.

The main advantage of ToF-SIMS is the information rich
mass spectra produced that provide details about the molecular
structure of organic and biological materials. Like XPS it has
the disadvantages of being an UHV technique that requires
complex instrumentation. The frozen, hydrated method of
sample preparation described in the XPS section can also be
used for ToF-SIMS analysis to lock in the hydrated surface
structure of a sample for UHV analysis. For biological materials
such as cells sample preparation methods such as chemical
fixation and freeze drying can also be used in addition to frozen
hydrated methods.23 Although ToF-SIMS instruments are
becoming more widely used, they are not as abundant as XPS
instruments. Also, ToF-SIMS requires analysts with significant
specialized expertise to properly setup the instrument (select
primary ion sources and mass analyzer conditions, etc.),
acquire the data (scan parameters, etc.) and process/interpret
the data (MVA parameters, etc.). Also quantifying ToF-SIMS
data can be challenging since the yield of a particular secondary
ion can vary significantly depending the environment it origi-
nated from (e.g., the yield of the M+ ion from a metal sample
can be a few orders of magnitude higher from an oxygen
covered surface compared to a clean surface).

Fig. 4 ToF-SIMS negative ion spectrum from the PEG4thiol SAM.
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Synchrotron methods

Other electron spectroscopy techniques like near edge X-ray
absorption fine structure (NEXAFS) spectroscopy require a
tunable photon source produced by a synchrotron.24 Unlike
the other techniques described in this review that are focused
on laboratory based instruments, synchrotrons are large facili-
ties typically sited at national laboratories. Thus, experiments
at synchrotrons usually involve travel and access can be more
limited. At the synchrotron, photon radiation stems from
charged particles (typically electrons) that are guided by mag-
netic fields around a curved path at a velocity of close to the
speed of light. As the path of the particles is bent, radiation
ranging from the far infrared to the hard X-ray region is emitted
tangentially to the particle path. At the end of these tangents
are experimental end stations that use the radiation for a range
of chemical characterization techniques. One key component
of these end stations is a monochromator that allows the
experimental user to define a range of photon energies that
will interact with a sample. For most soft biological samples –
where the user will be probing for species made up of carbon,
oxygen, and nitrogen – soft X-rays with energies below 2 keV are
typically used.25 Hard X-rays (45 keV) are sometimes used to
characterize biological samples via scattering and diffraction,
but these techniques are beyond the scope this tutorial.26

Information about the elemental composition and molecular
orientation of chemical groups at a surface is captured through
the observation of the photoexcitation process produced by the

pulsed, polarized synchrotron light.27 As the energy of the X-ray
source approaches the BE of a core level electron, that electron is
excited into unoccupied molecular orbital, producing a hole in
the core level, which is filled by an electron from a higher energy
level. The energy from this relaxation transition results in the
emission of an Auger electron and a fluorescence photon.
To remove any effect of fluctuations in X-ray intensity, the
observed photoelectron signals are normalized by the photo
yield of a known sample that is typically located upstream of
the sample in the incident X-ray beam path. Just like XPS, as
these photoelectrons travel to the surface they are scattered and
can lose energy through interactions with the atoms in the
material. Thus, the surface sensitivity of the technique stems
from these strong interactions of the photoelectrons with the
atoms in the material, which for most biological materials
translates into a sampling depth that ranges from 1–10 nm.27

Additionally, as the incident angle of the electric field of the
X-rays is varied any resulting change in the observed X-ray
absorption can be directly connected to the ordering and orien-
tation of molecular bonds at the sample surface. A schematic
drawing of the NEXAFS process is shown in Fig. 6a.

This shallow sampling depth and sensitivity to ordering
make NEXAFS spectroscopy a useful method to identify the
chemical binding environment of biological surfaces. This has
included using NEXAFS spectroscopy to identify specific
chemical groups present at the surface of both soft and
hard biological tissues while also determining the binding,

Fig. 5 ToF-SIMS negative ion spectra from the PEG4thiol that show the characteristic molecular ion peaks from the PEG4thiol.
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orientation and structure of surface bound molecules for
biosensing applications.

Most chemical species at a biological sample can be identi-
fied by features found within NEXAFS spectra collected at the
carbon, nitrogen, and oxygen K-edges, which correspond to
absorption at the 1s core level. Peaks present within NEXAFS
spectra can be used to distinguish between bonds in a mole-
cular structure. For example, Fig. 6b contains carbon K-edge
NEXAFS spectra taken from 1-mercaptohexadecane (MHD) SAM
on a gold surface at two different incident angles for the
polarized, soft X-ray beam. The carbon K-edge spectra contain
features from transitions to the C–H s* and C–C s* orbitals
near 288 and 294 eV, respectively. In contrast, as shown in
Fig. 6c, only one peak in the XPS C1s spectrum is observed for
this sample since the BE differences between CH2 and CH3 are
typically too small to observed with XPS.

In addition to identifying specific chemical groups at a
surface, NEXAFS can also shed light on the orientation and
geometry of these chemical bonds. This ability to probe orien-
tation is illustrated by NEXAFS spectra collected from the MHD
SAM in Fig. 6b and the PEG4thiol SAM in Fig. 6d. For the MHD
SAM the C–H s* peak is most intense when the X-ray beam is
incident 901 to the sample surface and the C–C s* is most
intense when the X-ray beam is incident at a glancing angle
(201) to the sample surface. From the intensity variation of
these peaks with X-ray incidence angle it can be calculated the
tilt angle of the hydrocarbon chain from the surface normal is
B351. The MHD SAM is well-ordered. In contrast, the NEXAFS
spectra from the OEG SAM show it is not as well ordered. The
C–H s* and C–C s* peaks from the 11 CH2 groups in the
hydrocarbon portion of the OEG molecule still exhibit some

polarization dependence, so that part of the OEG molecular
retains a degree of ordering in the OEG sample. However, little
polarization dependence is observed at the position expected
for the C–O s* peak (B289 eV), suggesting the ethylene glycol
portion of the OEG molecule is disordered.

Several imaging modalities based on synchrotron light
sources combine the high surface sensitivity and chemical
specificity of NEXAFS with the ability to image a biological
surface with sub-micrometer to nanometer lateral resolution.
These microscopy methods include scanning X-ray microscopy
(STXM), scanning photoemission microscopy (SPEM) and X-ray
photoemission electron microscopy (XPEEM).28,29 However, the
utility of each of these techniques is limited to the characterization
of specific sample types. For example, STXM requires the sample to
be thin and X-ray transparent while SPEM and XPEEM raster a
focused X-ray beam across the sample, inducing charging effects
and radiation damage on soft materials. As a result of these
limitations these microscopy techniques have are typically only
used to characterize well-defined model systems.

A recently developed NEXAFS microscope at the National
Synchrotron Light Source II (NSLS II) addresses the limitations
of these other microscopy techniques, by providing a tool
to characterize the surface chemistry of thick, chemically
complex, rough and insulating samples.30 In contrast to other
imaging methods, limited sample prep is required – typically,
samples are affixed to a sample bar with double sided conduc-
ting tape. Within this microscope the photoelectrons created
by the incident X-ray radiation are guided by a magnet onto
a channel plate electron detector, thereby, providing a two-
dimensional NEXAFS image over a 13 � 18 mm2 region,
with a lateral resolution of approximately 5 mm. Low energy

Fig. 6 (a) Schematic of the photoexcitation process that takes place during a NEXAFS experiment. NEXAFS carbon K-edge (b) and XPS C1s (c) spectra
acquired from an MHD SAM on gold. NEXAFS carbon K-edge spectra (d) of the PEG4thiol SAM acquired at X-ray incident angles of 90 and 20 degrees
from the surface plane.
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photoelectrons are reflected back to the samples surface
alleviating any potential charging effects.

This large field of view, combined with the ability to analyze a
range of sample types, enables the user to rapidly screen the
surface properties of complex biological materials. Recently, this
NEXAFS microscope was used to the characterize the surface
chemistry across the cuticle of an African flower scarab
(E. gralli).31 Both a photograph of the head and NEXAFS carbon
K-edge image of scarab head are presented in Fig. 7. The NEXAFS
image (Fig. 7 right panel) captures the electron yield across the
carbon K-edge region (270–370 eV) and each pixel of the image
contains a full NEXAFS spectrum. Variation of surface chemistry
across the sample can be visualized by extracting spectra from a
user defined region of interest (Fig. 7, bottom panel). For example,
the carbon spectra exported from the traverse across the sample
(represented by the white line) contain a weak pre-edge feature
near 285 eV related to aromatic species as well as resonances
related to C–H, CQO and C–C bonds near 286 eV, 288 eV and
above 290 eV. In this case, the highlighted distribution of spectral
features (i.e. chemical bonds) across the tissue sample surface
could be directly related to the tissue’s biological function.

Non-linear optical methods

A group of techniques that have the potential to provide
molecular-level information about complex biomaterials,

without the necessity to place these materials under UHV
conditions, are nonlinear optical methods.32 The different
modalities of nonlinear optical methods have their strengths
and weaknesses. For example, coherent anti-Stokes Raman
scattering (CARS) provides high resolution images that allow
the user to map chemical information within a biomaterial, but
lacks surface specificity. A technique like second harmonic
generation (SHG) provides surface sensitivity, but lacks mole-
cular specificity. One optical approach that provides molecular
specificity and is sensitive to the order of chemical bonds at an
interface is SFG. SFG also has the capability to probe biological
interfaces in aqueous environments without the need for
complicated sample prep. This fact combined with SFG spectro-
scopy’s unique selection rules makes SFG spectroscopy a
powerful method of characterizing biological interfaces.33

An SFG signal is produced by a coherent nonlinear optical
process where two light pulses are overlapped in time and
space (see Fig. 8 for a schematic of the SFG process). One of the
incident pulses of light is kept at a fixed frequency, within the
visible range, while the other is a tunable, fixed or broadband,
infrared pulse.34 The resulting process produces photons with
an energy that matches the sum of the two incident photon
frequencies. When this SFG photon matches the vibrational
frequency of the chemical species at the surface there is an
adsorption response. Similar to other vibrational spectroscopic
techniques like IR, vibrational modes present within an SFG
spectrum allow one to identify molecular bonds present at the
surface being probed. Yet – unlike linear vibrational spectro-
scopies – SFG is a second order nonlinear process, therefore,
the selection rules dictate that no signal will be generated in
isotropic, randomly ordered or symmetric materials.

SFG is a nonlinear process, as a result, it is inherently
sensitive to the molecular structure of species at interfaces.

Fig. 7 Imaging of an E. gralli head at the carbon K-edge. (a) Photograph of
the head of the flower scarab. (b) NEXAFS image of the scarab head. The
image is representative of the electron yield across the carbon region
270–370 eV. Each pixel contains a full NEXAFS spectrum. (c) NEXAFS
spectra extracted from the image along the line indicated in the image.
This figure has been reproduced from ref. 31 with permission from
Springer Nature, copyright 2019. Fig. 8 Schematic of SFG vibrational spectroscopy in reflection mode.
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Any observed SFG response (ISFG) is proportional to the magni-
tude of the second-order nonlinear susceptibility (X (2)

eff) tensor,
as shown in eqn (3).

(ISFG) p |X (2)
eff|2 (3)

The X (2)
eff is a function of the number of molecules (N), the

hyperpolarizability tensor (b) and the tilt and twist angles of the
molecular bonds (y, c) (eqn (4)).

|X (2)
eff| p (N, y, c, b) (4)

Components the X (2)
eff tensor are determined though polariza-

tion dependent SFG experiments and for most biological
molecules the hyperpolarizability tensor can be obtained
computationally. Therefore, the observed SFG response can
be directly related to the ordering, tilt angle and twist angle
of chemical species at an interface.35,36

One of the more routine SFG characterizations is to probe
the chemical functionalization of planar biomaterial surfaces.
For planar surfaces the experimental setup is simple – the
pulses of light are reflected off the samples surfaces or go
through the backside of an optical prism into a detector.
Additionally, the incident (vis and IR) and SFG photons travel
through wave plates that allow the user to change the polariza-
tion of each beam. The one main advantage of this simple
experimental setup is that SFG spectra can be collected from a
hydrated sample.

This ability to probe hydrated surfaces is illustrated by SFG
spectra collected from PEG4thiol SAMs on Au. Fig. 9 contains
SFG spectra collected in the C–H region (2750–3000 cm�1) from
both dry and hydrated PEG4thiol SAMs.37 The spectra collected
from the PEG4thiol SAM in air is dominated by three peaks at
2846, 2891, and 2950 cm�1 which all correspond to symmetric
and asymmetric CH2 vibrational modes.38 The ordering of
these PEG4thiol SAMs can then be quantified by taking
the ratio of the areas of the CH2 asymmetric (2950 cm�1)
and symmetric (2891 cm�1) peaks.39 The observed ratio

corresponds to a geometry with the PEG4thiol chains pointing
B301 with respect to the surface normal. Upon exposure to
deuterated water the vibrational mode related to the alkene
chains (2846 cm�1) within the PEG4thiol SAM disappears
which indicates that upon hydration the PEG4thiol SAMs are
induced into a disordered state.

In addition to just comparing the ratio of observed vibra-
tional modes within a spectrum, ordering of chemical groups at
an interface can also be determined by collecting SFG spectra at
difference polarizations. This involves varying the polarizations
of the incident (IR and visible) and resulting SFG photons
between s- and p-polarizations. Any observed changes in the
SFG response across these different polarization schemes can
also be used to identify the tilt and twist angles of ordered
molecular bonds at the interface.

In addition to the geometry of the PEG4thiol molecules –
SFG can be used to assess the state of water bound to these
monolayers. To accomplish this, SFG spectra were first col-
lected from SAMs hydrated with water. This sample was then
dried and then an additional spectrum was collected after the
sample was exposed to deuterated water. As water is exchanged
with D2O the intensity of vibrational modes stemming from
ordered water (3200 and 3400 cm�1) present at the surface do
not dramatically change. This lack of water–D2O exchange
implies that there is a layer of tightly bond water at these
PEG4thiol SAMs.

These previous studies of SAMs laid the foundation towards
the characterization of more complex and biologically relevant
surfaces. This includes number of published studies where
SFG-based approaches have provided new information on the
conformation of peptides and proteins at air–water interfaces,
on polymer substrates and interactions with lipid membrane
surfaces. SFG vibrational modes that stem from the amide
backbone of a protein are highly sensitive to protein conforma-
tion. Therefore, secondary structures of proteins can be deter-
mined directly from SFG spectra collected from the amide I
vibrational band. For example, alpha-helix, beta-sheet and
beta-turn structures have distinct resonance profiles between
1620 cm�1 and 1750 cm�1. Polarization-dependent SFG experi-
ments have been capitalized on to evaluate the orientation
of proteins at both solid surfaces and in lipid membranes.
Additionally, several groups have developed numerical proce-
dures that allow quantification of the extent of orientations of
protein secondary structures from SFG amide I spectra. This
includes supplementing SFG experiments with linear vibra-
tional techniques or interpreting complex SFG spectra with
the help molecular dynamic simulations.40 Additionally, the
geometry of individual bonds within a larger biomolecule
(i.e., individual amino acids within a protein) can be effectively
isolated by selective substitution with deuterium-labeling.36

The resulting collection of previous work includes protocols
that demonstrate how SFG-based approaches can be applied to
accurately define the geometry of individual domains within a
multi domain protein.

Lots of biomaterials are small and spherical (cells, liposomes,
nanoparticles, etc.) so while the bulk of published SFG

Fig. 9 SFG spectra taken from PEG4thiol SAMs on Au. Left Panel: SFG
C–H region spectra in contact with air (bottom) and deuterated water
(top). Prominent peaks are labeled d+ (2846 cm�1), o+ (2891 cm�1), and
o� (2950 cm�1) which all correspond to symmetric and asymmetric CH2

vibrational modes. Right Panel: The resulting SFG spectra taken as water is
exchanged with D2O. Prominent peaks at 3200 and 3400 cm�1 stem from
ordered water at the PEG4thiol SAM surface. This figure has been repro-
duced from ref. 37 with permission from American Chemical Society,
copyright 2009.
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experiments have centered around the characterization of
planar surfaces, there is a need for a technique that provides
the surface chemistry of small particles and colloids. A recently
developed scattering modality of SFG now enables one to probe
the size, shape and interfacial chemistry of spherical particles
simultaneously.41

Sum frequency scattering (SFS) experiments involve the
overlapping of IR and visible pulses of light within a flow cell
that contains particles suspended in a solution. Through the
application of light scattering theories SFS data can be treated
and analyzed similarly as an SFG spectrum. The observed angle
dependency of the detected SFS signal provides insight into
particle sizes and shapes. Additionally, SFS spectra can be col-
lected from a suspension of particles before and after exposure to
different solution conditions, thereby, providing insight into how
composition, pH and temperature of the solution suspension
influence particle morphology and surface chemistry.

Biosensing methods

While there are several types of biosensors, two of the most
common are surface plasmon resonance (SPR)42 and quartz
crystal microbalance with dissipation (QCM-D)43 biosensing
(see Fig. 10 for schematic drawings of the SPR and QCM-D
processes). Thus, this section will focus on SPR and QCM-D
biosensing. In comparison to XPS and ToF-SIMS, biosensing
instruments are less complex and expensive, as well as not
requiring an UHV environment to operate. This accounts for
their wide availability and their use for measuring processes at
the liquid–solid interface in real time. A liquid cell is part of
all biosensing instruments. Also, unlike XPS and ToF-SIMS
instruments, which are largely purchased from commercial
instrument manufacturers, many research groups build their
own biosensing instruments.

The general approach to biosensing is to couple a probe into
the sensor and then monitor how the processes at the sensor
surface (adsorption, desorption, etc.) affect that probe. For SPR
the probe is a light beam that is coupled into and out of a metal
film, typically with a prism.44 Gold and silver are the most
widely used metals in SPR biosensing as the incoming light
beam with the correct wavelength and incident angle will
excite a surface plasmon wave at the metal-dielectric interface,
creating an evanescent wave with an intensity that decays
exponentially with distance from the surface. Most SPR instru-
ments are set up so that the effective sensing depth of evanes-
cent wave is B250 nm. The exact wavelength and angle of the
incident light beam needed to excite the surface plasmon will
depend on the refractive index of the fluid the evanescent wave
extends into. Thus, by monitoring changes in the wavelength
and angle required to excite the surface plasmon, changes in
the refractive index of the fluid at and near the surface can be
determined. Since the incoming light beam loses energy when
it excites the surface plasmons, the intensity of the outgoing
light beam can be measured to determine the wavelength and
angle needed to excite the surface plasmon wave.44 This is

typically done either by using a fixed wavelength light source
and monitoring the angle where there is a loss in intensity or by
using a polychromatic light source with a fixed angle and
monitoring the wavelength where there is a loss in intensity
(Fig. 10 shows a fixed angle setup). By calibrating the SPR
instrument with a set of fluids of known refractive index the
raw SPR response (change in angle or wavelength) can be
converted directly into a refractive index change. This refractive
index change can then be converted to the mass of material
added or removed to the surface using eqn (5) where d is the
overlayer thickness, ld is the evanescent field decay length, S is
the SPR sensitivity factor, DR is the SPR response, Za is the
refractive index of the absorbate, and Zs is the refractive index
of the solution.42 Once d is determined then the mass per unit
area can be determined by multiplying d by the bulk adsorbate
density.

d ¼ ld

2

� �
DR

SðZa � ZsÞ

� �
(5)

Monitoring these changes in real time under flow conditions
that are not mass transport limited allow quantities such as
adsorption and desorption rates for a given analyte to be
measured. For systems such as antigen binding to a surface
immobilized layer of antibodies the affinity constant for that
antigen–antibody interaction can be determined from the
measured rate constants.

In QCM-D the probe is an acoustic wave that is created
via the piezoelectric effect by applying a voltage to the quartz
crystal sensor.43 When the quartz crystal is in direct contact
with a fluid the acoustic wave propagates into the fluid.
By monitoring changes in the frequency and dissipation of
the acoustic wave as a fluid is passed over the sensor informa-
tion about changes in mass and viscoelastic properties at the
sensor surface is obtained. With a constant voltage applied to
the sensor, as mass is added to the sensor surface the frequency
will decrease. The dissipation is measured by turning off the
voltage to the sensor and observing how quickly the acoustic
wave dissipates. The softer the mass attached to the sensor
surface the faster the dissipation. For example, a long polymer
chain weakly attached to the surface will exhibit a larger
dissipation than a small molecule strongly attached to the
surface. For molecules attaching rigidly to the sensor surface
the change in frequency (Df) can be directly converted into a
change in mass (Dm) using the Sauerbrey relationship45 shown
eqn (6) where f0 is the resonance frequency, A is the piezo-
electrically active crystal area, is the rq quartz density and mq is
the quartz shear modulus. This equation is only valid when the
change in dissipation is o5% of the change in frequency.

Df ¼ � 2f0
2

A
ffiffiffiffiffiffiffiffiffiffirqmq
p Dm (6)

When the change in dissipation is higher than 5%, then both
the change in frequency and change in dissipation must be
accounted for in the determining the mass change.46 This
typically involves using viscoelastic methods such as the Voigt
or Maxwell models. Like SPR, by monitoring the frequency and

Tutorial Review Chem Soc Rev

Pu
bl

is
he

d 
on

 1
1 

M
ay

 2
02

0.
 D

ow
nl

oa
de

d 
on

 2
/2

/2
02

6 
10

:1
5:

12
 P

M
. 

View Article Online

https://doi.org/10.1039/d0cs00181c


3292 | Chem. Soc. Rev., 2020, 49, 3278--3296 This journal is©The Royal Society of Chemistry 2020

dissipation changes in real time QCM-D can be used to mea-
sure quantities such as adsorption and desorption rates.

Both SPR and QCM-D are powerful techniques that provide
label-free, real-time information about the attachment or
detachment of species at the sensor surface.42,46 However, there
are several concerns that must be addressed when using these
techniques. The standard sensor surfaces (typically gold) don’t
have any chemical or biological specificity. For example, a gold
surface will adsorb a monolayer of virtually any protein. So, to
selectively immobilize a target protein from a complex mixture
requires careful functionalization of the sensor surface so only

the target protein binds and non-specific adsorption of other
species from the complex solution is avoided. To ensure the
sensor is surface functionalized as designed it must be thor-
oughly characterized at each step in the functionalization
process by other surface analysis techniques that do provide
chemical and biological specificity (XPS, ToF-SIMS, etc.). The
other challenge is that more than just mass changes can be
responsible for the observed changes in the SPR and QCM-D
signals. For example, a change in temperature will affect the
SPR and QCM-D signals. So, care must be taken to keep the
temperature constant during an experiment. Even better is to

Fig. 10 Schematic diagrams of wavelength SPR (top) and QCM-D (bottom) biosensing processes.

Chem Soc Rev Tutorial Review

Pu
bl

is
he

d 
on

 1
1 

M
ay

 2
02

0.
 D

ow
nl

oa
de

d 
on

 2
/2

/2
02

6 
10

:1
5:

12
 P

M
. 

View Article Online

https://doi.org/10.1039/d0cs00181c


This journal is©The Royal Society of Chemistry 2020 Chem. Soc. Rev., 2020, 49, 3278--3296 | 3293

use a reference channel when doing SPR and QCM-D experi-
ments to monitor and compensate for any temperature
changes. Finally, SPR measurements a change in ‘‘dry’’
mass while QCM-D measures a change in ‘‘wet’’ mass. This
difference is important to remember when comparing SPR and
QCM-D results for aqueous based biological systems. For
example, for measuring protein adsorption from a buffer
solution SPR will determine the change in mass of just the
adsorbed protein while QCM-D will determine the change in
mass of the adsorbed protein plus and any change in mass of
water associated with that protein.

An example of a QCM-D sensorgram for protein immobiliza-
tion is shown in Fig. 11. The gold coated QCM-D sensor
is functionalized with a maleimide-terminated oligoethylene
glycol (OEG) SAM. The OEG portion of the SAM will inhibit
non-selective protein adsorption and the maleimide group will
selectively bind to the cysteine thiol group of a protein. The
functionalized sensor is first equilibrated in a flowing buffer
solution, then the same buffer containing a cysteine mutant of
the 6 kDa Protein G B1 (V21C) is flowed over the sensor. This
results in a decrease in frequency, but little change in the
dissipation, which corresponds to approximately a monolayer
of the Protein G B1 cysteine mutant being tightly attached to
the maleimide-terminated OEG SAM. After a buffer rinse to
remove any non-specific adsorbed Protein G B1, the Protein G
B1 surface is exposed to a buffer solution containing an IgG
antibody. This particular Protein G B1 mutant is bound to the
maleimide surface in an orientation that has its binding site for
the Fc tail of antibodies exposed and available for binding. This
results in a monolayer of the IgG antibody being immobilized
onto the Protein G B1 surface. The frequency decrease for the
antibody attachment is significantly larger than the frequency
decrease for the Protein G B1 attachment since the antibody
has a significantly higher mass (i.e., the frequency response is
proportional to total mass attached, not number of molecules
attached). The increase in dissipation is also larger for the IgG
antibody compared to the Protein G B1 mutant, as expected
since the IgG antibody is larger and less rigid than the Protein
G B1 mutant. Finally, after another rinse the IgG covered sensor
is exposed to a buffer containing an IgG F(ab0)2 fragment. The
changes in both frequency and dissipation for the IgG F(ab0)2

binding are smaller compared to the whole IgG antibody due to
the smaller mass of the IgG F(ab0)2 fragment.

Scanning probe microscopy

Another set of techniques that can visualize the morphology
and chemistry of a surface with high spatial resolution are two
scanning probe microscopy (SPM) methods: scanning tunne-
ling microscopy (STM) and atomic force microscopy (AFM).47

The basic approach to SPM methods is similar to the operation
of a record turntable. When playing an LP a probe with a very
sharp tip is moving up or down in response to the topography
of the vinyl record surface. For the case of STM and AFM, the
stylus is a sharp probe equipped with a feedback system to
control the vertical position of this probe. A piezoelectric
scanner moves the sample under the tip (or the tip over the
sample) in a rastered pattern and changes in surface structure
are identified by sensing the vertical position of the tip (see
Fig. 12 for a schematic drawing). Like the SFG and biosensing
approaches, STM and AFM are both able to probe biological
interfaces in aqueous environments, making them powerful
tools to visualize biological surfaces. This section will provide
an overview of STM and AFM but there are other reviews
available that provide additional details about these and other
SPM techniques.47

STM images are produced by observing the quantum tunne-
ling between a probe and the surface.48 As the biased tip
approaches the sample, electrons are transferred to or from
the tip to surface, depending on the direction of the applied
bias. An image of the local density of states at the surface can be
created by measuring the current passing through the tip as it
is moved across the sample. While the resulting image can
provide both topographical and spectroscopic information, it is
worth noting that the observed difference in electron density
may not always be directly related to surface topography. STM
images can be acquired in two different modes. A constant
current mode where the high of the probe is moved up or
down to maintain a constant tunneling current is useful for

Fig. 11 QCM-D sensorgram showing sequential immobilization of
Protein G B1 cysteine mutant (V21C), whole IgG and IgG F(ab0)2 fragment
onto a maleimide terminated OEG SAM. The green trace represents the
frequency change and the gray trace represents the dissipation change. Fig. 12 Schematic drawing of a SPM instrument.
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characterizing surfaces that are not atomically flat. While
constant height mode, where the space between the sample
and tip is held constant and changes in tunneling current are
recorded, accommodates rapid scanning (not dependent on a
motor to raise and lower the tip) of relatively flat surfaces.

Despite STM’s ability to image surface morphology with
extremely high spatial resolution (lateral resolution o0.1 Å,
vertical resolution o0.01 Å), the technique’s dependence on
very specific experimental conditions have limited the wide-
spread use of STM to characterize biological samples. STM’s
main limitation is that in most cases conductive samples are
required, but some insulators can be characterized by working
at very low tunneling currents and high biases. Additionally,
while it has been demonstrated that STM can be used to image
surfaces under ambient conditions – both the surface and tip
must be inert and any ions present within the liquid must not
affect observed current. As a result, imaging a biological sample
submerged in buffers with high salt concentrations are challen-
ging to image with STM.49

Unlike STM, AFM is based on a measurement of force
between the probe tip and the sample surface.50 Forces are
measured by bringing cantilevered tip in contact with a surface.
Any observed deformation of the cantilever, measured by
reflecting a laser off the back of the cantilever onto a photo-
detector, can then be directly related to the force between the
tip and substrate. Details about how these forces are quantified
can be found in ref. 47. These force measurements can be
conducted on both conductors and insulators under a range of
environmental conditions.

The most basic quantitative measurement that AFM pro-
vides is a force–distance measurement. This is where the tip of
the cantilever is lowered toward the sample surface. Then as
it approaches, the tip bends into contact with the surface. The
tip is then continued to be pushed farther into the material
inducing a repulsive force between the surface and tip. The tip
is then retracted until it is no longer making contact with the
surface. Any hysteresis between the forces observed during the
approach and retraction is due to the force of adhesion between
the sample and tip.

These force–distance methods have been used to quantify
the response of mechanical force on bio-molecular interactions.51

In these studies, the tip of the cantilever is functionalized with
protein receptors while the sample to be probed is functionalized
with receptors anchored to the surface. First a bond between the
receptor and ligand is initiated by lowering the tip to the surface
bound receptor. Then then two molecules are pulled apart by
raising the cantilever vertically. Again, any hysteresis between the
mechanical forces observed during the approach and retraction is
due to the adhesion between the two molecules. The force applied
to rupture these bonds can be constant or non-linear. These bond
breaking events are then repeated hundreds to thousands of
times to create histograms of recognition forces. During these
molecular recognition studies care must be taken to separate
specific adhesion forces from non-specific interactions. This can
be accomplished by blocking non-specific receptors with antibo-
dies or other chemical species. Additionally, specific recognition

images can be created by scanning an oscillating functionalized
tip across the sample (see contact mode imaging below) and
specific recognition events can be mapped though observed
changes in tip oscillation amplitude.52

The two most common AFM imaging modes are contact
mode – where the cantilever tip is in constant contact with the
surface as it moves across the surface and tapping mode where
the cantilever acts as hammer banging on the sample surface at
the cantilever’s resonant frequency. In the contact mode the
AFM is operated by keeping the tip in mechanical contact with
the surface and observed cantilever deflections related to
repulsive forces provide the shape and texture of surface
features. When collecting images in contact mode the high
shear forces applied by the tip to the surface can damage and
distort surface features. An example of how AFM images
collected in contact mode can damage soft samples is high-
lighted in Fig. 13. Here, PEG SAMs were formed on Au films
and then imaged in contact mode. The authors report that
scanning with a with a contact force 40.1 nN would destroy the
PEG SAM.53 Additionally, repeated force-distance measurement
also induced damage to the PEG SAM layer. Fig. 13 contains
AFM images of PEG SAMs before (A) and after (B) repeated
contact with the AFM tip.53

Tapping mode reduces these shear forces and tends to be a
bit gentler on soft biological samples. One additional positive
aspect of collecting AFM images in tapping mode is that any
observed modulation of oscillation frequency and amplitude
and can provide information about the viscoelasticity and
tensile properties of the surface. This analysis can allow the
user to identify phase segregated domains within a biological
sample.

One drawback to AFM imaging is that it, compared to other
microscopy techniques, is rather time consuming, which
makes imaging dynamic surfaces difficult. To overcome this
limitation there has been a huge amount of work designing
new detection schemes to speed up the tip height feedback
operation using smaller cantilever tips with increasing reso-
nant frequencies. A detailed description of how these physical

Fig. 13 AFM images collected from a PEG SAM on Au before repeated
contact with the AFM tip (panel A) and after 20 distance-force curve
measurements (panel B). This figure has been adapted from ref. 53 with
permission from Elsevier, copyright 2006.
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specifications influence scan rate can be found elsewhere.54

However, the result of these technological breakthroughs is an
imaging mode termed high-speed AFM (HS-AFM), which now
provides users with a method to directly image biological
process with molecular level spatial resolution and o100 ms
time resolution. These HS-AFM technologies are widely being
used to characterize dynamic cellular processes.

STM and AFM images are highly susceptible to both elec-
trical and vibrational noise. Proper grounding and vibrational
isolation is key and most commercially available instruments
provide sufficient isolation. Artifacts related to STM and AFM
tip shape and the positioning motor are always convoluted into
the resulting image. No matter how sharp the tip is, one will
observe a broadening of morphological features in the imaged
surface. As a result, there is a constant push to shrink tip features.
Additionally, sample movements are controlled by piezo-
electric materials that change shape in response to an applied
voltage. However, this deformation response is non-linear and can
produce images that look bowed or tilted. Nonetheless, this effect
can be easily removed by subtracting out a background plane
from the entire image and most image processing software
packages provide a straight forward way of removing these
experimental artifacts.

Future directions

Biological surface analysis has experienced extensive changes
and advances in the past 40 years.2 The improvements in
instrumentation and data processing methods along with
the introduction of new techniques has given us the ability
to characterize biological surfaces and interfaces at an ever-
increasing level of detail on increasingly complex samples.
However, there are still further advances needed to fully char-
acterize, complex biological samples in aqueous environments.
To fully achieve the needed level of detailed characterization
(e.g., atomic level structure of surface immobilized proteins)
will require the incorporation of computational methods
(e.g., molecular dynamics (MD)) into the multi-technique surface
analysis approach. Using MD dynamic simulations with surface
analysis methods can extend the level of structural detail obtained
about a given system.55 Promising results have been obtained for
surface immobilized peptides and small proteins.33 The current
challenge is to extend this approach to larger proteins. Computa-
tional simulations also provide a route for extending the level of
detail obtained about complex sample shapes such as core–shell
nanoparticles.56 New experimental developments such as sum
frequency scattering are providing new information about bio-
logical surfaces and interfaces in aqueous environments, but
significant advances in methods for interpreting the measured
scattering patterns are needed to provide more detailed, quanti-
tative analysis of these systems.57 Recent advances in ToF-SIMS
instrumentation and data processing methods are now extending
the power of 2D surface analysis of the outer few atomic layers
into 3D analysis that go microns into the sample.18,20,22 One
particularly exciting recent instrumentation advance is the

addition of MS-MS capabilities that increase the assignment
power for high mass secondary ions.58 However, further
advances are needed in sample preparation and handling such
as cryogenic methods, experimental conditions, and data
processing to realize the full potential of this technique.
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