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A data-driven approach to determine dipole
moments of diatomic molecules

Xiangyue Liu, Gerard Meijer and Jesús Pérez-Rı́os *

We present a data-driven approach for the prediction of the electric dipole moment of diatomic

molecules, which is one of the most relevant molecular properties. In particular, we apply Gaussian

process regression to a novel dataset to show that dipole moments of diatomic molecules can be

learned, and hence predicted, with a relative error t5%. The dataset contains the dipole moment of 162

diatomic molecules, the most exhaustive and unbiased dataset of dipole moments up to date. Our

findings show that the dipole moment of diatomic molecules depends on atomic properties of the

constituents atoms: electron affinity and ionization potential, as well as on (a feature related to) the first

derivative of the electronic kinetic energy at the equilibrium distance.

1 Introduction

The study of relationships between spectroscopic constants is a
traditional topic in chemical physics since the pioneering work
of Kratzer and Mecke, among others1–6 and is beautifully
summarized by Varshini.7,8 Recently, we have shown that some
spectroscopic constants are universally related,9 i.e., the relation-
ships between them are independent of the nature of the
molecular bond. However, the electric dipole moment of a
molecule, despite being an essential molecular property, has
not been considered in previous studies about relationships
between spectroscopic constants. Only recently, there have been
some efforts towards the understanding of the dipole moment in
terms of molecular spectroscopic constants. As a result, it has
been found by Hou and Bernath that the expression for the
dipole moment, d, taught in elementary chemistry courses

d = qRe, (1)

where q is the effective charge and Re denotes the equilibrium
bond length of the molecule, does not capture the proper
physics of the dipole moment in many molecules.10,11 They
also demonstrated that the dipole moment of some molecules
can be predicted from the effective charge (obtained from
quantum chemistry calculations) and spectroscopic constants
of molecules.

In the 2000s the big data-driven science paradigm emerged
in the scientific community.12 In this new paradigm, machine
learning techniques are among the most prominent tools to
assess scientific knowledge. To be precise, adequately formatted
data are used to identify unexpected correlations and to predict

observables based on patterns and trends of the data. When
applied to physics, this novel paradigm lets nature speak up
through hidden and intriguing correlations that lead to the
formulation of new questions beyond a specific physical model.
In particular, in chemical physics, as recently shown, data-
driven approaches bring a new perspective to solve some of
the most delicate problems of the field.13–16

In this paper, we present a data-driven approach to dipole
moments of diatomic molecules and its relationship with
spectroscopic constants. We show that, after compiling the
most exhaustive list of dipole moments for diatomics up to
date (to the best of our knowledge) into a dataset, it is possible
to learn the dipole moment of diatomic molecules based upon
atomic and molecular properties with a relative error t5%. The
number of molecules in our dataset, classified by the type of the
constituent atoms, is given in Fig. 1. Our results reveal that it is
not possible to predict the dipole moment of a molecule solely
from atomic properties, although this is feasible for the spectro-
scopic constants,9 but that it is necessary to include molecular
features. The molecular spectroscopic constants are needed in a
combination that describes the force on the electrons at the
equilibrium distance, i.e., in a combination that has the same
functional dependence as the first derivative of the electronic
kinetic energy at the equilibrium distance.

2 An overview on the nature of the
electric dipole moment of molecules

The study of the nature of the electric dipole moment of molecules
is a traditional topic in quantum chemistry that has fascinated the
chemical physics community for almost a century by now. The
first explanation of the nature of the electric dipole moment of
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molecules is due to Pauling in the 1930s.17 In particular, after
studying hydrogen halide molecules, Pauling proposed that the
dipole moment of a molecule is correlated with the relevance of
the ionic structure with respect to the covalent one at the
equilibrium bond length of the molecule. In this model, the
dipole moment is a consequence of the charge transfer between
the atoms within the molecule. Therefore, the larger the charge
transfer, the bigger the dipole moment is. The charge transfer is
quantized by the ionic character (IC), which is given by

IC ¼ d

eRe
; (2)

where e is the electron charge. Comparing eqn (2) and (1), it is
clear that the ionic character is equivalent to the effective
charge, q, placed at the center of each of the atoms forming
the molecule, as prescribed by eqn (1). However, Pauling’s
model does not predict 100% of ionic character for molecules
that are fully ionic, like the alkali metal halides. Despite the
slight inaccuracy of Pauling’s model in predicting dipole
moments, it is worth emphasizing that Pauling realized that
the dipole moment of a molecule must be related to other
molecular properties through the molecular bond.

The next step towards understanding the electric dipole
moment was the introduction of a new concept: the homopolar
dipole moment, dh, by Mulliken. In particular, Mulliken realized
that because the atomic orbitals are different in size, the overlap
between those leads to a charge displacement with respect to
the midpoint of the equilibrium bond length, which affects
the electric dipole moment of the molecule.18 Furthermore,

Mulliken noticed that the asymmetry in the charge distribution
of hybrid orbitals causes the so-called atomic dipole moment, da.
The models of Mulliken and Pauling were summarized and further
developed by Coulson,19 who proposed the ultimate expression for
the dipole moment of a diatomic molecule as

d = eRe + da + dh + dp, (3)

where dp is the contribution due to the polarization of the
atomic orbitals to the dipole moment of the molecule. One has
to realise that eqn (3), although being more precise than eqn (1),
requires the input from quantum chemistry calculations. For a
summary on the Pauling and Mulliken models, we recommend
the comprehensive review of Klessinger.20

The models of Pauling and Mulliken have been accepted by
the physical chemistry community and taught in elementary
chemistry courses for a long time, despite the fact that neither
one of those is fully satisfactory. Recently, Hou and Bernath,10,11

after studying the experimentally determined dipole moments of
an extensive group of molecules and using quantum chemistry
calculations, have suggested that the electric dipole moment of a
molecule should be given as

d = qRd (4)

where q is the effective charge and Rd is an effective length that
depends on fundamental spectroscopic constants of the molecule
with Rd o Re. Both eqn (3) and (4) rely on the input of quantum
chemistry calculations, in particular on the results from a natural
bond orbital analysis. Therefore, the electric dipole moment
of diatomic molecules still lacks a satisfactory and accurate
explanation in terms of fundamental spectroscopic constants.

3 Machine learning model
3.1 Gaussian process regression

Finding relationships of the dipole moment with spectroscopic
constants can be viewed as a regression problem, where the goal
is to learn the mapping from the input atomic and molecular
features x onto the target property, y, which in this case is the
electric dipole moment, by a function y = f (x). In the present
work, we use Gaussian process regression (GPR) to approximate
the function f (x). As a non-parametric probabilistic method, GPR
does not presume a functional form of f (x) before observing the
data. Instead, it infers a Gaussian distribution of functions over
function space by a Gaussian process21,22

f (x) B GP(m(x),k(x,x0)), (5)

determined by a mean function, m(x), and a kernel (covariance)
function, k(x,x0). The prior, p(f|x), spanning in the function
space, after exposed to the observations, is constrained into a
posterior, p(f|x,y), based on the Bayes theorem. The predictions,
y*, can then be made for new input atomic and molecular
features, x, through the posterior.

The kernel function, k(x,x0), captures the smoothness of
the response and intrinsically encodes the behaviour of the
model acting on the input. The kernel functions can be chosen

Fig. 1 Molecules in the whole dataset classified by the types of their
constituent atoms.
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by presuming the behaviour of the response to the input
feature by observing the data. Its functional form and the
possible hyperparameters can also be determined by a cross-
validation (CV).23

3.2 Model evaluation

In learning the dipole moments, the dataset is divided into
training and test sets. As a data-driven approach, GPR learns the
relationship between the input features and dipole moments by
observing the training set, while the predictive performance of
the GPR models is examined with the test set. In this work,
20 molecules are used in the test set, while the rest are used in
the training set. For the training/test splitting, the dataset is first
stratified into 20 strata based on the dipole moments’ true
values. A Monte Carlo (MC) approach is then performed to
select the 20 test data from the dataset randomly. In each MC
step, a GPR model is trained based on the training set with
5-fold cross-validation. The generalization performance of
the model is then evaluated with the test set. In the end, the
mean and standard deviation (STD) of the test-set errors are
reported in this work, obtained from 1000 MC training/test
splittings. Details about this MC approach will be discussed
elsewhere.24

The performance evaluation of the GPR models is carried
out through three different estimators:
� The mean absolute error (MAE) defined as

MAE ¼ 1

N

XN
i¼1

yi � yi
�j j; (6)

where yi are the true values of dipole moments, yi* are the
predictions, and N is the number of observations in the dataset.
� The root mean square error (RMSE), which reads as

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

yi � yi�ð Þ2
vuut : (7)

� The normalized error, rE, defined as the ratio of the RMSE
to the range of the data

rE ¼
RMSE

ymax � ymin
: (8)

4 The dataset

The dataset employed in this work consists of ground-state
dipole moments of 162 polar diatomic molecules, 139 of which
have both information on the equilibrium bond length, Re, and
the harmonic vibrational frequency, oe. The dataset is pre-
sented in Table 4 of the Appendix and it constitutes the most
extensive dataset for dipole moments of diatomic molecules
that we are aware of. Nevertheless, for more efficient scrutiny
of our dataset’s generality, we show in Fig. 2 the equilibrium
bond length, Re, versus the electric dipole moment of diatomic
molecules. The density plots and the box plots show the
distribution of Re (right) and dipole moment, d, (top), respectively.

The equilibrium bond length of the molecules is distributed
between 0.9 and 3.9 Å with a median of around 1.5 Å, although
most of the molecules show an equilibrium bond length
between 1.2 and 3.2 Å. The dipole moment values in the
dataset range from 0.0043 D to 11.69 D with a median of
around 2.45 D, which shows the large variety of molecules
included in the dataset.

The dataset can also be categorized in terms of the type of
atoms constituting the molecules, as it is shown in Fig. 1. In
this figure, it is noticed that most of the molecules in the
dataset present a highly ionic bond resulting from a transition
metal and a nonmetal atom. The second most prominent group
of molecules contains a halogen atom and an alkaline atom,
which shows an ionic bond. The rest of the molecules exhibit a
bond from partially ionic to highly ionic, which shows the
diversity of the dataset.

5 Results and discussion

We have used a GPR approach to learn the diatomic molecules’
dipole moment employing features coming from different
atomic and molecular properties. The atomic properties con-
sidered are the electron affinity (EA) taken from ref. 25–27, ionic
potential (IP) taken from ref. 28, electronegativity (w) and
polarizability (a) taken from ref. 25, whereas the molecular
properties are the reduced mass, m, equilibrium bond length,
Re, and the harmonic vibrational frequency, oe. The atomic
properties employed are related to the intrinsic chemical nature
of the dipole moment due to the polarity of a molecular orbital

Fig. 2 The equilibrium bond length Re versus the electric dipole moment
of the molecules in the dataset. The blue filled circles are the molecules
that can be learned by the GPR model in this work. The red filled circles
indicate the molecules that can hardly be described by the GPR model in
this work. These molecules are labeled by their chemical formula. The
density in the right part and upper part of the figure shows the kernel
density distribution of Re and dipole moments, respectively. The box plot
shows the minimum, the maximum, the sample median, and the first and
third quarterlies of Re (right) and dipole moments (top).
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in the molecular-orbital bond theory or to the ionic character of
the molecular bond within the valence-bond theory.19 The GPR
performance for different features is summarized in Table 1,
where we employ 118 out of the 139 molecules from the dataset
having values for both Re and oe. The permutational invariance
of the GPR models upon exchanging the two elements in a
molecule (e.g., from molecule AB to BA) is ensured by permuta-
tion of the training sets.

After using different combinations of atomic and molecular
properties, we find that the dipole moment of a diatomic
molecule can be best learned by a GPR model using (EA1,

EA2, IP1, IP2,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

) as the input features. The performance

of this model is shown in Fig. 3. The predicted values reproduce
the true values very well with a small deviation that leads to a
normalized error rE o 5% (RMSE = 0.56 � 0.02 D). We have also
computed the learning curve of the cited GPR model, which gives
an intuitive idea about the model’s learning and generalization
performance concerning the size of the training set. The results
are shown in the inset of Fig. 3. The training RMSE and test
RMSE are shown as a function of the number of training data
points NTraining. The learning curve’s shade shows the variance
of training/test RMSE, obtained for each point from a MC
approach of 500 training/test splittings. The mean test error
decreases with increasing training data. In particular, with
80 training data, the learning curve is almost converged,
suggesting that this model can not benefit from more data of
the same dataset. The error’s variance shows the ability of the
model to be employed in different subgroups of molecules. In
this case, the variance of test RMSE becomes smaller as the
number of training data increases and converges to o0.02 D
with 60 training data.

In previous work, we have shown that Re, oe, and the
binding energy of a diatomic molecule can be learned through
groups and periods of the constituent atoms as features.9

However, the same features dramatically fail in learning the
dipole moment. In particular, we find that the test errors are
RMSE = 1.25 � 0.02 D and rE = 10.8 � 0.1%, respectively. In our
view, this is an indication of the more intricate nature of the
dipole moment compared to the spectroscopic constants of
diatomic molecules.

In ref. 29 it is shown that the dipole moment of diatomic
alkali–alkaline earth molecules can be empirically calculated
from the difference in the electronegativity of the constituent

atoms
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jw1 � w2j

p
, the mean atomic polarizabilities �a = (a1 + a2)/

2 and the dissociation energy De. We have generalized this idea

trough a GPR model by using (
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w1 � w2j j

p
, �a, D0

�1) as features
and applied it to the present dataset, despite the fact that
alkaline earth–alkaline molecules are absent in the dataset. We
have used the binding energy, D0, instead of the dissociation
energy, as the former is tabulated more frequently. As a result,
we find a normalized error rE = 10.5 � 0.3%, which indicates
that some of the physics behind the dipole moment function of
alkali–alkaline earth molecules is applicable to any other
molecule. This is an unexpected result that shows the under-
lying universality of the physics of the dipole moment.

The outstanding performance of (EA1, EA2, IP1, IP2,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

) as
features implies that the accepted picture in chemistry in which
the difference of the electronegativity of the atoms within a
molecule establishes the ionic character of the molecular
bond17,19,30 is not sufficient to characterize the dipole moment
of a molecule. When using the electron affinity and the atoms’
ionization potential as features, the performance improves

by 25%. However, only if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

is included as a feature,
the dipole moment is predicted with a RMSE below 0.7 D.

Therefore, we find that it is essential to add
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

as
a feature in describing the dipole moment of a diatomic
molecule. It can be shown that this feature is related to the

Table 1 GPR Predictions on the ground-state dipole moments. gi, pi, EAi,
IPi, wi, ai are groups, periods, electron affinity, ionic potential, electrone-
gativity and polarizability of the atom i, respectively. m is the reduced mass
of a molecule. For these results we employ 118 from the dataset out of the
139 molecules having values for both Re and oe

Feature Test RMSE (D) Test MAE (D) Test rE (%)

(EA1, EA2, IP1, IP2,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

) 0.56 � 0.02 0.43 � 0.0004 4.8 � 0.1

(w1, w2,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

) 0.70 � 0.05 0.52 � 0.03 6.0 � 0.4

(EA1, EA2, IP1, IP2, w1, w2) 0.86 � 0.006 0.65 � 0.02 7.4 � 0.05
(EA1, EA2, IP1, IP2) 0.97 � 0.05 0.74 � 0.05 8.3 � 0.4
(EA1, EA2, IP1, IP2, Re) 1.04 � 0.02 0.81 � 0.04 9.1 � 0.2
(w1, w2, a1, a2) 1.29 � 0.004 1.01 � 0.007 11.2 � 0.04
(w1, w2) 1.35 � 0.002 1.05 � 0.009 11.7 � 0.01
(
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w1 � w2j j

p
, �a, D0

�1) 1.21 � 0.03 0.96 � 0.03 10.5 � 0.3

(p1, p2, g1, g2, Re) 1.25 � 0.02 0.94 � 0.04 10.8 � 0.1

Fig. 3 The GPR predictions of the ground-state dipole moments. The
values shown in this figure are the average of predictions from 1000 MC
sampled training/test splittings.24 The test set contains 20 molecules, while
the training set contains 98 molecules. The mean and standard derivation
of the predictions are shown for each molecule when they are used as
training data (shown in blue) and test data (shown in orange). The inset
shows the learning curve, which shows the training and test RMSE of the
model with respect to the number of training data Ntraining. The shade in
the learning curve shows the variance of training/test RMSE, obtained for
each point from a MC approach of 500 training/test splittings.
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derivative of the electronic kinetic energy, T(R), at the equili-
brium bond length as31

�dTðRÞ
dR

����
R¼Re

¼ mReoe
2; (9)

which represents a force within the molecule. When equating
this force to the pure electrostatic force, one obtains Rd and,
through eqn (4), it is then possible to define the ionic
character as

IC ¼ 100 d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p� �1=2

; (10)

where the value of IC is given in percent. It is seen that IC does
not directly depend upon the electronegativity differences of
the atoms, contrary to the accepted picture in chemistry. The

feature
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

was first introduced by Hou and Bernath10,11

as an empirical relationship, and we use this here to define the
ionic character of a molecular bond.

Alternatively, the ionic character can be defined in terms of
the electronegativity difference between the two atoms forming
a molecule as

IC = 16|w1 � w2| + 3.5|w1 � w2|2, (11)

following Hannay and Smyth.30 Surprisingly, eqn (10) and (11)
lead to different results for the ionic character of the molecules
in the database, as shown in Fig. 4, where it is noticed that the
distribution of the ionic character following eqn (11) appears to
the complement to the one obtained from eqn (10). This is
related to the fact that the model of Hou and Bernath (eqn (10))
systematically leads to a larger ionic character than the model
of Hannay an Smyth.

The GPR model with (EA1, EA2, IP1, IP2,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

) as input
features shows several outliers. To see the importance of these
outliers we have compared the distribution of the ionic char-
acter and dipole moment of the molecules in Fig. 4 (shown in
grey) with the same magnitudes for the subset of 118 molecules
that can be learned in this work (shown in blue). The ML-learned
subset has similar overall distributions of dipole moments and
ionic characters in comparison with the whole dataset. There-
fore the outliers do not significantly modify the underlying
distribution that the molecules follow.

In Table 2, it is shown a classification of the outliers as a
function of its molecular bond and constituent atoms. The
effective atomic charges of these molecules are also calculated
with a density functional theory (DFT) approach, which is shown
in Table 3 utilizing different charge partitioning methods. The
calculations are performed with the B3LYP functional32 and
def2-TZVP basis set,33–35 with the Gaussian 16 package.36 We
have noticed that for these outliers, the natural bond orbital
(NBO) method gives larger effective atomic charges compares to
the Mulliken population. Furthermore, all the molecules showing
a NBO charge larger than 1.0 are the ones showing an ionic
character in virtue of eqn (10) above 100%. For the outliers within
the van der Waals molecules, we find LiNa and NaCs. LiNa has
the smallest Re and dipole moment of the bialkaline molecules in
this dataset, while NaCs has the largest Re and dipole moment.

To understand the effect of different bonding types on the
dipole moment, we plot in Fig. 5 the relationships between Re

and dipole moments for different kinds of molecules in the
current dataset, where the outliers are shown in red circles. We
observe that the relationships between Re and dipole moments
depend on the type of molecule under consideration. As shown in

Table 2 Outliers for learning the electric dipole moment of diatomic
molecules. These molecules are labeled in Fig. 2 and classified with the
types of constituent atoms and the molecular bonds

Type of bond Molecule

Nonmetal–nonmetal IO, CS, SiS, CSe
Nonmetal–F SF, BF, CF, OF
Metal–halogen GaBr
Alkaline earth–nonmetal BaO, SrO, MgO, SrS, BaS
Alkaline earth–H MgD, CaH
Metalloid–H BH, SiH
Transition metal–nonmetal VS, ScS, ThS
van der Waals LiNa, NaCs

Fig. 4 Comparison of the histograms of ionic characters and dipole
moments in the whole dataset (shown in grey) and the ML-learned subset
of 118 molecules (shown in blue). Panel (a) and (b) show the ionic characters
calculated from eqn (10) and (11), respectively. Panel (c) plots the histogram
of the dipole moment of the molecules. It is worth noticing that the dark blue
regions appear in regions where the grey and light-blue bars overlap.
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panel (a) of Fig. 5, Re and dipole moments show linear relation-
ship for metal–nonmetal molecules, in which the nonmetals
atoms are from the same group in the periodic table. Similarly,
linear behaviors have also been observed for the group IV/VI
diatomic molecules in ref. 37. For the oxygen halides shown in
panel (b), Re increases almost linearly with the dipole moment.
In panel (c), the molecules containing a transition metal and
a nonmetal atom show a different trend of the equilibrium
distance as a function of the dipole moment compared with

the molecules formed by the main-group metal elements non-
metal atoms in panel (a). Within these molecules, the outliers
are the ones with both the largest dipole moments and Re in
panel (c). Interestingly, we find that all the 4 alkaline earth–
nonmetal molecules in the dataset are outliers, as shown in panel
(d) of Fig. 5, which correlate with an NBO population larger than
1, as shown in Table 3. In particular SrO, BaO and BaS have the
largest atomic charges within the molecules in the dataset.

6 Conclusions

In summary, we have shown that through a GPR model, the
ground state dipole moments of diatomic molecules can be
related to spectroscopic constants, namely Re and oe. More
specifically, without any quantum chemistry calculation, the
dipole moments of molecules have been predicted with an
error t5% by using both atomic features, including electron
affinity, and ionic potential, and a combination of molecular

spectroscopic constants,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

. In addition, we find that the
difference in the electronegativity of the constituents atoms is
not sufficient to describe the dipole moments of the diatomic
molecules in stark contrast with what is generally assumed in
general chemistry. Therefore, our data-driven approach shows
that the nature of the dipole moment is more intricate than for
spectroscopic constants, and it is clearly correlated with the
very fundamental nature of the chemical bond. Finally, it is
worth emphasizing that our findings have been possible thanks
to the development of a complete and unbiased dataset.
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Appendix 1. Details about GPR

The kernel function employed in this work, which gives the best
CV scores, is the rational quadratic kernel22 defined by

k xi; xj jy
� �

¼ sf2 1þ r2

2asl2

� 	�a
; (12)

where sl is the length scale, a is a scale-mixture parameter and
r is the Euclidean distance between xi and xj defined as

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �T

xi � xj
� �q

: (13)

Appendix 2. The dataset for dipole
moment of diatomic molecules

The dataset is summarized in Table 4, which consists of dipole
moments, d, of 162 polar diatmonic molecules, 156 of which
have information about equilibrium bond length, Re, while 139
also have harmonic vibrational frequency, oe. The references of
the dipole moments are also listed in the table.

Fig. 5 The equilibrium bond lengths Re as a function of dipole moments,
classified by the type of the constituent atoms. The molecules that can be
described by the GPR models from (EA1, EA2, IP1, IP2,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mReoe

2
p

) are shown
in blue circles, while the outliers are shown in red circles.

Table 3 The effective atomic charges of the outliers with different charge
partitioning methods, calculated with the B3LYP functional32 and def2-
TZVP basis set33–35 with the Gaussian 16 package36

Molecule Mulliken Hirshfeld NBO

MgO 0.694 0.576 1.278
SrO 0.871 0.714 1.496
BaO 0.838 0.640 1.508
BaS 0.759 0.660 1.437
BF 0.099 0.073 0.549
CF 0.030 0.014 0.315
OF 0.017 0.012 0.063
SF 0.198 0.108 0.431
MgD 0.187 0.241 0.657
CaH 0.276 0.318 0.738
BH �0.036 0.072 0.349
SiH 0.048 0.122 0.349
SiS 0.231 0.222 0.656
CS �0.081 �0.087 �0.174
SeC 0.180 0.104 0.263
IO 0.412 0.214 0.625
GaBr 0.331 0.265 0.627
ScS 0.529 0.452 0.743
VS 0.425 0.247 0.343
CsNa 0.140 0.161 0.279
NaLi �0.074 0.001 0.007
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