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A fundamental link between conceptual density functional theory and statistical thermodynamics is
herein drawn, showing that intermolecular electrostatic interactions can be understood in terms of
effective work and heat exchange. From a more detailed analysis of the heat exchange in a perturbation
theory framework, an associated entropy can be subsequently derived, which appears to be a suitable
descriptor for the local polarisability of the electron density. A general rule of thumb is evidenced: the
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1 Introduction

From the very beginning, density functional theory (DFT) and
thermodynamics have been closely connected." This analogy
very likely started with the treatment of a set of electrons
as an inhomogeneous gas by Hohenberg and Kohn.” It has
been later reinforced by the development of a Gibbs-Duhem
equation counterpart.® The coining of the Lagrange multiplier
associated with the energy minimization after the thermo-
dynamics chemical potential pursued even further the
connection.”

Many macroscopic concepts have also found their analog
in DFT. The definition of pressure’ and temperature®® of
an electron system and the proposal of a maximum entropy
principle®'? are other examples."* More recently, temperature-
dependent conceptual DFT descriptors'>™*® and temperature-
dependent charge transfers have been paid a lot of attention,
even though it has become quite clear that the temperatures
required for tangible electron density modifications are much
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larger than the macroscopic temperatures used in routine
experimental chemistry, ultimately suggesting that ‘‘elec-
tronic” and thermodynamic temperatures are two separate
quantities.

It will be shown in this article that the interaction with
an external perturbation may modify the electron density in
such a way that it would be equivalent to a change in a
well-defined electronic temperature. To prove it, we follow
the traditional line by applying statistical physics concepts to
DFT. Through this approach, the work and heat exchange
between an electron system and its surroundings will be
defined, and the definitions of the associated entropy and
temperature will be subsequently provided. Interestingly, the
temperatures calculated through this analogy are in agreement
with the temperatures needed to make an electron density
evolve.

Thus this paper is organized as follows. In the following
section, we discuss some previous temperature and entropy
definitions in conceptual theoretical chemistry, in order to
unravel the differences between our approach and those
already reported in the literature. In the third one, basic
relations between statistical physics and thermodynamics are
recalled. The fourth section then exploits the reminded con-
cepts to devise the analogy with conceptual DFT"’™*° and to
define electronic work and heat counterparts, while section five
more specifically deals with the concepts of entropy and
temperature. Then, in section seven, these concepts are applied
to a few molecular systems, such as acrolein, thiophene and
pyrrole using the methodology outlined in section six. The
article ends with some concluding remarks.
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2 Temperature and entropy in
theoretical chemistry

The purpose of this section is to highlight (without aiming at
being comprehensive) some peculiarities of our approach by
confronting it with some other conceptual schemes dealing
with temperature. Note already that the aim here is not to
define an exact explicit temperature-dependent density func-
tional theory, but rather to use temperature as a probe for some
specific property of interest. Saying otherwise, our aim here is
conceptual and not computational DFT. Briefly (and with a
little oversimplification), with this premise, two main objec-
tives can be delineated for the use of temperature in DFT.

The first one is mainly developing a computational tool
targeted to improve or diagnose the methods. This is for
instance the case of thermally-assisted-occupation DFT>%*!
where a “fictitious” temperature is introduced in order to
add flexibility for the design of accurate exchange-correlation
functionals by involving virtual orbitals (VOs), while, in princi-
ple, the use of VOs is avoided in exact Kohn-Sham (KS) theory.
Still within the KS framework, Grimme and Hansen considered
finite-temperature DFT to characterise the multi-reference
character of molecules and to assess the amount of static
correlation.”® This is also usual in DFT solid state calculations.”

The second goal is related to the rationalisation of chemical
behaviours and in particular of reactivity. For instance, Schef-
fler and co-workers introduced the change of the electron
density due to the excitation of low-energy electron-hole pairs
induced by an increased electronic temperature as a quantity
that characterises the spatial distribution of the reactivity of
metal surfaces.”® It illustrates Chermette’s statement that
“local reactivity indices may be introduced, taking into account
variations with respect to variables [...] such as the electron
temperature, 7, which induces electronic excitations”.®

There were thus several proposals for electronic temperature
and electronic entropy based on the electron density. Among
them, we should cite the Ghosh-Berkowitz-Parr (GBP)
definition,** which reads:

t5(r) ) dr. (1)

ttr (l‘)

Seap o Jp(r) (c +1In

where t; and ¢ denote the KS fictitious and Thomas-Fermi
kinetic energy densities, respectively. A local temperature was
associated according to (with kg being the Boltzmann con-
stant):

_ L3
B = T ~ 2600 )

Another relevant work is the extensive use of information
theory by Liu, and in particular of the Shannon entropy and
Kullback-Leibler divergence, to unravel chemical reactivity, to
retrieve main electronic effects and to provide predictive
models."”**® The key formula of this approach is:

Ss = Jp(r) In p(r)dr. (3)
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The works by Heidar-Zadeh, Ayers and Nalewajski
axiomatization of atoms-in-molecules partitions (with applica-
tions to the study of bonding)*? based on such quantities also
deserve to be mentioned. More fundamentally, as proved by
Nagy, such defined entropy determines every property of a
finite Coulomb system.**

Accordingly, all these works intend to extract physico-
chemical information from a given electron density. Our goal,
here, is different: we do not aim to characterise the electron
density by itself and as it is, but, rather, its propensity to be
modified or distorted. Within the so-called canonical represen-
tation, two factors can make it evolve: either a variation of the
electron number, or of the external potential.

Variations associated with the change of electron number
have been the topic of many papers since the seminal Perdew—
Parr-Levy-Balduz article.®® The prototypical case is that
recently reviewed by Gazquez and collaborators:'* “the system
under consideration is highly diluted in the solvent, which acts
as an electron reservoir, so that the number of electrons in the
system will fluctuate because it can exchange electrons with the
solvent”. In the so-called three-state model, the fractional
number of electrons around N, is modelled by a mixing of
the Ny — 1, Ny, and N, + 1 states. Then, the average number of
electrons can be expressed by (see also Chapter 4 in Parr and
Yang’s textbook®):

A+p Ttp
e/\'BT —e kgT
(N) = No + Atp I+ (4)

1 + ekpT + ei/(BT

where A and I, respectively, denote the vertical electron affinity
and first ionization potential of the considered system, and p is
the electronic chemical potential. In this grand-canonical
ensemble, the associated entropy is then defined using the
corresponding partition function Z and the average energy (E):
E—UW%

(5)

_ (E)
Sge = kg (1nZ+ T

It it thus plain to see that this temperature T here controls
the average fraction of electrons exchanged with the surround-
ings. As a consequence, to quote Franco-Pérez,"* “it is now well-
accepted that the temperature that one uses when exploring
chemical reactivity concepts is not the true temperature but an
“effective” temperature that models in a qualitative way, inter-
actions between reactants during a chemical reaction”, and,
even more precisely, it is the charge transfer component of such
a reaction.

Additionally, electron density variations due to the external
potential can be split into two categories: those induced by
displacements of nuclei associated with the atoms of the
molecular system itself, and those triggered by an additional
potential that does not belong to the initial system (this is
the case for instance when a reaction partner approaches).
The first category is closely related to molecular vibrations. In
such cases, the relevant temperature is that associated with the
nuclei kinetic energy, which, by virtue of the equipartition theorem,
is directly linked to the thermodynamical temperature defined in
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the NVT ensemble. In a recent paper,*® molecular dynamics
simulations (using classical nuclei) were performed to assess to
what extent electron density-based reactivity descriptors are
affected when structural breathing is described by thermal
nuclei moves.

Here, we target the second category: the changes in the
electron density associated with the addition of a new external
potential, and we will show in Section 4 how a specific tem-
perature can be associated with it. To this aim, some thermo-
dynamical key concepts have to be preliminarly introduced.

3 Statistical physics background

It is textbook knowledge to retrieve thermodynamics from
statistical physics.’” Through this approach, work, heat,
entropy and temperature can be derived from probability
distributions within the appropriate statistical ensemble.

Take a closed system that can exchange heat (6Q) and work
(W) with its surroundings. The first principle of thermo-
dynamics, which merely translates the energy conservation of
the system, states that:

dU = 8W + 3Q. (6)

Within the canonical ensemble, the internal energy can be
written as:

U= Zp,-E,-, 7)

in which p; and E; are, respectively, the population and the
energy of the ith state. If one lets the system undergo a
transformation in which heat and work are exchanged, the
internal energy variation is given by:

dU = Z dpiE; + ZPdei, 8

where the first right hand side term corresponds to a change in
the state populations, while their energies remain constant. On
the contrary, the second term describes the variation of the
energy levels at constant population.

Now let 4 be a parameter of the Hamiltonian describing the
system. The associated force is:

F= R )

Upon infinitesimal variations of /, each energy level is modified

according to the Hellmann-Feynman theorem:
dE; = (P|F|¥)d] = —dW; (10)

where dW; is the work provided by the surroundings. Its
statistical average is

Hence the work exchange is clearly ascribed to the variation
of energy levels at constant population. Therefore, the second
right hand side term of eqn (8) can be identified with the heat
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exchange. This last result can actually be derived indepen-
dently. Indeed, the corresponding Gibbs-Shannon entropy is
given by:

S = _kB Zp, ll’l[),‘. (12)

For closed systems, the number of particles is constant,
> dp; = 0. Hence,

dS = —kg »_dp;Inp;. (13)

within the canonical (NVT) ensemble, probabilities are given by:
1

pi = Ee*ﬂ(b‘f*ﬁh)’ (14)
with Z the partition function:

7 = Z e*ﬂ(E/’*EO)7
J

E, being the ground state energy taken as energy of origin, and
B = (ksT)"". Hence,

(15)

dS = — kg Z dp; (ln e PE—E) _ 1 Z)
’ (16)
= —kp Y _dpi(—B(E: — Ey)) —kgInZ > _dp;,
so that, still for a closed system,
1
s = ?Z_: dpi(E; — Ey). 17)
The associated heat is thus,
8Q = TdS = dpi(Ei — Ep). (18)

It is plain to see that, for a quantum system exchanging work
and heat with its surroundings, on the one hand, the work
exchange can be seen as a modification of the total energy due
to a change in the state energy, while their populations remain
unchanged. On the other hand, the heat exchange can be seen
as an evolution of the total energy induced by a change in the
state occupations.

We now apply these results to the fundamental equations of
conceptual DFT.

4 Work and heat in conceptual DFT

For the sake of simplicity, one considers in the first stage a
closed electron system that can only exchange energy with its
surroundings. Systems able to exchange particles and therefore
undergo chemical reactions will be the subject of another
paper. The average electronic energy can be written as:

E= ZP,‘E:',
7

in which p; is the population of the electronic state of energy E;,
E, and p, being, respectively, the energy and the population of
the ground state. It is well known that at room temperature

(19)
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only the electronic ground state is (at equilibrium) generally
significantly populated. For instance, a temperature of 20 000 K
would be required to populate the first excited state of hydro-
gen by 1 percent of the total population. Therefore, the latter
equation reduces to:

E=E,. (20)

Let us now imagine that this system is perturbed by, for
instance, an electrostatic external potential created by a point
charge. The energy variation of the ground state is, up to the
second order, given by:

dE = Jp(r)Sv(r)dr + %Ux(n r')8v(r)dv(r')drdr, (21)

8 = H — H, being the perturbation Hamiltonian, p(r) the
electron density and y(r,r') the so-called static linear response
kernel. The first right hand side term of the latter equation is
the linear Stark effect energy. It actually corresponds to the first
order energy correction in perturbation theory:

EY = (Wo|(H — Hy)|Yo), (22)

and also to the variation of the ground state energy at constant
electronic configuration (since this first-order perturbation
does not populate the other states):

EV = (Wo|(H — Ho)|o) = podEo. (23)

By analogy, one identifies this term to the work exchange. In
the case of a negative point charge around the system, then
dv(r) > 0. The system is thus providing work to its surround-
ings.

W = Jp(r)&v(r)dr > 0. (24)

On the contrary, in the case of a positive point charge interact-
ing with the system, then &y(r) < 0 and dW < 0, so that the
system is receiving work from the medium.

In a recent paper by the same authors,*® it has been shown
that the second right hand side term of eqn (21), the polarisa-
tion energy, can be seen as an electron reconfiguration energy
describing how the electron density is adapting to the new
external potential. The perturbed wave-function can then be
projected upon the basis set formed by the unperturbed
eigenvectors,

VYo = ch x Y. (25)
k

The population of each excited level is dp; = ¢%, the ground
state being finally populated by dpy = 1 — 3" ¢;?. This polarisa-
tion energy can be expressed as:

E®? = %JJ;{(L r)dv(r)dv(r')drdr’ = — dek x (Ep — Ey),
k#0

(26)
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where the population of the excited state k reads:
(KIF — Fiol0))
_ —ct0 _ 2
<m—< — ) e, (27)

and the corresponding electron density polarisation is given by

5p(r) = Jx(n Non(E)dr =25 e (Wilp()|Po). (28)

k#0

where p is the one-electron density operator. Thus, the second
right-hand side term of eqn (8) can be identified with the heat
exchange

8Q == dpk x (Ex — Eo). (29)
k#0
In summary:
dE = po x dEg — Y _dp x (Ex — Eo) =3W +3Q.  (30)

k

It is quite clear that an electron system perturbed by a point
charge mainly induces a work exchange between the system
and the point charge. Indeed, the work is the first order
correction to the total energy. This work is accompanied by a
small exchange of heat due to the reshuffling of the electron
density, which is actually a cooling of the system. Indeed,
whatever the perturbation, the polarisation energy is always
stabilizing. Interestingly, the cooling can be the main effect if
the perturbation is due to a dipole. In this case, the work done
by the positive and the negative ends of the dipole cancels out,
and the polarisation/heat transfer takes over it. Besides, this
cooling is associated with a modification of the energy level
population. At this stage, it would thus be appealing to define
the temperature of the perturbed system.

5 Entropy and temperature

The Gibbs-Shannon®® entropy of the unperturbed system is
null (in analogy with Nernst’s third law of thermodynamics)*®
since only the ground state is populated (p, = 1, and p; = 0 for
i # 0) and thus

Sunpert = —kp Zpk lnpk = *kB(PO lnp()) =0. (31)
k

Once the electron system is perturbed, a certain number of
states |¥;) of energy E; become populated by a fraction dp; of
the total electron number. The entropy variation is thus
given by:

dS = —kp »_ dpiIndpy. (32)
k

The sum over the states includes the ground state, whose

population is after perturbation py+ dpy = (1 -3 dp,~)7 dp;
i#0

being the population of the ith excited state. dS actually

translates the spreading of the electron density over the excited

states. It can be seen as a measure of how dispersed the
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http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0cp03228j

Open Access Article. Published on 21 September 2020. Downloaded on 8/14/2025 11:06:38 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

PCCP

electronic polarisation is, both in real space and among the
energy states. Thus, a polarisation that leads to a wide electron
density reshuffling would exhibit a large entropy. We stress that
only static polarisation is considered here, ie. the case of
entropy of electromagnetic polarisation, more tricky,"*™** is
not approached in this work.

In Section 2, the connection between entropy, heat and
temperature was done through the Boltzmann distribution in
which the population of an excited state k depends on the ratio
between the energy difference and the temperature. Thus, when
one raises the temperature, the lowest excited states are popu-
lated first. In the problem at hand, the probability of having the
level k populated is more intricate since it is given by:

dp = <<k|Hpmo>)?

33
B E (33)

Should the numerator of the latter equation be the same for
all the excited states, then a simple statistical distribution
would be easily found. Indeed, the occupation would be a
unique function of the inverse of excitation energies. Unfortu-
nately, the numerator makes the connection between the
ground state and the excited state through the perturbation
potential. Therefore the numerator can be quite important for
high excited states, and the population distribution may not be
monotonic. Consequently, high excited states can be much
more populated than lower ones. In this situation, a tempera-
ture can be hard to define rigorously. However, it will be shown
in the next section that as an empirical relation exists between
entropy and polarisation energy (heat), a temperature can be
calculated. Indeed, one can use the macroscopic definition:

_OE

T=—.
oS

(34)
It has been previously mentioned that the electron density
reshuffling induces a cooling of the system. The temperature
is required to drop from the unperturbed system whose tem-
perature is already 0 K. In the current context, to get positive
temperature values, the absolute value of the energy in eqn (34)
was considered. This temperature translates the energy
that would have been needed to distort the electron density,
according to:

e
T= 95 =
d(—k;dpk ln(dp/())

Alternatively, one can conceive T as the temperature of the
electron system subjected to perturbation, so to say, ‘how hot
the perturbed electron density is”. For a specific molecule, one
can compute for different locations of the perturbation the
polarisation energy and the associated entropy, and then
compute a numerical derivative that has physical features of
a temperature.

It is easily seen that if the perturbation is due to a point
charge, the electric charge that generates the electrostatic
potential will increase the population of every state. In that

> —dpi x (Ex — Ey)
k

(35)
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regard, the electrostatic charge can be seen as a temperature
counterpart. It indicates how ‘“hot” the point charge is. The
dependence of temperature on the small electric charge 8g of
the point charge perturbation is not difficult to delineate. From
eqn (33), the level occupations are proportional to 8g° This
leads to the following dependence for the temperature:

|
Tox — .
“Tnog

(36)

As a final remark for this section, let us notice that the gist of
thermodynamics is essentially making averages. In the previous
equation, a sum is made on all the considered perturbations
of the external potential, which are independently imposed on
the system. This can be compared with the other definitions
presented in Section 2. Indeed, in eqn (1) and (3), the sum is
made on all real space points where the electron density is
evaluated. In eqn (5), the sum is carried out on the states
featuring different electron number values. In the case where
temperature controls the nucleus movements, the sum
depends on the vibrational modes. This freedom on the choice
of summation index accounts for the variety of possible tem-
perature definitions in theoretical chemistry.

6 Computational details

All gas phase geometries and wavefunctions were obtained at
the B3LYP/6-31+G* level of theory using ORCA 4.0 software.** In
all cases, the first 50 excited states were computed using the
Tamm-Dancoff approximation (TDA). Transition densities for
all 50 excited states were extracted in the cube file format using
the orca_plot utility. They were used to evaluate the different
descriptors analysed herein by a home made Fortran program
that can be obtained from the authors upon request. Integra-
tion was performed by direct summation on the cube grids,
whose spacing was in all cases less than 0.15 bohr. Potential
perturbations were located at each nucleus of relevant atoms,
which is in a way reminiscent of the H* method.*>*®

We would like to stress the fact that even if DFT was used
here to generate all data, the post-Hartree-Fock (post-HF)
methods could also have been used without any difficulty,
since our approach only requires electron densities and transi-
tion densities that are in principle also available with the post-
HF calculations. In that sense, the use of the “‘conceptual DFT”
phrase should not be seen as restricting the method applica-
tion to the sole DFT.

7 Polarisation entropy of selected
molecular systems

In this section, the concepts previously defined are applied to
several representative molecular systems, namely propenal (aka
acrolein), thiophene and pyrrole.
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7.1 Acrolein

Propenal, more widely known as acrolein, is an enal (conju-
gated carbonyl system).

It is well known that this molecule is prone to react with
nucleophiles. The carbonyl carbon, hereafter numbered C3,
reacts readily with “hard” (in the sense of Pearson’s hard and
soft acids and bases (HSAB) theory)*” nucleophiles. The con-
jugated carbon or f carbon, numbered C1, reacts better with
“soft” nucleophiles leading for instance to the so-called
Michael additions, which are among the most widespread
techniques to form carbon-carbon bonds. On the other hand,
the oxygen atom of the carbonyl group generally undergoes
complexation with metal cations or protonation. The first stage
of a nucleophilic attack on acrolein is represented in Fig. 1.

Carbon 1, the conjugated carbon, is considered as the most
polarisable atom and therefore as softer. Within the HSAB
principle, this atom reacts best with soft bases. On the other
hand, carbon 3 is considered as the least polarisable, or the
hardest. It is prone to combine with hard bases. Another way to
explain the reactivity of C1 is to look at the reaction intermedi-
ate. In Fig. 1 it appears that the attack on carbon 1 leads to the
most stable intermediate because the additional charge is best
spread among the molecule.

To assess the polarisability of each carbon, a perturbation
has been successively set on their nucleus. In Fig. 2 the density
polarisation maps for the acroleine perturbed on C1(A), C2(B)
and on C3(C) are represented.

The density accumulation regions are colored in red, while
the density depletion regions are in yellow. The perturbation by
a negative point charge of ¢ = —0.1 e successively located on
each carbon induced a density depletion on the corresponding
carbon. These density polarisation maps are a way to describe
how the density is reshuffled or spread among the molecule,
which atoms gain or lose electron density. The biggest reshuf-
fling is reached when the perturbation is located on Ci1,
which is consistent with the fact that it is the most polarisable
amongst the carbon backbone. To get a more quantitative
assessment, the polarisation energy and entropy have been
calculated.

In Fig. 3, the polarisation spectrum for the 50 first excited
states is represented along with the polarisation energy and
the corresponding entropy for each carbon. The polarisation
spectrum describes on the Y axis the transition probability dp;
triggered by the perturbation with respect to the excited state

©
"“\/O{QB Ml 2N 0

Nu
2
10 )\/°
e < °
-y

Fig. 1 First stage of the nucleophilic attack mechanism on acrolein.
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Fig. 2 A Band Cindicate that perturbation is applied, respectively, on the
nucleus of atoms C1, C2 and C3. Density polarisation maps. isovalue of
0.0005 e bohr™>.

number k on the X axis. The Gibbs-Shannon entropy has been
computed for the three positions of the perturbation, namely
on atoms C1, C2 and C3. It is plain to see that for carbon C1
fewer excited states are involved than those of the two other
carbons. However the transition probabilities are about one
order of magnitude higher. So even though the polarisation is
distributed on fewer excited states, its magnitude is much
higher. The entropy is therefore higher when the charge is
located on C1 than on other carbons.

The polarisation energy, the second order correction to the
energy, which is, according to Section 4, the heat exchange, was
also calculated. The polarisation energy follows the same trend
as the polarisation entropy. The polarisation energies are
—8.52 x 102 eV, —5.81 x 107> eV, and —3.52 x 10> eV for
carbons 1, 2 and 3, respectively. So, the bigger the entropy, the
smaller the polarisation energy, and the larger the stabilization.
As a consequence both the polarisation energy (heat exchange)
and the polarisation entropy seem to be good candidates to
indicate the most polarisable atom among the carbon back-
bone. Indeed, the results show a strong correlation between the
polarisation energy and the polarisation entropy, which holds
as far as our perturbative calculation remains valid.

Finally, it might be interesting to assess the temperature
associated with the different reshuffling. Provided that it
is applicable, eqn (34) indicates that temperature can here be
expressed as the slope of the E = f(S) plots. In Fig. 4, the

Transition Probability vs Excitated State Number
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Fig. 3 Polarisation spectrum when C1, C2 and C3 are perturbed bya —0.1e
point charge.
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Fig. 4 Absolute polarisation energy versus entropy; g = —0.1 e and g =
—-03e.

absolute values of the polarisation energy with respect to the
polarisation entropy for, respectively, a point charge perturba-
tion of ¢ = —0.1 e and g = —0.3 e applied on all the atoms of
acrolein are represented. The (E = 0, S = 0) point was also added
to the data sets, as the unperturbed system is expected to
display both null polarisation energy and entropy.

It is believed that the number of E = f(S) points is large
enough to draw some conclusions. In both cases the polarisa-
tion energy and the polarisation entropy are linearly connected.
For a point charge perturbation of ¢ = —0.1 e located at the
nucleus of each atom, the corresponding temperature (slope) is
about 9800 K. For a point charge perturbation of ¢ = —0.3 e
the equivalent temperature is about 13 000 K. These levels of
temperature are in agreement with the temperature needed
to distribute 1 percent of the total population of a molecule
collection on the first excited state. As noted in other
temperature-based developments, and as stated earlier, this
temperature is also much higher than the ‘“macroscopic”
temperature used in chemical synthesis. Interestingly, even
though the heat transfer and polarisation entropy values
change with the location of the point charge perturbation,
the global temperature remains the same and seems only
dependent on the charge magnitude.

To evaluate the temperature dependence on charge, we
considered again nuclei-centred perturbations, the point
charge magnitude varying from —5 x 10°* to —5 x 107" e.
Linearity of the S = f(E) plot is maintained in all cases (R* being
above 0.99 in all the cases). Moreover, the slope variation with
the charge complies with the expected 1/ln g> dependence, as
shown in Fig. 5, thus reinforcing confidence in the found
results.

7.2 Thiophene and pyrrole

Reactivities of thiophene and pyrrole are very comparable.
They generally undergo aromatic electrophilic substitution at
the o carbon, the carbon neighbour to the heteroatom.*® The
limiting step of this reaction is the addition of the electrophile
on the aromatic system, which is indeed highly endothermic
and thus, according to Hammond’s postulate’ is associated

This journal is © the Owner Societies 2020

View Article Online
Paper
T emperature (K) vs Charge (|e’|)

18000
16000

<
(]
—
35
2
o
g 315800
£ 6000 Tr(gy=— i
@ 4000 3.1044x1n(0,00769349x ¢* )
2000
0
-0,6 0,4 0.2 0 0,2 04 06

Charge (|e-])

Fig. 5 Temperature as a function of the pertubation charge.

with significant activation barriers. Because of the late char-
acter of the transition states of addition, selectivity is assumed
to be better grasped through a study of the reaction intermedi-
ate, rather than of the starting reagent. From Fig. 6, one may
indeed see that addition on the « carbon leads to the best
dispersion of the positive charge over the molecule, and thus
the associated intermediate (and transition state) should
accordingly be the lowest in energy.

However, it is noteworthy that in this particular case the
driving force beneath the stabilisation of the reaction inter-
mediate already manifests itself in the starting reagent. Indeed,
the higher propensity to disperse the excess positive charge in
the « intermediate can be traced back to the higher polarisa-
bility of this atom in the heterocycle. As such, we may expect to
retrieve the regioselectivity of the electrophilic substitution on
these heterocycles from a study of the polarisability of the
carbon atoms on the ring.

Again, to check which atom is the most polarisable or soft,
a perturbing positive point charge (+0.1 e) has been successively
located on each nucleus. As the molecule is symmetrical,
only two carbon positions have been tested, namely the « and
f carbons. The density polarisation maps are represented in
Fig. 7. The color code is unchanged, the electron density
depletion regions are colored in yellow, while the regions that
gain electrons are in red. Qualitatively, the same maps are
obtained for both pyrrole and thiophene. The depletion regions
for a perturbation located on the o carbon are the neighbour
f and opposite o carbons. This is in agreement with the Lewis
structures represented in Fig. 6. The same goes for the pertur-
bation positioned on the nucleus of the f carbon. In this case

® e — —
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& H\“ U H\\‘ X

" ®
240
E
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X
®
Fig. 6 First step of the aromatic electrophilic attack on a five member ring

E
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Fig. 7 Density polarisation map for perturbation on carbon (A) o« and (B) f
of thiophene (1) and pyrrole (2). Isovalue of 0.0005 e bohr~>.

the electron density depletion is principally located on the
alpha carbon and the heteroatom, once again in full compli-
ance with the Lewis structures in Fig. 6.

It is now important to assess polarisation energy and
polarisation entropy for both cases to check whether they
are good indicators of the stabilization of the additional
charge. The decomposition spectra for both molecules and
both perturbation locations are represented in Fig. 8 and 9.

In the case of thiophene, it is striking how the polarisation
spectra are different between o and f§ positions. Very few excited
states are triggered in the former, while many are in the latter.
The intensities are also quite different. Indeed, the transition
probabilities are four times higher in the former than in the
latter. The polarisation entropy and polarisation energies fol-
low the same trends as for acrolein: stronger intensities lead to
strong entropy and an important stabilization energy. Polarisa-
tion entropy and polarisation energy therefore are accordingly
remarkable indices to describe the stability of the late reaction
intermediate formed by the attack of an electrophile on thiophene.

The same trend is also observed for pyrrole. When the
perturbation is located in carbon o, fewer excited states are
triggered than that of carbon f. The transition probabilities are
nevertheless bigger for the former than for the latter leading to
a larger polarisation entropy and a stronger polarisation energy

Transition Probability vs Excited State Number For carbon a and B of
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Fig. 10 Absolute polarisation energy with respect to the polarisation
entropy for thiophene and pyrrole. g = 0.1 e.

stabilisation. Again the polarisation energy and the polarisation
entropy are good descriptors of the stability of the late reaction
intermediate.

Finally the temperature has been calculated using the same
protocol. In Fig. 10 the polarisation energy with respect to the
polarisation entropy for the perturbation point charge located
successively on each nucleus is represented. Just like for
acrolein, a linear relationship connects the polarisation energy
to the polarisation entropy, with a temperature close to 8600 K.
This procedure done on pyrrole leads to a temperature of
9100 K. Again these ranges of temperature are in agreement
with the calculated temperature needed to excite 1 percent of
the total population of a collection of molecules in the first
excited state.

8 Concluding remarks

The main goal of this paper was to show that a close analogy
can be drawn between conceptual DFT and statistical thermo-
dynamics. This analogy has led to the proposal of a new
perspective on work, heat, entropy and also temperature asso-
ciated with the electron system. It must be noted that their
calculations come with quite a heavy price. Indeed, lots of
excited states must be computed. An assessment of their added
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values with respect to more traditional DFT descriptors has to
be undertaken. However, they thus complement the standard
temperature defined and used in molecular dynamics, which is
related to kinetic energy of the nuclei, and thus to the nuclear
moves. In this contribution, we gave compelling evidence that
the application of this concept to the electron density provides
useful hints on chemical reactivity. More precisely, when an
isolated molecule undergoes a perturbation of the potential it
is submitted to, the electronic energy variation can be seen
in terms of electronic work and electronic heat exchange, the
latter being invoked when an electron density polarisation is
induced.

This density reshuffling can be further approached as a
cooling (heat exchange) and is translated by a modification of
the energy level occupations. It follows that an electron dis-
tribution entropy can be defined along with an electronic
temperature. The polarisation entropy thus defined is able to
characterize the stabilization due to the reshuffling and can be
used to predict the stability of a chemical reaction intermedi-
ate. Many articles have recently focused upon the variation of
DFT descriptors with temperature. In many of them, this latter
concept remains elusive. It is believed that this approach may
pave the way of the definition of temperature-dependent con-
ceptual DFT descriptors.
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