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Ultrafast two-pulse experiments on single molecules are invaluable tools to investigate the microscopic
dynamics of a fluorophore. The first pulse generates electronic or vibronic coherence and the second
pulse probes the time-evolution of the coherence. A protocol that is able to simulate ultrafast
experiments on single molecules is applied in this study. It is based on a coupled quantum-mechanical
description of the fluorophore and real-time dynamics of the system vibronic wave packet interacting
with an electric field, described by means of the stochastic Schrédinger equation within the Markovian
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limit. This approach is applied to the DNQDI fluorophore, previously investigated experimentally
[D. Brinks et al., Nature, 2010, 465, 905-908]. We find this to be in good agreement with the experi-
mental outcomes and provide microscopic and atomistic interpretation.
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1 Introduction

In the last decade, ultrafast spectroscopy on single molecules
has become a powerful tool to investigate different features of
microscopic dynamics as quantum coherence.'® A possible
strategy to study processes at the atomic scale is to set up
techniques which have appropriate sensitivity. Ultrafast spectro-
scopy employs ultrashort pulses whose duration has the same
time scale (ideally shorter) as the processes one wants to
investigate.® Pulses resolved at the femtosecond timescale
are essential to detect very fast molecular processes such as
electronic dephasing, charge transfer, excitation energy transfer,
and vibrational energy relaxation."”™ Many of these ultrafast
processes play a relevant role in biological processes: indeed one
of the applications of ultrafast experiments is the detection of
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complexes involved in photosynthesis."*™®

In order to detect femtosecond molecular processes, different
ultrafast techniques based on ensemble measurements have
been developed. In particular in the framework of non-linear
optics, multidimensional electronic spectroscopy has allowed
the investigation of the vibrational structure of a system and the
detection of coherence decay.'”'® Different from multidimen-
sional spectroscopy, single-molecule techniques' "% have the
advantage of preventing ensemble-average effects, detecting the
intrinsic inhomogeneity due to different conformations and
local environments experienced by each molecule. The outcomes
of two-pulse ultrafast experiments may be strongly affected by
quantum coherence whose persistence depends on the inter-
action between the system (i.e., the molecule under study) and
the environment. For this reason the effects of the surrounding
environment cannot be neglected, and the system is described
as open.'’

Approaches based on the time-dependent Schrodinger
equation have been widely employed to perform a time-resolved
analysis of the optical processes of interest, also coupled with a
quantum chemical description of the molecule,>* ¢ usually
focusing on a close system. A description of the spectroscopic
target in terms of open quantum systems®”*® is required in
order to include the presence of a surrounding environment.
Most of the approaches present in the literature are based on
density matrix master equations® > involving phenomenological
parameters,*~* in some cases including a vibronic analysis.***®
The density matrix approach has been also coupled with a

This journal is © the Owner Societies 2020


http://orcid.org/0000-0001-5409-1225
http://orcid.org/0000-0003-3389-0989
http://orcid.org/0000-0003-1924-2862
http://orcid.org/0000-0001-6707-108X
http://crossmark.crossref.org/dialog/?doi=10.1039/d0cp02557g&domain=pdf&date_stamp=2020-07-08
http://rsc.li/pccp
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0cp02557g
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP022029

Open Access Article. Published on 13 July 2020. Downloaded on 1/14/2026 3:39:57 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

TDDFT*”*® or quantum-chemistry-based® description of the
spectroscopic target. The protocol here employed is based on
existing methodologies that, when combined, allow the inves-
tigation of ultrafast processes preserving a refined description
of the fluorophore. The fluorophore time propagation is com-
puted through the stochastic Schrédinger equation (SSE)**™*?
within the Markovian limit.**** In this model, dissipation and
fluctuations due to the environment are included by means of
stochastic terms in every realization of the wave function
evolution. Averaging over a number of realizations leads to
results equivalent to the Lindblad master equation solution
with the advantage of less computational effort.*> The density
matrix terms (i.e. populations and coherences), computed
starting from the coefficients of wave function expansion, are
used to interpret the experimental results.

The SSE is coupled with a quantum mechanical description
of the vibronic structure of the molecular target, such as vibronic
energies and transition dipole moments. This information can
be obtained by fitting experimental results. However, this
method usually leads to no univocal sets of input data. On the
other hand a quantum chemistry computation of the fluoro-
phore leads to a univocal system description. In the present work
the electronic ground and first-excited states of DNQDI have
been characterized in terms of energies, dipole moments and
normal mode frequencies employing DFT/TDDFT methods.
A vibrational structure has been included by means of harmonic
vibrational levels and related Franck-Condon factors.

The whole protocol, schematized in Fig. 1, has been applied
in the present work to a two-pulse experiment performed on the
DNQDI fluorophore,* in order to clarify the interpretation of
the experimental results. In the experiment,’ fluorophore
molecules embedded in a thin polymeric matrix interact with
two identical pulses 15 fs long separated by a controlled delay
time At of the order of femtoseconds. Moreover a phase
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Fig.1 Scheme of the protocol employed to simulate ultrafast experi-
ments on single molecules.
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difference A¢ between the two pulses is applied. Ultrashort
pulses have a bandwidth large enough in the frequency domain
to excite various vibrational levels of the electronic excited state.
The fluorescence signal of single molecules (proportional to the
population in the excited state after the two pulses) has been
detected for fixed phase differences. Their profile as a function
of delay time has a dumped oscillating behaviour with frequen-
cies distributed between 670 and 1500 cm™' and a peak at
1070 cm "' The signal decay is the result of pure electronic
and/or vibronic dephasing of the wave packet:>***° typical
dephasing times T, for this molecule under the experimental
conditions reported in ref. 1 are around 60 fs. Oscillations
were explained in terms of wave packet interference and inter-
preted as an excited-state vibrational signature of DNQDIL" In
detail, the first pulse populates a manifold of vibrational levels
of the excited state, generating a vibronic wave packet and it
creates a coherence between the electronic ground state and
the excited state, which evolves with time. The second pulse
interacts with the system generating another wave packet that
can interfere constructively or destructively with the first one,
depending on A¢ and At values. The excited state population
after the second pulse depends on such interference that in
turn is sensitive to the decoherence taking place during At.
Thus the emission signal provides signature of the coherence
dynamics.

This paper is organized as follows: the theoretical frame-
work employed to simulate the ultrafast dynamics induced by
two pulses is described in Section 2, computational details are
briefly summarized in Section 3, the present results are
reported and discussed in Section 4, and our final comments
and perspectives are summarized in conclusions.

2 Theory

Our theoretical and computational approach is hierarchically
based on three steps (Fig. 1): (i) description of the electronic
structure of the spectroscopic target by means of DFT/TDDFT;
(ii) electronic properties (excitation energies and transition
dipole moments) are then “dressed” by a proper vibrational
structure, using the quantities computed at step (i); (iii) a real-
time propagation of the vibronic wave packet is performed,
in terms of close (‘“standard” time-dependent Schrodinger
equation) and open quantum (SSE) systems, using the quantities
from steps (i) and (ii) as input parameters.*>** Using DFT/
TDDFT to characterize states for many-electron dynamics has
been performed before.>*?>4”

In this section, we briefly review the SSE protocol and the
methodology to vibrationally dress the electronic states.

2.1 Stochastic Schrodinger equation

The stochastic Schrédinger equation (SSE)**° is an approach

equivalent to master equation for the density matrix, as
Lindblad equation,®® that is able to perform the real-time
propagation of the system wave function.*” The SSE employed
in this work is thoroughly described in ref. 43, while we report
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here only the main equations and the new features included.
The SSE in a Markovian regime reads

d

o V(1)) = —iHs(1)|Ps(1))

- 7ZS Se|¥s(1) —zZ/

where ¢ runs over the number M of relaxation and dephasing
channels of the system. The first term in the right-hand side
of the equation describes the unitary evolution of the time-
dependent Schrodinger equation while the second term describes
the dissipation due to the presence of the bath. The stochastic
behaviour of eqn (1) lies in the third term which depends on the
differential noise in a Wiener process /.(¢), simulating fluctuations
of the system due to the environment.” The average over a great
number Ny,; of wave function realizations j reproduces the time
evolution of the reduced density matrix (only containing the
system degrees of freedom)

(1)
0S| Ps(1)).

Nln]

b g
Nlra] Z ‘ 91/

The system wave function is expanded on a basis of vibronic
states |®;) as

ps(1) ){(¥s,(1)]- @)

|¥s.,(1) Z Ciy (1) 1), (3)
with N the number of field-free eigenstates |®;) included in the
expansion. N is equal to N x Nﬁ\i"g, with Nej, N, and Ny, being
the number of electronic states, the number of included normal
modes, and the number of vibrational states per normal mode,
respectively. Eqn (1) returns the coefficients of the wave function
expansion, allowing one to compute all the elements of the
density matrix at a certain time ¢, averaging over the Ni,j SSE
trajectories.*® Diagonal elements of the density matrix are the
population of states

Nlllj

(pg Z 99 — Ntra Z ‘Cl]./ (4)

while off-diagonal elements are defined as coherences. Time-
dependent coefficients of the wave function are propagated
by a deterministic second-order Euler algorithm, coupled to a
quantum jump algorithm® > simulating the stochastic term
in eqn (1).*

The S’q operators in eqn (1) describe the relaxation and
dephasing processes. In the model developed before®® relaxa-
tion has been included via radiative (spontaneous) emission
and nonradiative decay processes. According to previous
studies,*>***%°¢ relaxation has been included by the operator

= /T4l 5} (@] ()

where |®§) and |®,) are respectively the vibronic ground state
(product between the vibrational and the electronic ground
state) and a generic vibronic excited state g, i.e., the product of
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N,, vibrational states and an electronic excited state. The
population (ps(t)),4 of the g-th state exponentially decays with
the rate constant I';. Such decay rates can be included as
phenomenological parameters for non-radiative processes or
according to Fermi’s Golden rule in fluorescence processes.
Here we choose I'; = T; ', with T; phenomenological relaxation
time, for all the g states.

Vibrational and electronic coherences decay with different
time scales.” Following the treatment in ref. 58, the (pure)
dephasing of the quantum state of the molecular target origi-
nates from the random time fluctuations of the energy differ-
ence between the states of interest, due to the interaction with
degrees of freedom not treated explicitly. For electronic levels of
a molecule in a matrix, the differential interaction of the
ground and excited-state charge densities with the environment
fluctuating polarization is an important source of excitation
energy fluctuations and thus electronic dephasing. Vibrational
dephasing may have various origins,”® but the anharmonic
coupling among vibrational modes (of the composite molecule-
environment system) is certainly relevant in modulating vibra-
tional frequencies and thus inducing dephasing.®°

Here we include them with different operators. For vibrational
dephasing we exploit the generic operators defined before,*?
specialized for vibronic states k and g:

N
qdep Vg
S, = \/;zk: M| Dic) (P, (6)

where My, terms are equal to 1 with the exception of the
element M,, = —1. With this choice, vibronic state populations
are not affected by the dephasing operator even at the level of
single trajectory. This definition of dephasing operator produces
coherences (ps(t)),q that decay with a rate y,, = 7, + 74. Here we
choose a single dephasing time for all the vibronic state pairs,
ie., we set Ypg = Yyip = T,(vib)~" for any p and ¢, where T,(vib) is
the vibrational dephasing time.

To account for a purely electronic dephasing (i.e., a dephasing
that does not affect the coherence between different vibrational
states belonging to the same electronic state), in the present
work we also introduce the following dephasing operator:

Nyib

Mib
SdepA,el — \/E(Z |®e><(pe‘ - Z |¢/§><(p§|> ‘ (7)
k

k

where @ is the vibronic state obtained as the product of the k
vibrational state (for a given normal mode) and the electronic
excited state (e), and % is the vibronic state obtained as the
product of the k vibrational state (for a given normal mode) and
the electronic ground state (g). The operator in eqn (7) is specific
for two electronic states (ground and excited), but it has been
implemented for a general number N, of electronic states. The
sum in eqn (7) extends to each normal mode. y, in eqn (7) is
related to the electronic dephasing time T,(el): ye = To(el) .
The form of the two operators in eqn (6) and (7) assures that
coherences between vibrational levels of the same electronic
state exponentially decay with a rate equal to y,;, (i.e., only
vibrational dephasing matters) whereas, for coherences between

This journal is © the Owner Societies 2020
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vibrational levels of different electronic states the decay rate
is Pvib * Yel (i-€., both vibrational and electronic decoherences
are at work).

2.2 Vibronic structure

Electronic-state potential energies are approximated by harmo-
nic oscillators, as shown in the upper panel of Fig. 2.°
The transition dipole moments are calculated assuming
the Franck-Condon (FC) approximation and the integrals
between vibrational states are computed using the Sharp and
Rosenstock approach.®'™® It allows the explicit calculation of
the (0,4]0¢) FC integral taking into account the displacement of
the equilibrium position due to all the normal modes. The FC
integrals between the vibrational ground state of the electronic
ground state and any other vibrational levels in an excited
electronic state are evaluated recursively from (04|0.).

When more than one normal mode is considered to describe
the molecule, all the possible combinations between different
quanta of different normal modes give a total number of states
with N equal to Ng X Né\i/g‘, as already shown. Including the
complete set of normal mode frequencies in the vibrational
structure of a large system translates into prohibitive computa-
tional costs of the wave function propagation. Therefore, a
selected number of vibronic states can be included based on
the analysis of the equilibrium position displacement vector
(within the harmonic approximation), as it will be shown in
Section 4. Approaches able to describe the molecular vibronic
structure beyond the harmonic approximations and including

11e)
10)

Potential energy

I1g)
10g)

Normal mode coordinate

Fig. 2 Schematic structure of the DNQDI vibronic system and molecular
structure of the reduced model of DNQDI employed in the simulations.
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non-adiabatic coupling can be found in the literature.®®™°®
However, since pulses employed in the target experiment are
temporarily very close (largest delay time of 120 fs), slower
processes driven by non-adiabatic coupling are unlikely. For
DNQDI in particular, nonradiative decay induced by non-
adiabatic coupling takes place on the much longer ns time
scale. For this reason, neglecting non-adiabatic coupling is
considered accurate for our goal.

3 Computational details

In order to vibrationally characterize the molecule, ground
and excited state energy and vibrational normal modes of
DNQDI have been calculated using DFT and TDDFT methods
at the B3LYP/6-31G(d) level of theory performed by means
of Gaussian16.*® Quantum mechanical calculations were per-
formed for a reduced model of the fluorophore (lower panel of
Fig. 2) where alkyl lateral chains have been replaced with
hydrogen atoms in order to decrease the computational cost
(see Fig. S1 in the ESIY).

The vibrationally resolved optical spectrum has been com-
puted with the FCclasses code.®" FCclasses allows the calcula-
tion of the displacements of excited-state normal modes
coordinates with respect to the ground state normal modes
coordinates and FC integrals. FC integrals have been computed
between the vibrational ground states of the electronic states
(04|0¢) and also between the ground and the vibrational excited
states of the excited singlet state (0g4|v.), up to 19th vibrational
quantum number.

SSE simulations were performed by using the homemade
WaveT code.”® A time step equal to Jt = 1.21 as has been
employed while the whole dynamics takes 1 ps. A shorter
dynamics, e.g., around 200 fs, would have been large enough
to properly reproduce the ultrafast dynamics of DNQDI, since
delay times are limited to 120 fs. Yet, in the initial numerical
assessment of our approach we tested larger delay times that
required 1 ps duration, and we kept this value for all the
simulations. When specified, relaxation is included in the
simulation via eqn (5) assuming a fluorescence emission time
T, = 3 ns (corresponding to I'; = 3.3 x 10 ' ns™ " for each g).
Unless specified otherwise, dephasing is included via eqn (6)
with y, = 2.01 x 10~ * fs™* for each g. This decay rate leads to a
T, of 60 fs, chosen on the basis of a phenomenological analysis
of experimental data.’

100 SSE trajectories were calculated for each delay time and
then the averaged populations of the excited states were com-
puted. When compared with the outcomes of Lindblad master
equation (Fig. S2 of ESIT), the results with 100 SSE trajectories
show a relative error of less than 1%. A numerical test carried
out with 200 SSE trajectories (Fig. S2, ESIf) confirms that
accurate and reliable results are obtained by using 100 SSE
trajectories.

All the dynamics start from the vibrational ground state,
since vibrational excited states for the normal modes of interest
(reported in Table 1) are not thermally populated.

Phys. Chem. Chem. Phys., 2020, 22,16734-16746 | 16737
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Table 1 Normal mode frequencies in the ground (GS) and excited (ES)
electronic states for normal modes with the largest displacement

GS frequency (cm ™) ES frequency (cm ™) Displacement (A)

1368 1370 7.52 x 1072
1629 1632 4.53 x 10?2
1265 1271 3.56 x 1072
1647 1638 3.14 x 102
1583 1570 2.65 x 1072

The field parameters are modeled after the experimental
set-up." Pulses have an enveloped Gaussian sinusoidal shape,
with the FWHM equal to 15 fs to have a bandwidth of 120 nm
while the maximum intensity of the electric field is Iyax =
1 x 10° W em ™2, unless otherwise specified. The pulse frequency
Wexe €mployed in the experiment is shifted from the maximum
absorption energy by 507 cm™'. Assuming that the calculated
vertical absorption energy is the maximum absorption energy, a
detuning of 1090 cm ™" between o, and the [0y) — |0.) transition
can be estimated in the simulations. We have used such detuning
to set the central frequency of the pulse (1.76 €V, 703 nm).

4 Results

In this section our results are presented. We first show the simula-
tion of the vibrationally resolved optical absorption spectrum of
DNQDI and its comparison with the experimental one. Then we
report the results of the simulations of the real-time dynamics of
the system interacting with two delayed pulses, compared with
the experimental findings. Simulations have been performed by
assuming either a pure electronic system or including a vibronic
structure. We have systematically investigated several key aspects:
the vibronic structure of the fluorophore, the possible interplay of
electronic and vibrational dephasing effects, and the roles of pulse
shape and pulse intensity.

4.1 Optical spectrum

Fig. 3 reports the comparison between the computed (our work)
and the experimental’® vibrationally resolved absorption
spectrum of DNQDI (the experimental one has been shifted
in order to superpose the two spectra). Although the simulated
spectrum (in vacuo) is rigidly red-shifted by 0.13 eV with respect
to the experimental one”® (in toluene), the general features are
properly maintained: the distance between the two peaks is
around 1370 cm ™' in both spectra, which is a typical value of
vibrational modes in aromatic compounds.”! Generally speaking,
the lower-energy peak may be related to the |04) — |0.) transition
(from the vibrational ground state of the electronic ground state
to the vibrational ground state of the electronic excited state)
and the other one to a |0,) — |1¢) transition (from the vibra-
tional ground state of the electronic ground state to the
first vibrational state of the electronic excited state). We also
calculated the absorption energy of DNQDI in toluene within
the PCM model, red-shifted to 0.24 eV with respect to the
maximum absorption in the experimental spectrum. The PCM
calculation of absorption energy of DNQDI in PMMA (the matrix
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View Article Online

Paper

—Abs exp.
——Abs calc.

0.8

0.6

0.4

Normalized absorbance

0.2

0 1 ' 1 1
500 550 600 650 700 750

Wavelength (nm)

Fig. 3 Experimental’® (exp., in toluene) and calculated (calc.) absorption
spectrum of DNQDI. The calculated spectrum has been blue-shifted by
0.13 eV in order to superpose the experimental and simulated spectra.

800

polymer employed in the ultrafast experiment') provided the
same result as in toluene. The analysis of the displacements of
the excited-state parabolas along each one of the 3N — 6 normal
mode coordinates (with N being the number of atoms) allows us
to establish which normal modes contribute to the |0g) — |1¢)
band of the absorption spectrum. Indeed only if a normal mode
is characterized by a sufficiently large displacement of the
excited-state parabola with respect to the ground state, the
vibrational v = 1 state (|1.)) of the electronic excited state has a
non-negligible overlap with the ground state |04). As one can see
in Table 1, the normal mode with the largest displacement
(7.52 x 1072 A) has a frequency of 1368 cm™* (1370 cm™?) in
the electronic ground (excited) state, fully compatible with the
separation of the two peaks in the absorption spectrum of Fig. 3.
The two normal modes with the largest displacement (with
frequencies 1368 and 1629 cm ™" in the GS) have been considered
for the vibronic dynamics, reported below in Section 4.3.

4.2 Pure electron dynamics

We first propagated SSE trajectories, only involving the ground
and the first-excited electronic states; the pulse bandwidth,
taken from the experimental work," allows us to appreciably
populate only the first excited state (as reported in Fig. S3 of the
ESI{) since the other electronic excited states are too high in
energy (Table S1, ESIf). Two-photon absorption under the
conditions of the experiment is also unlikely, as discussed
in the ESI.{ The delay time has been varied between 0 fs and
120 fs and A¢ is equal to 0 or n. SSE real-time dynamics were
performed including dephasing and relaxation effects. The
excited-state population, after the pulse sequence, as a function
of delay time has a damped oscillating profile as shown in
panel (a) of Fig. 4. The decay of population is due to the
dephasing™*? with decay time T,(el) = 60 fs, as a consequence
of the interference (constructive or destructive) between the two
pulses interacting with the system. On the other hand the
dynamics is short enough to prevent population relaxation,

This journal is © the Owner Societies 2020
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Fig. 4 (a) Population of excited states at the end of simulation as a function
of delay time in pure electronic dynamics. (b) FT of (a). (c) Fluorescence
emission signal as a function of delay time from ref. 1. wg_q is the excitation
energy of the excited state, weyxc is the pulse frequency.

and thus the effect of decay time T; = 3 ns is negligible.
Moreover the excited-state population oscillates with a frequency
(1090 em ™%, 0.13 eV) equal to detuning & = |Weyxe — Wo_o| (oo is
the frequency of the 0-0 excitation). The FT of the signal is
reported in panel (b) of Fig. 4. The profile of excited state
population is analogous to the experimental fluorescence
signal reported in panel (c) of Fig. 4. A vibrational structure is
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not therefore needed to produce fluorescence oscillations: also
for a pure electronic two-level system the population of the
excited state oscillates with the detuning frequency. This was
already noted in ref. 72.

4.3 Vibronic dynamics

The next step in our investigation was the inclusion of vibra-
tional states in the molecular description. We took into account
only the two normal modes responsible for the largest displace-
ment along the nuclear coordinate, as shown in Table 1. These
two normal modes, schematically represented in Fig. S4 and S5
of ESIt and labeled as NM1 and NM2, are characterized by the
“breathing” of the aromatic structure and by the C-H bending.

For each normal mode, 20 vibrational levels were considered
to compute FC integrals. Transition dipole moments between
the state levels and ground vibrational states of electronic
ground and excited states were calculated within the FC
approximation. According to the values of the FC integrals for
the two selected normal modes (Table 2), vibrational levels
higher in energy were neglected in the SSE propagations. The
(04|0¢) contribution is dominant for both normal modes.

4.3.1 Vibronic wave packet with NM1. The two electronic
states were dressed with 4 vibrational levels each for the normal
mode NM1, according to the negligible value of Franck-
Condon integrals for v, > 4 in Table 2. Wave packet dynamics
was computed with and without dephasing and relaxation
effects. Fig. 5 shows the total excited-state population (i.e.
Py + Py + Py + Pz, where P is the population of the k
vibrational level of the electronic excited state) as a function of
delay time for A¢ = 0 and =, without dephasing (panel (a)) and
with dephasing (panel (b)) with their corresponding FTs. The
damped profile of excited-state populations as a function of
delay time, when SSE is employed, is due to the presence of
dephasing, as already seen for the pure electronic case in Fig. 4.
The influence of higher-energy vibronic states is very small: indeed,
the transition dipole moment ﬁ‘0g>_“e> is significantly lower (one
order of magnitude) than i, (see Table 2). Including the
population of state |1.) produces a modulation of the original
|0.) population as could be noticed in panel (a) of Fig. 5.

The FT of the sum of populations (panel (c) of Fig. 5) reveals
a frequency peak of around 1090 cm !, namely the already
observed detuning ¢ discussed previously. A smaller frequency
peak (about 280 cm™') is also present, related to detuning
between pulse frequency and excitation frequency of state
|1e): it has a lower intensity because the |1.) state is much less

Table 2 FC integrals between [0g) and |ve) with v = 0,...,6 for the two
normal modes responsible for the largest displacement

State (ve) NM1 (0g|ve) NM2 (0g|ve)
[0e) 0.222 0.222

[1) 7.43 x 102 4.89 x 1072
[2¢) 1.76 x 107> 7.78 x 107°
[3e) 3.40 x 1073 1.03 x 1073
[4e) 5.69 x 10~* 1.21 x 10°*
[5¢) 8.5 x 107° 1.3 x 107°
|6e) 1.2 x 107° 1x107°

e
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of state |0e) (|1e)), and weyc is the pulse frequency.

populated than |0). The same results are observed with the FT
of the SSE signal (panel (d) of Fig. 5), with only a broadening of
the frequency peaks. Signals with A¢ = 0 and = give approxi-
mately the same information.

4.3.2 Vibronic wave packet with NM1 and NM2. The same
analysis was performed by also including the normal mode
NM2, dressing each electronic state with Ni\i’g’ =4? = 16 vibra-
tional levels. Fig. 6 shows the sum of excited state populations at
the end of simulation as a function of delay time for simulations
obtained including dephasing and relaxation effects. The result
is very close to panel (b) of Fig. 5 since the contribution of NM2 is
smaller in terms of transition dipole moment than the contribu-
tion of NM1 (see Table 2). Moreover, the profile of the sum of
excited-state populations is not very different with respect to that
of the pure electronic system shown in panel (a) of Fig. 4: FC
integrals between state |0,) and excited vibrational levels of the
electronic excited state are much smaller than the FC integral
(04|0¢). Vibronic dynamics does not change the interpretation:
the observed oscillations in the fluorescence profile are due to
detuning rather than to a normal-mode frequency of DNQDI.
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4.3.3 Vibrational and electronic dephasing. In the vibronic
dynamics reported in Sections 4.3.1 and 4.3.2, dephasing was
included via the operators defined in eqn (6), ie.,, coherences
between vibrational states belonging to the same or different
electronic states decayed with the same rate. To obtain a deeper
insight into the ultrafast vibronic processes occurring in the DNQDI
fluorophore, when interrogated by a sequence of two pulses, we
distinguished between electronic and vibrational dephasing™ by
using both the operators defined in eqn (6) and (7). Our aim here is
to investigate if the decay of the oscillations in the population of the
electronic excited state after the pulses is mainly due to vibrational
dephasing””* or electronic dephasing. We investigated this aspect
by applying a vibrational dephasing time T,(vib) = 60 fs and an
electronic dephasing time T(el) = 10 fs to the molecular system in
the SSE simulations. A second simulation has been performed by
employing T,(vib) = 150 fs and T(el) = 60 fs.

The sum of populations of excited states as a function of delay
time is shown in Fig. 7. In both cases the decay is dominated by
the electronic dephasing time. The result may be easily under-
stood in terms of the faster electronic loss of coherence between
the states |0,) and |0.) or |0y) and |1), created by the first pulse.
These numerical results show that under the conditions of the
experiment, vibrational coherences (between |0,) and |14) or |0c)
and |1.)), i.e., the coherent motions of the nuclear wave packet, do
not play any appreciable role. Again, for both cases reported in
Fig. 7 the fluorescence oscillations are produced by the dominant
contribution of the detuning é between pulse frequency and the
excitation frequency for the |0,) — |0,) transition. A different value
of detuning was also tested and the results of the corresponding
simulations are reported in the ESIt (Fig. S6-S8).

4.3.4 Role of pulse shape. We also explored the possible
effect of the pulse shape on the emission profile. To better
mimic the experimental shape of the pulse (Fig. 1a of ref. 1), we
considered a more complicated time profile of the pulse (Fig. S9 of
ESIt), whose FT (panel (a) of Fig. 8) is closer to the experimental
one. The FT of the experimental pulse has a bandwidth of 120 nm
centered at 676 nm while another peak at about 620 nm is
present." The field shape in these simulations is composed by
the superposition of two Gaussian-enveloped sinusoidal func-
tions, with central frequencies displaced by 1340 cm ™' as in the
experimental electric field. The first pulse is analogous to the one
used before while the second pulse has a wavelength of 649 nm,
FWHM = 49.2 fs and maximum intensity I, = 1.1 x 10° W em ™2,
Panel (a) of Fig. 8 shows the pulse spectrum, where the two pulses
(called Wexer and wexe;) and DNQDI frequencies of states |0.) and
|1.) are highlighted: comparison with the experimental laser field
of Fig. 1a of ref. 1 shows good agreement in terms of general
shape and relative peak position.

Vibronic dynamics in the presence of this pulse, only
including NM1, was carried out. Since the goal is to investigate
the possible effect of the pulse shape on the fluorescence
oscillations, the calculation was performed without dephasing
and relaxation effects. Panel (b) of Fig. 8 shows the total excited-
state population (ie. Py + P + Py + P3.) at the end of the
simulation as a function of delay time: the profile is very close to
panel (a) of Fig. 5. The observed oscillations have a frequency equal
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to the detuning between ®ex; and wog_ce (Wog—1e), as already
observed with the “simple” pulse shape (Fig. 8). Detuning between
the added pulse frequency wex, and the transition frequencies
|0g) — |0) and |0y) — |1¢) was not detected probably because of
out of the considered frequency domain, and because the excitation
to state |1.) is included only in the tail of pulse frequency
bandwidth, respectively. As a conclusion, varying the shape of the
applied field does not modify our physical interpretation.

4.4 Higher-order responses

All the conditions explored in the previous paragraphs do not
allow us to directly detect vibrational signatures of DNQDI
encoded in the time profile of the fluorescence. Of course
when the detuning is zero, then the vibrational frequency can
be detected as a fluorescence signal due to the excitation of the
off-resonance vibrational states, but can vibrational frequencies
be revealed by two-pulse experiments on a single molecule even
in the presence of a detuning? All the simulations reported so
far have been carried out in a linear response regime
(Imax = 1 x 10° W cm™?, used in the experimental work'). We
focus on the higher-order responses of DNQDI to the applied
field, going beyond the linear regime. Additional components
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should be added to the present model in order to take into
account high-intensity phenomena such as ionization, non-
linear optical responses and multi-photon processes. However,
our aim is the interpretation of the experimental work," performed
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in the linear low-intensity regime, and the study of the possible
role of vibrational coherence in the modulation of the fluorescence
signal. In all the following simulations a four-level model for
DNQDI was considered: two electronic states and two vibrational
levels from NM1 normal mode for each electronic state. Dephasing
and relaxation effects were neglected.

4.4.1 Role of the field intensity. The maximum field inten-
sity has been varied so that higher order responses appear in
the population profile. Pulse frequency and field amplitudes
were kept the same as described in computational details. By
increasing the field intensity up to Iy, = 2.5 x 10> W em ™2 and
Imax =1 x 10 W ecm ™ we obtained the fluorescence profiles
(i.e., the sum of populations) reported in panels (a) and (b) of
Fig. 9. Rabi oscillations become particularly clear at small delay
times: indeed for delay time At = 0 fs the A¢ = 0 peak is much
lower. The appearance of Rabi oscillations points out that the
nonlinear regime is achieved during excitation by the pulses.

The excited-state populations after the pulses are larger when the
higher-intensity field is applied, as expected. The FT of the sum
of excited-state populations is shown in panel (¢) (Inax = 2.5 X
10" W ecm?) and panel (d) (fpnax = 1 X 10" W ecm™?) of Fig. 9. In
both cases, two peaks at 1090 and 280 cm™ " are present, which are
due to the detuning between pulse frequency and |0y — |O)
transition frequency, and between pulse frequency and [0,) — |1c)
transition frequency, as in the linear response. Only for I,.x = 1 X
10" W ecm ™2, the FT of the time-resolved signal reveals the presence
of a peak at around 1380 cm™ ', very close to the normal mode
frequency in both electronic ground and excited states. An additional
simulation on a model system neglecting vibrational levels in the
ground state confirms that the detected frequency in the nonlinear
regime is the excited-state vibrational frequency (Fig. S10 in ESIY).

4.4.2 Perturbative analysis of the non-linear results. We want
now to rationalize the results of the numerical simulations using
an analytical model, in the framework of time-dependent pertur-
bation theory. First-order excited-state coefficients are given by

() =

!
- J dre™ % iy, o, E(1)Co, (0)

0

8

1
= - | dee iy o £, 0)

0
where E(t) is the electric field (which includes wey, labelled as o
in the following equations), w, and w; are respectively the
excitation frequencies of states |0) and |1c), [, o, and [y,

are the transition dipole moments from |0g) and C,(0) is the
coefficient of the ground state at the beginning of the simulation
(¢ = 0). In the approximation of an electric field composed of two
delayed Dirac functions, the first-order response of excited-state
coefficients is a function of delay time and it depends on the
detuning between pulse frequency and excitation frequency (see
ref. 72) and on the corresponding transition dipole moment, as
resulting from the integral solution

G (A1)

— [efiwo(,At(eiwAHrfAd) _ e—ia}AI—iA(i)) + ]}”0 0 EO
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Co,(0) = 1 is assumed as the initial condition (as done for all the
simulations of the present work) and E, is the amplitude of

. 1
electric field E related to field intensity as Inax = Esochz. Popu-
lation of states |0.) and |1.) are given by

2

P (A1) = 1CD ()P = {3 + cosl( — o)At + A} o, 0. EF

PR (A1) =[OV (0P = {[3 + cos[(w — @) At + Ag]} o, PEd,
(10)

assuming rotating wave approximation (RWA), for which very
fast oscillating terms are neglected since they are not detectable.
Within the linear-order response, populations of states |0.) and
|1e) explicitly depend only on an oscillating term with detuning
frequency as a function of delay time, thus confirming our
numerical investigation.

Field-induced transitions between states |0.) and |1.) are
not possible (the related frequency is not included in the pulse
frequency band), therefore only in the third-order correction
of the excited-state coefficients, with respect to the electric field,
the vibrational frequency of the excited state appears. Indeed

This journal is © the Owner Societies 2020

the third-order coefficients of excited states depend on the
second-order coefficients of the ground state, including oscil-
lating terms with detuning frequency with respect to excitation
energy of both states |0.) and |1.):

1
3 —iwg. T = 2
0 = = | dre i, o B o)

0
— {[ei(DOCAT(ei(oAT+i¢ _ efi(uAT—id)) + 1}

X [eT AT (ATHE — o ioAT=I0) 4 1] py o 2+
i [eiwleAT(eiwATJri(b _ effwATfizb) 4 1]

X [e i IAT (AT +ib _ o—ioAT—ig) | l}uog,lez}
X [emonAT (gloAT+ip _ q—ioAT i) 4 110, 0. E;

(1)

In particular the terms of |0.) coefficients oscillating with
the normal mode frequency depend on the product Hogﬂez'
fo—o, and on the third power of the electric field amplitude
E,: as a consequence, the population of excited states depends
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on the sixth power of the electric field (third power of the
intensity) and transition dipole moments.

The excited-state populations at the sixth order with respect to
the electric field amplitude (within the RWA approximation) include
oscillating terms with detuning frequency with respect to excitation
energy of both states |0.) and |1.), and also include oscillations at
normal mode frequency (w;e — wye) in the electronic excited state:

P (an) = | (0P = {120 + 4cos((© — w0, ) At + Ao, o,
+ [25 + 14 cos((w — wo,)At — A¢)
+ 4cos((w — w1, )At + Ad)
+ 4cos((@1, — 0 )AL+ Ap)]|ug, 1|
+ [20 + 4 cos((@w — wo, )AL — Ag)

+ 12cos((w1, — wo, )AL + Ag)]

X lto,1. koo, Hito,o, PES-
(12)

In conclusion, perturbative analytical results agree with the
SSE numerical result simulations and confirm that excited-state
normal mode frequencies of a single molecule can be only
detected in the nonlinear regime, except when, trivially, the
pulse and the vibronic transition frequencies coincide.

5 Conclusions

We have set-up a protocol that is able to simulate ultrafast
experiments on single molecules by coupling the DFT/TDDFT
description of the fluorophore and the real-time dynamics of
the system by means of SSE. Based on quantum mechanical
calculations, we have introduced a vibrational structure in the
system description in terms of harmonic-oscillator levels and
FC factors. Analysis on single molecules is a powerful tool to
study the effects which are usually hindered by the ensemble
average,®>>° as reported in Fig. S11 of the ESL

The protocol has been applied to simulate a two-pulse
experiment performed on DNQDI." Our results are in agreement
with the experimental findings, providing also microscopic
interpretation: the observed oscillations of the fluorescence
signal as a function of delay time are due to detuning rather
than the vibrational frequency under the conditions of the
original work." In this particular case the two frequencies are
of the same order of magnitude (around 1090 and 1370 cm ™,
respectively). SSE simulations and the perturbative analysis show
that the oscillation at the detuning frequencies is given by the
linear response of excited-state populations as a function of
delay time,””> while the excited state vibrational frequency can
be directly detected only at the nonlinear regime.
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