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Carbon dioxide and propane nucleation: the
emergence of a nucleation barrier†

Jan Krohn, ‡ Martina Lippe,‡ Chenxi Li § and Ruth Signorell *

We investigate homogeneous gas-phase nucleation of CO2 and C3H8 in the uniform postnozzle flow of

Laval expansions in the temperature range of 31.2 K to 62.9 K and 32.0 K to 42.1 K, respectively. Time-

dependent cluster size distributions are recorded with mass spectrometry after single-photon ionization

with vacuum ultraviolet light. Net monomer–cluster forward rate constants and experimental nucleation

rates J are retrieved from the time-dependent cluster size distributions. The comparison of experimental

enhancement factors derived from these net forward rates with calculated enhancement factors

provides an indication for the transition from barrier-limited to barrierless nucleation. Our data suggest

such a transition for CO2, but not for C3H8. The values of J lie in the range from 9 � 1014 cm�3 s�1

to 6 � 1015 cm�3 s�1. For CO2, the comparison of J with a modeled nucleation rate JQM based on

quantum chemical calculations of the free energy barrier also hints at a transition from barrierless

condensation to barrier-limited nucleation. Furthermore, we address the influence of the carrier gas

pressure on the nucleation rate.

1 Introduction

Gas phase nucleation, the first step in the phase transition
from the gas phase to the liquid or solid phase, is an important
step in technical processes,1 environmental processes2,3 and
health science.4,5 Despite its high relevance, nucleation is still
poorly understood at a fundamental level. Gas-phase nuclea-
tion occurs in a supersaturated parent phase when the super-

saturation S ¼ pcond

peqðTÞ
exceeds 1 (pcond is the partial pressure of

the condensable and peq(T) is the equilibrium vapor pressure of
the condensable at a given temperature). Nucleation processes
are often characterized by the nucleation rate. Many different
experimental studies have investigated nucleation rates with a
variety of methods (see ref. 6–12 and references therein). Often,
the number concentrations of particles of the new phase are
retrieved from experimental data after nucleation and partial
cluster growth have occurred, and classical nucleation theory
(CNT) or variants of it are used to extract the nucleation rate.
For some cases, it has been shown that the agreement between
experimental nucleation rates and CNT predictions is very poor.7–9

Even though the exact reasons for the large deviations between
experiments and theory are unknown, the use of bulk proper-
ties to describe the molecular process by CNT is a well-known
issue. In order to improve the theoretical predictions, empirical
corrections13 or microscopic corrections14–16 to CNT are used,
but so far none of these approaches have been able to describe
nucleation accurately over a wide range of experimental condi-
tions and for different systems. Diemand et al.17 performed
large scale molecular dynamics simulations for Ar nucleation,
which enabled them to retrieve nucleation rates down to
B1 � 1017 cm�3 s�1. They demonstrated good agreement
with the experiments previously performed by Wyslouzil and
coworkers.9 Unfortunately, this computationally very expensive
method has major limitations: simulations for more compli-
cated molecular systems and for low nucleation rates are still
too costly to be performed.

The rate-limiting step of nucleation is the formation of the
critical cluster (nucleus), which corresponds to the cluster size
where the Gibbs free energy reaches a maximum. The usual
picture of gas-phase nucleation thus involves overcoming an
energy barrier. However, in the limiting case of extremely
high supersaturation, nucleation can become barrierless.18–21

Extremely high supersaturations can be achieved either by
strongly increasing the concentration of the nucleating species
or by substantially lowering the temperature. Alternatively, the
energy barrier can also be modified by introducing another
substance that provides an alternative nucleation pathway.18,19

The identification of the emergence (or disappearance) of an
energy barrier as a function of thermodynamic variables is an
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important step towards a better molecular-level understanding
of the nucleation process.

The transition from barrierless to barrier-limited nucleation
can be identified in different ways. One possibility is the direct
comparison between experimental nucleation rates and nuclea-
tion rates predicted for the gas kinetic limit. The main limita-
tion of this approach arises from the usual approximation that
the association rate is given by the collision rate. This only
holds in the high pressure limit, i.e. for unit sticking prob-
ability. Another method is to utilize the first nucleation theo-
rem to examine the size shift of the critical cluster for different
supersaturations at constant temperature,22,23 which can be
very challenging experimentally. The emergence (or disappear-
ance) of an energy barrier is also reflected in the change of the
relative magnitude of the cluster association and evaporation
rates for varying conditions. Hence, the characterization of this
change can also be used to probe the transition from barrierless
to barrier-limited behavior. To the best of our knowledge, this
approach has not yet been applied to experimental data, simply
because the evaporation rates of clusters are usually not directly
accessible in experiments.

In this work, we study homogeneous gas phase nucleation of
weakly bound CO2 and C3H8 clusters at the molecular level in
the uniform postnozzle flow of Laval expansions using soft
single-photon ionization coupled with time-of-flight mass
spectrometry.24–29 These experiments provide cluster size dis-
tributions as a function of the temperature, the concentration
of the condensable gas and the nucleation time. Experimental
nucleation rates are directly determined from these time-
dependent, cluster size-resolved data and compared with pre-
dicted nucleation rates. Our measurements are performed at
high supersaturations (S 4 1011), where the region of barrier-
less nucleation or the transition to barrierless nucleation
is reached. In our previous work on H2O nucleation,30 we
developed a framework based on the general dynamic equation
(GDE)31 to calculate monomer–cluster association rate constants
from experimental data under the assumption of negligible
evaporation. The latter assumption is valid for H2O clusters at
47.5 K and 87.0 K, and means that H2O condensation is barrier-
less under these conditions. Here, we apply the same framework
to understand CO2 and C3H8 nucleation in a similar temperature
range. Since CO2 and C3H8 clusters are more weakly bound

than H2O clusters, it is not unlikely that the transition regime
to barrier-limited nucleation is reached, in particular for CO2.
Instead of extracting actual association rate constants as in the
H2O nucleation study, we use the GDE framework to compare
the relative magnitude of monomer-cluster association rate
constants and cluster evaporation rate constants as we increase
the system temperature from B30 K to 60 K for CO2. This
allows us to identify the emergence of a nucleation barrier. In
an attempt to partially overcome the deficiencies of CNT, we
also compare our experimental results with density functional
theory (DFT) calculations to gain information on the stability of
the clusters.

2 Experiment
2.1 Experimental setup

The experimental setup has been described in detail in our
previous publications,24–30 and is thus only briefly discussed
here. Fig. 1 shows a simplified schematic of our experimental
setup. Two pulsed feeding valves with an opening time of 6 ms
and a repetition rate of 20 Hz are used to supply the gas mixture
to the stagnation volume with stagnation pressure p0 and
temperature T0. We use mass flow controllers to regulate the
flow of the carrier gas (Ar, PanGas 5.0), the internal standard
gas (CH4, Messer 5.5) and the condensable gas (CO2, PanGas
4.5 or C3H8, Linde 3.5). The gas mixture is expanded through
the Laval nozzle generating a uniform flow at the nozzle exit
with flow temperature TF and pressure pF. The uniform flow can
be extended into the postnozzle region (100 mm in length) by
matching the background pressure to pF. The Laval nozzle is
mounted on a linear translation stage that allows us to change
the axial distance l between the nozzle exit and skimmer in
steps as small as 1 mm with a positioning error of 25 mm for
100 mm translation. A change in l corresponds to a change in
the nucleation time t. Depending on the properties of the
expansion, the maximum time span that can be covered is
B200 ms with a temporal resolution of B2 ms. The Mach
number M and flow temperature TF are determined from p0

and from the impact pressures pI using the Rayleigh–Pitot
equation, which is valid under isentropic flow conditions and
for ideal gas behavior (for more information see ref. 24–30).

Fig. 1 Simplified schematic of the experimental setup with the Laval setup and a mass spectrometer. T0 and p0 are the stagnation temperature and
pressure, respectively, and TF and pF are the flow temperature and pressure, respectively. S is the supersaturation. The axial distance l is the distance
between the nozzle exit and skimmer.
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20 to 40 individual measurements of p0 and pI are typically
recorded for a given axial distance. From these measurements,

the axially averaged flow temperature TF and Mach number M
with standard deviations (1s) are determined. A skimmer
(1 mm in diameter) is used to sample the core part of the
postnozzle flow. We use single photons at 13.8 eV (89.8 nm)
generated by a home-built table-top vacuum ultraviolet (VUV)
laser to ionize the clusters. The VUV-photons are generated in a
two-color-four-wave mixing process in a krypton expansion at
20 Hz. Single-photon ionization has been proven to be a soft
ionization technique also for weakly bound clusters.32–36 The
cluster ions are then accelerated using a Wiley McLaren type
mass spectrometer with acceleration voltages up to 30 kV and
finally detected using a microchannel plate (MCP) detector.
The monomer has a 103–4 times higher abundance than the
clusters. Therefore, the monomer and the clusters have to be
recorded in separate measurements using different experimental
settings.28 A deflector electrode located in front of the MCP is
used to deflect the monomer during the cluster measurements
to avoid saturation effects on the MCP.

2.2 Data processing

The determination of the cluster number concentration from the
recorded mass spectra is described in our previous publications.28,30

TF is varied by changing the Laval nozzle and by changing the
compositions of the carrier gas (concentrations of Ar and CH4;
see Table 1). CH4 gas also serves as an internal standard. The
number concentration of CH4, NCH4, is calculated from the
ideal gas law. The number concentration of the clusters with
n monomer units, Nn, is determined by:

Nn ¼
In

ICH4

sCH4

scond � n
�NCH4 (1)

In is the recorded ion signal of cluster n, ICH4
is the ion signal of

the internal standard and sCH4
and scond are the photoioniza-

tion cross sections of CH4 and the condensable monomer,

respectively.37–39 We assume that the photoionization cross
section of cluster n is n�scond, which is consistent with physical
considerations.28 We can calculate N1 either from eqn (1) or
from the ideal gas law. The results typically differ by 10–30%,
which provides an estimate for the uncertainty. In this
work, we use the ideal gas law. At the lowest temperature

TF ¼ 32:0� 1:5 K
� �

, CH4 forms co-clusters with C3H8. In this
case, we use the C3H8 monomer itself as the internal standard
for the determination of the cluster number concentrations.
This is reasonable as monomer depletion due to cluster
formation is negligible under our conditions. We estimate
an overall experimental uncertainty of the cluster number
concentrations of about a factor of five for all cluster sizes
(see ref. 28 and 30).

At early nucleation times t, i.e. when monomer depletion
and coagulation can be neglected, the total cluster number
concentration summed over all n 4 nc, Ncluster,tot4nc

, provides
direct access to the experimental nucleation rate J (see Fig. 5 in
ref. 28 and Sections 4.4 and 4.5 in this work):

J ¼ @Ncluster;tot4 ncðtÞ
@t

(2)

The relative uncertainty between nucleation rates recorded
under different experimental conditions is estimated to be a
factor of two. This estimate includes uncertainties from the
choice of nc, the integration of the ion signal and from the
linear fit to Ncluster,tot4nc

. Note that the choice of nc does not
have a significant influence if it is varied between one and six.
The absolute uncertainty of the experimental nucleation rates
is estimated to be one order of magnitude (see ref. 28 and 30).
This estimate includes uncertainties of the absolute number
concentrations as well as the aforementioned uncertainties.

Evaporation of a few monomer units upon photoionization
cannot be excluded. To estimate the maximum number of
monomer units that could be evaporated, let us assume that
all excess energy provided by the photons resides in the cluster

Table 1 Experimental parameters, experimental J and calculated JCNT, JMKNT, JHS, Jinter and JQM nucleation rates. The Laval nozzles are referred to by
their nominal Mach numbers used to design them. pcond is the partial pressure of the condensable. pF is the flow pressure. % CH4 and % Ar indicate the
concentrations of the carrier gas components Ar and CH4. M and TF are the axially averaged Mach number and flow temperature, respectively, and S is
the supersaturation

Symbol

50% CO2 10% CO2 3.3% CO2 1.1% CO2 0.12% CO2 0.26% C3H8 0.035% C3H8

m

Nozzle Mach 5.2 Mach 5.2 Mach 5.2 Mach 5 Mach 6 Mach 5 Mach 6
pcond/Pa 13.25 2.65 0.88 0.37 0.04 0.086 0.012
pF/Pa 26.5 26.5 26.5 33 35 33 35
% CH4 7.7 23.1 15.4 1.7 1.5 0.87 0
% Ar 42.3 66.9 81.3 97.1 98.3 98.9 100
TF

�
K 62.9 � 1.1 56.6 � 1.3 49.3 � 1.3 44.4 � 1.5 31.2 � 1.3 42.1 � 1.1 32.0 � 1.5

M 3.83 � 0.06 4.16 � 0.06 4.65 � 0.07 4.17 � 0.08 4.89 � 0.11 4.28 � 0.06 4.96 � 0.11
ln S 26 30 38 45 78 44 66
J/cm�3 s�1 3.6 � 1015 4.0 � 1015 3.4 � 1015 2.7 � 1015 1.5 � 1015 9.1 � 1014 5.8 � 1015

JCNT/cm�3 s�1 1.1 � 1022 6.5 � 1020 1.1 � 1020 2.4 � 1019 4.7 � 1017 8.5 � 1017 6.6 � 1016

JMKNT/cm�3 s�1 5.9 � 103 6.8 � 10�1 5.3 � 10�3 1.2 � 10�4 3.7 � 10�8 2.4 � 10�6 8.1 � 10�10

JHS/cm�3 s�1 1.8 � 1022 8.5 � 1020 1.1 � 1020 2.4 � 1019 4.7 � 1017 2.2 � 1018 6.6 � 1016

Jinter/cm�3 s�1 5.3 � 1022 2.6 � 1021 3.6 � 1020 7.9 � 1019 1.8 � 1018 4.2 � 1018 1.5 � 1017

JQM/cm�3 s�1 5.4 � 1017 2.6 � 1016 3.5 � 1016 3.3 � 1016 4.7 � 1016 — —
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instead of being converted to the kinetic energy of the photo-
electron. For this estimate, we use the vaporization enthalpy of
CO2 and C3H8.40–42 In the case of CO2, where ionization takes
place very close to the lowest ionization energy, the simple
estimate suggests that not even a single monomer unit would
be evaporated. In the case of C3H8, for which the excess energy
is higher, several monomer units could be evaporated. How-
ever, a large part of the excess energy is typically converted
into the kinetic energy of the photoelectron and is thus not
deposited into the cluster. Therefore, the true number of
monomer units being evaporated from C3H8 clusters is likely
less than a few molecules. We have tested that our kinetic
model yields comparable results for the evaporation of one
monomer unit upon ionization compared with no evaporation.
Based on these estimates and results, we assume in the
following that no monomer units are evaporated.

3 Modeling
3.1 Fit of the net forward rate constant to experimental data

The following describes the model used to extract the net
forward rate constants from the experimental data. In eqn (3),
we illustrate the kinetic pathways: k1j is the true association rate
constant, i.e. for the formation of cluster j + 1 from cluster j.
Nj+1 and Nj are the respective number concentrations. Ej+1 is the
evaporation rate constant of cluster j + 1. As nucleation pro-
ceeds at constant temperature and pressure in our experiments,
we assume that k1j and Ej+1 are constant too.

(3)

k1j and Ej+1 are not directly accessible in our experiment. We
thus define a net forward rate constant k1j,net, which combines
the contributions from association and evaporation as shown
in eqn (3). This net rate constant is equal to the true association
rate constant if evaporation is negligible. As discussed in detail
in ref. 30, we can extract the net forward rate constants k1j,net

using the following formula and further refine their values to fit
the experimental cluster size distribution by visual inspection
(see the ESI† for further information):

k1j;net ¼

P1
j

Njþ1 tmaxð Þ �
P1
j

Njþ1ð0ÞÐ tmax

0 N1Njdt
(4)

tmax is the longest time accessible and corresponds to lmax

(see Table 1).

3.2 Molecular collision model and enhancement factor

For simplicity, monomer–cluster association rate constants are
often approximated by hard sphere collision rate constants

k1j,HS that are given by:30,43

k1j;HS ¼
1

1þ d1j

3

4p

� �1=6
6kBT

r

� �1=2

v1
1=6 1þ 1

j

� �1=2

1þ j1=3
� �2

(5)

with the Boltzmann constant kB, the bulk liquid density r, the
monomer volume v1, cluster size j and the Kronecker delta d1j.
Eqn (5) corresponds to using the geometrical cross section
of the colliding entities. In this equation long-range inter-
molecular interactions, such as electrostatic and dispersion
interactions, are not considered. These intermolecular interac-
tions are generally not negligible, and typically result in enhanced
collision rate constants k1j,inter compared to k1j,HS.44–48 To
predict k1j,inter, we use the following procedure. The CO2 cluster
geometries are taken from the DFT calculations performed in
our previous publication.29 The distance-dependent potential
V(R,O) between a cluster of size j and a monomer, at a relative
orientation O to each other, is modeled with a force field (FF)
method49 (see the ESI† for FF parameters and more details).
The potential is averaged over the thermal distributions of
relative orientations:

VðRÞ ¼

P
O
VðR;OÞ exp �VðR;OÞ

kBT

� �
P
O
exp �VðR;OÞ

kBT

� � (6)

Using this potential, we determine the maximum impact para-
meter bmax for association as a function of the monomer’s
translational kinetic energy ET (see the ESI† for further infor-
mation). k1j,inter is then given by:50

k1j;inter ¼
1

1þ d1j

ð1
0

2ET

m

� �1=2

pb1j;max
2 ETð Þw ETð ÞdET (7)

where m is the reduced mass of the system and w(ET) is the
Maxwell–Boltzmann distribution of the translational energy.
The procedure for C3H8 is identical to the one outlined here for
CO2, using a united-atom force field model.51 For C3H8, we only
evaluate k11,inter because of the many conformational isomers
of C3H8 clusters. Already for the dimer, 23 stable configurations
are reported.52

We define two enhancement factors to facilitate the inter-
pretation of our data. The experimental enhancement factor
Zexp is the ratio between the net forward rate constant and the
hard sphere collision rate constant:

Zexp ¼
k1j;net

k1j;HS
(8)

The calculated enhancement factor Zcalc is defined as follows:

Zcalc ¼
k1j;inter

k1j;HS
(9)

The calculated collision rate constants k1j,inter explicitly account
for long-range intermolecular interactions, i.e. dispersion and
quadrupole–quadrupole interactions.
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3.3 Nucleation rates

3.3.1 Collision-limited nucleation rates. If we assume that
every collision between the condensable molecules leads to
association, i.e. unit sticking probability, and that evaporation
as well as coagulation are negligible, we can calculate the hard
sphere nucleation rate JHS with the rate constant k11,HS from
eqn (5) by:

JHS = N1
2k11,HS (10)

The formulae used for the density r of CO2 and C3H8 can be
found in the ESI.† JHS neglects long-range intermolecular
interactions. We can take the latter into account, by utilizing
eqn (7) for the rate constant k11,inter, to obtain a more accurate
estimate of the upper limit of the nucleation rate:

Jinter = N1
2k11,inter (11)

Note that some references (e.g. ref. 53) use an additional factor
of 1/2 in eqn (10) and (11). Here, this factor is incorporated into
k11,HS or k11,inter, respectively.

3.3.2 CNT. The steady-state or CNT nucleation rate is
calculated as:43

JCNT ¼ N1

X1
i¼1

1

N1k1i
Qi�1
j¼1

N1k1j

Ejþ1

0
BBB@

1
CCCA
�1

¼ N1
2

1

k11
þ E2

Sk12N1
�k11
þ E2E3

S2k12N1
�k11N1

�k12
þ . . .

(12)

with the evaporation rate constant Ej+1 and the association rate
constant k1j, which usually are approximated by k1j,HS (see
eqn (5)). Note that the quantities with an asterisk are evaluated

at S = 1, with N1
� ¼ N1

S
. The equation can be expressed as a

function of the Gibbs free energy of formation of cluster j using
detailed balance:54,55

Yj�1
i¼1

Eiþ1
N1
�k1i
¼ exp

DGj
�

kBT

� �
(13)

where DGj* is the free energy of formation (standard Gibbs
energy change for forming the cluster) for a saturated vapor
with S = 1 (see ref. 15, 16 and 56–59 for more information). In
CNT, DGj* is calculated assuming the capillarity approximation57

from DGj* = ss1( j2/3 � 1), with the surface tension of the bulk, s,
and the surface area of the monomer, s1. If the critical cluster
size is sufficiently large, the sum in eqn (12) can be replaced by a
continuous integral. This leads to the commonly used formula in
CNT (eqn (6) in ref. 28). However, in the present study the
supersaturation is exceedingly high (S 4 1011), which means
that only a few terms in eqn (12) contribute to the sum. We
therefore directly apply eqn (12) and (13) with DGj* calculated
within the capillarity approximation.

3.3.3 MKNT. The Mean-field Kinetic Nucleation Theory
(MKNT) is based on a kinetics part following ref. 60 and on a
statistical thermodynamics part with mean-field argument.14,15

The clusters are treated as core–shell particles assuming bulk
liquid properties for the core and microscopic properties for
the surface. Following the derivation in ref. 15, the nucleation
rate is given by:

JMKNT ¼ Akin

X1
n¼1

e�HðnÞ

 !�1
(14)

The exponential part of the equation is given by �HðnÞ ¼

�n ln S þ ymicro nsðnÞ � 1½ � � ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=n

p
� 1þ n1=3
� �2� 1

1þ d1n


 �
for a cluster with n molecules and ns surface molecules. The last
term in �H(n) includes the dependence of k1n,HS on the cluster

size n. ymicro ¼ � ln
�B2peqðTÞ

kBT

� �
is the microscopic surface

tension using the second virial coefficient B2. The kinetic

prefactor Akin is calculated as follows: Akin ¼
N1peqðTÞs1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT
p , m is

the monomer mass, s1 is the surface area of the monomer and
peq is the equilibrium vapor pressure. The formulae used for
the thermodynamic properties of CO2 and C3H8 can be found
in the ESI.†

3.3.4 Nucleation rates using DG from DFT calculations.
The framework of CNT can be combined with DFT calculations
of the cluster Gibbs energy of formation to yield a more accurate
nucleation rate. We refer to this nucleation rate as JQM (see
ref. 16). This approach avoids the application of the capillarity
approximation to small clusters by directly calculating DGj*.
By inserting the relation of detailed balance (eqn (13))59 into
eqn (12) we obtain:

JQM ¼
N1

2

1

k11
þ
exp

DG2
�

kBT

� �
Sk12

þ
exp

DG3
�

kBT

� �
S2k13

þ . . .

(15)

The uncertainty of JQM mainly arises from the inaccuracies of
the DFT calculations, which are discussed in more detail in
the ESI.† Analogous to CNT and MKNT, we assume the high
pressure limit of association kinetics for JQM, which might not
hold for the present experimental conditions.

3.4 DFT calculations

The Gaussian09 program package61 was used for all DFT
calculations. The starting geometries for the DFT calculations
of the CO2 clusters were taken from our previous publication,28

which used the M06-2X functional62 and 6-31+G(d) basis set.
For the calculation of JQM (see Section 3.3.4) these were further
refined using the same M06-2X functional, but a larger,
correlation-consistent basis-set (aug-cc-pVTZ).63 The Gibbs free
energy change DGj* associated with the reaction j�CO2 - (CO2)j

was calculated for all temperatures (Table 1 and Table SI, ESI†)
using zero-point and thermal corrections, and applying a
scaling factor of 0.956 for the vibrational frequencies.64 As
already discussed in ref. 29, Lemke et al.65 showed that the
M06-2X functional is appropriate for dispersion bound systems
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and the extracted energies are consistent with CCSD(T)
level calculations. Our calculations are in good agreement
with previous studies.65,66 The refined structures and DGj* for
cluster sizes j = 2–12 are provided in the ESI.†

4 Results and discussion
4.1 Mass spectra and kinetic modeling

Fig. 2 shows mass spectra as a function of the nucleation time
for a low CO2 concentration (0.12%, a) and a high CO2

concentration (10%, b) (see Table 1 for conditions). The max-
imal cluster sizes nmax are indicated by arrows in Fig. 2a and b.
The spectra are background corrected for clarity. For both
conditions, nmax = 1 is observed at the shortest time (44 ms
and 36 ms, respectively). At a lower concentration (Fig. 2a), only
small clusters are observed even for long nucleation times
(maximal cluster size nmax B 40 at t = 196 ms). A similar

behavior was observed for water nucleation in our previous
publication.28 At a higher concentration (Fig. 2b), very large
clusters with several hundred molecules (nmax up to B700) are
observed at long nucleation times. The explanation for this
huge increase in nmax is the higher CO2 content which leads to
faster cluster growth. The insets in Fig. 2a and b show zoom-ins
of the 0.12% CO2 mass spectrum recorded at 196 ms (red,
Fig. 2a) and the 10% CO2 mass spectrum recorded at 45 ms
(blue, Fig. 2b). These spectra are chosen for comparison
because their nmax values are relatively close. A comparison
reveals that the very small clusters (n o 15) are much less
intense for the high CO2 concentration (blue trace) than for
the low CO2 concentration (red trace). For the larger clusters
(n Z 15), this difference is less pronounced. The diminished
intensity of the very small clusters for 10% CO2 might hint at
evaporation of these very small clusters.67 This hypothesis will
be evaluated in more detail in Sections 4.3 and 4.4. As already
discussed in ref. 29, we observe shell and subshell closings in
the CO2 mass spectra for cluster sizes larger than 50–100, which
allows us to directly extract the structure of the clusters.68–70

For all our conditions, cuboctahedral structures are observed
(no structural change with increasing temperature). Represen-
tative mass spectra of C3H8 are shown in the ESI† (Fig. S2). They
show a similar behavior as the CO2 mass spectra in Fig. 2a.

4.2 Fit of the net forward rate constants

Using the model in Section 3.1, we can directly fit net forward
rate constants k1j,net to the experimental cluster size distribu-
tions retrieved from the mass spectra (Fig. 2, see Section 3.1
and the ESI† for fits). The extracted net forward rate constants
for CO2 and C3H8 are shown in Fig. 3a and b, respectively. The
monomer–monomer net forward rate constant k11,net will be
discussed in Section 4.4. Note that k1j,net gives information
about the balance of the association rate, determined by k1j,
and the evaporation rate, determined by Ej+1, but it cannot
provide information about their absolute values. For both
substances, CO2 and C3H8, the net forward rate constants
generally increase for larger cluster sizes (Fig. 3). There are
two possible explanations for this: Firstly, the collision cross
section increases with increasing cluster size. Secondly, for
smaller clusters the evaporation rate is likely higher and the
sticking probability is likely lower. The latter could be attrib-
uted to the smaller density of states in smaller clusters. This
makes the distribution of the excess energy upon collision less
efficient and leads to a lower sticking probability, resulting in a
lower forward rate constant for smaller clusters. The retrieved
k1j,net values increase with decreasing temperature for both CO2

and C3H8 (Fig. 3). At first sight, this seems counter-intuitive
because the hard sphere collision rate constant (eqn (5))
increases with increasing temperature. This observation is
further discussed in Section 4.3.

4.3 Enhancement factors

The experimental net association rate constant k1j,net (eqn (3))
embodies the net effect of three different processes: (a) mono-
mer–cluster collision (capture), (b) monomer–cluster sticking

Fig. 2 CO2 mass spectra as a function of the cluster size n and nucleation
time t: (a) 0.12% CO2 at a flow temperature of 31.2 K and (b) 10% CO2 at a
flow temperature of 56.6 K. Further information can be found in Table 1.
The mass spectra for these two temperatures exhibit a distinctly different
temporal evolution. The insets show selected mass spectra with similar
nmax values: 0.12% CO2 at 196 ms (red, a) and 10% CO2 at 45 ms (blue, b).
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and (c) cluster evaporation. The enhancement factor Zexp gives
the ratio of the aforementioned net forward rate constants and
the hard sphere collision rate constants k1j,HS (see Section 3.2).
In the limit of unit sticking probability and negligible evapora-
tion (barrierless), k1j,net should be higher than k1j,HS, because of
the long-range interactions between the colliding entities,
leading to Zexp 4 1. A value of Zexp o 1 thus indicates
non-unit sticking probability or cluster evaporation. In the
following, Zexp is utilized as an indicator to analyze how the
nucleation process changes as a function of the temperature by
comparison with Zcalc. Zexp is shown in Fig. 4a for CO2 and in
Fig. 4d for C3H8. In both cases, Zexp decreases pronouncedly
with increasing temperature. Fig. 4b shows the calculated
enhancement factor Zcalc for CO2 as described in Section 3.2.
A comparison of the temperature dependence of Zcalc and Zexp

for two selected cluster sizes is shown in Fig. 4c. The calcula-
tions for CO2 (panel b and c) predict only a small decrease in
Zcalc with increasing temperature, which is consistent with a
T�1/3 dependence of k1j,inter. This is expected for long-range
interactions in collisions of non-polar molecules.50 The T�1/3

dependence is indicated in Fig. 4c as a dashed red line. Zexp

shows a far stronger temperature dependence, spanning two
orders of magnitude for temperatures between 31.2 K and

62.9 K. Averaged over all j, Zexp surpasses Zcalc by only a factor
of B2.5 at 31.2 K and by only a factor of B1.3 at 44.4 K,
showing a general good agreement between experiment and
calculation for the two lowest temperatures. At the highest
temperature, by contrast, Zcalc is up to two orders of magnitude
larger than Zexp. Furthermore, Zexp is strongly cluster size
dependent at high temperatures, while the model predicts an
approximately constant enhancement as a function of j for all
temperatures (see Fig. 4b). These differences point towards a
fundamental change in the nucleation kinetics with increasing
temperature as will be discussed below.

The pronounced increase of Zexp from j = 2 to about j = 6
(Fig. 4a) for all but the coldest temperature indicates a low
sticking efficiency and/or high evaporation rate for smaller
clusters. With increasing temperature, Zexp falls off rapidly for
small cluster sizes and thus increasingly deviates from Zcalc (blue
line in Fig. 4c), supporting this interpretation. It is, however,
difficult to disentangle possible contributions from the low
sticking efficiency and the evaporation rate. As discussed before,
compared with larger clusters smaller clusters have fewer degrees
of freedom to distribute the excess collision energy, which results
in a decreased sticking efficiency. For larger clusters (green line in
Fig. 4c) many degrees of freedom are available, making a low
sticking efficiency less likely than for small clusters. Therefore,
the strong deviation between Zexp and Zcalc even for larger cluster
sizes rather hints that increasing evaporation rates are respon-
sible for the observed deviations with increasing temperature.
Non-negligible evaporation at higher temperatures implies a
change from barrierless nucleation at 31.2 K to barrier-limited
nucleation at higher temperatures.

The experimental enhancement for C3H8 (Fig. 4d) is roughly
constant for all cluster sizes at a specific flow temperature,
except for j = 2 where Zexp is significantly lower. The increase by
B10 K from 32.0 K to 42.1 K leads to a decreased Zexp by
approximately a factor of three averaged over all j. For both
temperatures studied for C3H8, we find a similar behavior to
that for CO2 at 31.2 K, indicating barrierless nucleation for
C3H8 at both temperatures.

In our previous work on water nucleation,30 cluster evaporation
was found to be negligible up to 87 K. While negligible evaporation
at these low temperatures seems reasonable for strongly hydrogen-
bonded water clusters, this is no longer the case for weakly bound
CO2 clusters – in agreement with the evidence for non-negligible
evaporation for the CO2 clusters described above (see also the
further discussions in Section 4.4).

4.4 Nucleation rates of CO2

Fig. 5a shows the total cluster number concentrations for n 4 1
as a function of the nucleation time for the five CO2 concentra-
tions examined in this study. The experimental nucleation rates
J were determined by linear fitting of these data (eqn (2)).
J is shown in Table 1 and Fig. 5b. Except for 50% CO2 and

TF ¼ 62:9 K, there seems to be a small increase in J with
increasing flow temperature (from 1.5 � 1015 cm�3 s�1 for

0.12% CO2 and TF ¼ 31:2 K to 4.0 � 1015 cm�3 s�1 for 10% CO2

Fig. 3 Net forward rate constants k1j,net of CO2 (a) and C3H8 (b) for j Z 2.
The net forward rate constants combine the contributions from associa-
tion and evaporation.
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and TF ¼ 56:6 K), which, however, barely exceeds our relative
experimental uncertainty. The issue with comparable J values
lies in its dependence on the monomer concentration N1 which
varies for different conditions (see Table 1). k11,net, by contrast,
eliminates this dependence on N1, providing a better compar-
ison between the different conditions. Fig. 5b shows that k11,net

decreases strongly by four orders of magnitude in the range
from 31.2 K to 62.9 K. Again, this decrease can be attributed to a
lower sticking probability between monomers and/or a higher
evaporation rate of dimers with increasing temperature. The
decreased sticking probability should be most pronounced in
monomer–monomer collisions. Even when evaporation rates
are negligible and nucleation proceeds barrierless, k11,net can
be significantly smaller than k11,HS, indicating that dimer
formation has not yet reached the high pressure limit.71

A direct comparison with previously published nucleation
rates is not possible because all previous values were recorded
at higher temperatures. At somewhat higher temperatures of
470 K, Wyslouzil and coworkers (Wyslouzil, BE, personal com-
munication) found nucleation rates of B1 � 1017 cm�3 s�1, i.e.
rates that are B2 orders of magnitude higher than the present
rates (B1 � 1015 cm�3 s�1). Such an increase seems reasonable.
Note that we cannot find overlap with their conditions because of
experimental limitations in t and pF. CO2 nucleation was also
studied by Duff72 in the temperature range between 160 K and
190 K and by Lettieri et al.73 in the range between 260 K and 300 K.
These measurements lie far outside our experimental conditions
and a comparison is thus not possible. For further analysis, we
turn to comparisons with results from nucleation theories.

The predictions of the nucleation rate from CNT
(Section 3.3.2) and from MKNT (Section 3.3.3) are shown

in Table 1. The used thermodynamic properties of CO2 and
C3H8 can be found in the ESI.† As expected, CNT yields the hard
sphere collision limit JHS or values very close to it, which lies 2
to 7 orders of magnitude above our experimental nucleation
rates. MKNT has been shown to provide decent estimates for
nucleation rates of Ar in the range of B34 K to 53 K, with
nucleation rates of B1 � 1017 cm�3 s�1 and ln S of up to B10
(see ref. 9). In the present study, ln S varies between B26 and
B78. At such extreme supersaturations, MKNT fails to describe
condensation accurately as it gives unreasonably low values.
MKNT does not seem to describe the surface free energy of
clusters properly for cluster sizes below the bulk coordination
number. From the enhancement model outlined in Section 3.2,
we can determine Jinter. The enhanced rates result in a nuclea-
tion rate which is roughly twice JHS and therefore differs even
further from the experimental J. The strong differences between
J and Jinter for all conditions support a low sticking probability
for monomer–monomer collisions.

As described in Section 3.3.4, we can use the kinetic frame-
work of CNT and DGj* from DFT calculations to calculate JQM.
The calculated values for DGj* can be found in the ESI.† JQM can
be understood as a correction to the capillarity approximation
in CNT using cluster formation energies. Cluster evaporation is
explicitly considered here by using the method of detailed
balance (see Section 3.3.4 and ref. 59), but the high pressure
limit is still assumed, leading to a potential overestimation of
the nucleation rate. Out of all calculated nucleation rates JQM

is the closest to our measured rates. Except for the highest
temperature (Table 1), JQM lies only around one magnitude
above J, which lies within the experimental uncertainty. Non-
unit sticking would lower JQM, and thus bring JQM probably

Fig. 4 (a) Experimental Zexp and (b) calculated Zcalc enhancement factors for a range of CO2 cluster sizes and five different temperatures.
(c) Temperature dependence of CO2 enhancement factors for a small ( j = 2) and a larger cluster size ( j = 15). (d) Zexp for C3H8 as a function of
the cluster size j.
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closer to J. However, it cannot completely be excluded that the
good agreement between J and JQM could be coincidental
because of the uncertainties of JQM arising from the accuracy
of the DFT calculations.

The DFT calculations predict negligible evaporation
below B26 K, but non-negligible evaporation above B26 K:
at temperatures below B26 K, JQM is nearly identical to JHS.
This implies a transition from barrierless nucleation at B26 K
to nucleation in the presence of a barrier above B26 K.
A sensitivity analysis of JQM with respect to the uncertainty of
DGj* reveals that a 5% change of DGj* results in a change in the
nucleation rate of one to two orders of magnitude (see the ESI†
for details). This in turn would convert into an uncertainty of
the transition temperature (above which JQM o 0.9 � JHS) that
ranges from 20.1 K to 30.8 K (see the ESI,† Fig. S7). The
uncertainty of this transition region combined with our experi-
mental uncertainties suggests that this region might indeed lie
in the temperature range covered by our experiment.

From the DFT calculations, we can also gain information
about the size of the critical nucleus. The largest term in the
denominator of eqn (15) allows one to determine the critical
cluster. At 62.9 K and 56.6 K the critical nucleus is a trimer,

while at 49.3 K and 44.4 K a transition to the dimer seems to
occur (note that the corresponding terms are very close in
magnitude, which impedes a definite assignment). At the low-
est temperature of 31.2 K, the critical nucleus is either a dimer
or a monomer. These terms are very sensitive to the value of
DGj*, therefore the uncertainty of the size of the critical nucleus
is large, analogous to the uncertainty of the transition tempera-
ture. Nevertheless, the calculations show a clear trend towards
the emergence of a nucleation barrier at higher temperatures.

4.5 Nucleation rates of C3H8

Fig. 6a and b show the total cluster number concentrations as a
function of time and the extracted J and k11,net, respectively, for

C3H8. The values of TF and pF are very similar for 0.12% CO2

and for 0.035% C3H8 as well as for 1.1% CO2 and for 0.26%
C3H8. The fact that both C3H8 concentrations are lower demon-
strates that C3H8 nucleates more easily than CO2 under other-
wise similar conditions. The values of J are of the same order of
magnitude as those for CO2 (Table 1). The two data points in
Fig. 6b seem to imply a decrease of J with decreasing temperature,
which would be opposite to the behavior of CO2 (Section 4.4).

Fig. 5 (a) Total cluster number concentration as a function of time for
50%, 10%, 3.3% 1.13% and 0.12% CO2. The linear fits are indicated with
dashed lines. The data for 0.12% CO2 were already published in our
previous publication.29 (b) Experimental nucleation rate J (full red symbols)
and monomer–monomer net forward rate constants k11,net (open blue
symbols) extracted from the data shown in panel a. The use of the symbols
is consistent in panels a and b.

Fig. 6 (a) Total cluster number concentration as a function of time for
0.035% and 0.26% C3H8. The linear fits are indicated with dashed lines.
(b) Experimental nucleation rates J (full red symbols) and monomer–
monomer net forward rate constants k11,net (open blue symbols) extracted
from the C3H8 data in panel a as a function of the flow temperature. The
data for 0.26% C3H8 are shown as up triangles and those for 0.035% C3H8

as pentagons.
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However, one needs to keep in mind that a clear trend cannot
be extracted from only two data points.

To the best of our knowledge, these are the first experimental
nucleation rates for C3H8, so that a comparison with previous
experimental data is not possible. However, we can compare the
experimental rates with the predictions from the models (see
Table 1). As discussed in Section 4.4 for CO2, CNT gives the hard
sphere collision limit or values close to it and MKNT gives
unreasonably low values. Both theories thus fail in describing J
for our conditions for both CO2 and C3H8. Because of the many
isomers of C3H8 clusters,52 we do not calculate JQM. Only the
monomer–monomer collision rate k11,inter is evaluated, yielding
values for Jinter which are about two times larger than JHS. This
enhancement of the nucleation rate is comparable to that for CO2,
which seems reasonable as both substances form weakly bound
clusters. As in the case of CO2, k11,net decreases with increasing
temperature and lies far below the theoretical monomer–
monomer collision rate constants. This can again be attributed
to a lower sticking probability at higher temperatures. In Section
4.3, we found that Zexp 4 1 for C3H8, which suggests that
nucleation is likely barrierless under both conditions studied here.

4.6 Third body interaction

The carrier gas is expected to have two main influences on
nucleation. Firstly, it removes the latent heat which is released
during nucleation (thermalization) and secondly, the clusters
have to spend volume work to grow in the presence of the carrier
gas. Both factors strongly depend on the pressure and type of
carrier gas.74 At low absolute pressures, the thermalization effect
should dominate leading to a positive pressure effect (increase of
the nucleation rate with increasing pressure). At high absolute
pressures though, the volume work effect should dominate
leading to a negative pressure effect (decrease of the nucleation
rate with increasing pressure). Several experimental and theore-
tical studies have investigated the effect of the total pressure on
nucleation.75–79 The findings of the different studies are very
ambiguous. Positive, negative and no pressure dependence was
found for various substances and experimental conditions.

To test the influence of the carrier gas, we change the flow

pressure pF while keeping pCO2
and TF constant (see Table 2).

Note that pF can only be changed in a small window because the
uniformity of the postnozzle flow has to be maintained. To do so,
the carrier gas composition (ratio of Ar to CH4) is slightly varied.
Fig. 7 shows the total cluster number concentration as a function
of the nucleation time for three different values of pF for CO2. The
corresponding nucleation rates J are also indicated in the figure
(see also Table 2). The nucleation rate J increases with increasing
pF. Assuming a relative error in J of a factor of two, the increase in
J is outside our experimental uncertainty for the increase from
22.5 or 30 Pa to 37 Pa. This hints at a positive pressure effect,
which appears reasonable in this low pressure regime.74 The
arrows in Fig. 7 indicate the onset times of nucleation.
A comparison of the onset times shows that the higher the pF,
the earlier the nucleation takes place in the postnozzle flow. This
indicates that a higher pF accelerates nucleation.

Since nucleation is also very sensitive to temperature, we
have estimated the influence of the small temperature differ-
ences (see Table 2) on the value of J by calculating JHS and JQM at
slightly different temperatures. A variation in temperature
between 41.6 K and 44.4 K corresponds to a change in JHS of
about 10% and a change in JQM of around a factor of two. These
changes are still too small to explain the observed increase of J
from 22.5 or 30 Pa to 37 Pa. Slight variations in temperature or
temperature fluctuations seem rather unlikely to be at the
origin of the systematic changes in J with pF.

As mentioned above, different carrier gas compositions were
used for the measurements in Table 2. The CH4 content increases
as pF increases. As discussed in our previous publications28,30 and
in the literature,76,77,80–82 the type of carrier gas might also have an
influence on the nucleation rate. Dumitrescu et al.81 found better
thermalization properties for CH4 compared with Ar. This sug-
gests that a higher CH4 content would also lead to an increase in J.
Thus, we cannot completely exclude that the change in the carrier
gas composition also contributes to the observed increase in J.
In any case, we find an increase in the nucleation rate with
increasing flow pressure and changing carrier gas composition.

Table 2 List of the experimental parameters for the data shown in Fig. 7.
The definitions of nozzle, pCO2, pF, % Ar, % CH4, %M, TF and J are given in the
caption of Table 1

Symbol

1.5% CO2 1.13% CO2 0.91% CO2

Nozzle Mach 5.2 Mach 5.2 Mach 6
pCO2

/Pa 0.338 0.338 0.338
pF/Pa 22.5 30 37
% CH4 3.0 6.0 22.7
% Ar 95.5 92.9 76.4
TF

�
K 42.6 � 1.1 43.0 � 1.4 43.0 � 1.2

M 4.32 � 0.07 4.35 � 0.08 4.72 � 0.08
J/cm�3 s�1 1.5 � 1015 1.8 � 1015 1.3 � 1016

Fig. 7 Total cluster number concentrations as a function of time t for
identical CO2 pressure pCO2

and the same flow temperatures TF (B43 K,
but three different flow pressures of pF: 22.5 Pa, 30 Pa and 37 Pa (see
Table 2)). The arrows indicate the onset of nucleation. The dashed lines
correspond to linear fits to the data. J is the nucleation rate.
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5 Conclusions

In this work, we investigate homogeneous gas-phase nucleation
of CO2 and C3H8 at high supersaturations in the temperature
range from B31 K to 63 K and B32 K to 42 K, respectively. This
corresponds to a change in the partial pressure of the con-
densable by three orders of magnitude. The nucleation rate J
and the net forward rate constant k1j,net (the net effect of
association and evaporation processes) are directly retrieved
from the experimental cluster size distributions recorded as a
function of the nucleation time. For CO2, we observe an

increase of k1j,net with decreasing flow temperature TF even at
high cluster size j, where the sticking probability is most likely
close to 1. This result hints at negligible evaporation for low
temperature and non-negligible evaporation for high tempera-
ture, which implies a transition from barrierless nucleation

at low TF to barrier-limited nucleation at higher TF. However,
the transition temperature cannot be determined definitively.
Quantum-chemical calculations combined with the experi-
mental results further indicate that this transition might lie
within the temperature range investigated in the present study.
Compared with other nucleation theories (CNT and MKNT), the
quantum mechanics based nucleation rate, JQM, yields much
better agreement with the experiment. The comparison between
CO2 and C3H8 indicates that the nucleation of C3H8 is most
likely barrierless for the conditions studied here. Nucleation rate
measurements at different pF show a slight increase of J with
increasing pF, suggesting that an increase of the flow pressure
enhances nucleation. A more detailed description of the nuclea-
tion kinetics could be obtained from calculations of association
and dissociation rate constants, analogous to those recently
presented for H2O in ref. 71, which could pinpoint the afore-
mentioned transition more precisely.
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A. Laaksonen, M. J. Lawler, M. Leiminger, S. Mathot,
T. Olenius, I. K. Ortega, A. Onnela, T. Petäjä, A. Praplan,
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