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Over the past decades, an important number of methods have been developed to simulate the nonadiabatic dynamics of molecules, that is, the dynamics of molecules beyond the Born–Oppenheimer approximation. These nonadiabatic methods differ in the way they approximate the dynamics emanating from the time-dependent molecular Schrödinger equation. In 1990, Tully devised a series of three one-dimensional model systems to test the approximations of the method called trajectory surface hopping. The Tully models were designed to probe different scenarios of nonadiabatic processes, such as single and multiple nonadiabatic (re)crossings. These one-dimensional models rapidly became the testbed for any new nonadiabatic dynamics strategy. In this work, we present a molecular perspective to the Tully models by highlighting a correspondence between these simple one-dimensional models and processes happening during the excited-state dynamics of molecules. More importantly, each of these nonadiabatic processes can be connected to a given exemplary molecular system, and we propose here three molecules that could serve as molecular Tully models, reproducing some of the key features of the original models but this time in a high-dimensional space. We compare trajectory surface hopping with the ab initio multiple spawning for the three molecular Tully models and highlight particular features and differences between these methods resulting from their distinct approximations. We also provide all the necessary information – initial conditions and all required parameters for the dynamics as well as the electronic structure – employed in our simulations such that the molecular Tully models can become in the future a unified and standardized test for ab initio nonadiabatic molecular dynamics methods. The molecular Tully models also offer an exciting link between the world of low-dimensional model systems for nonadiabatic dynamics and the excited-state dynamics of molecular systems in their full dimensionality.

I Introduction

Simulating the dynamics of photoexcited molecules is often hampered by the complexity brought about by the breakdown of the Born–Oppenheimer approximation.¹,² As a result, one should account explicitly for the coupling between electronic and nuclear motion in the dynamics – the nonadiabatic effects – as well as some additional quantum nuclear effects. Achieving this implies, in principle, the solution of the time-dependent molecular Schrödinger equation – a task hardly possible for anything but the smallest molecular systems or models. Approximations to this equation are required to investigate the photochemistry

† Electronic supplementary information (ESI) available: Additional information on the (d)TSH dynamics of DMABN and the AIMS dynamics of fulvene. Comment on the computational cost of the fulvene dynamics with dTSH and AIMS. Initial conditions [nuclear geometries and velocities] for all the molecular Tully models and population traces are available as a zip file (molecular_tully_models.zip). See DOI: 10.1039/d0cp01353f
and photophysics of molecules in their full dimensionality, and often imply to choose a representation for the molecular wavefunction.\(^3\)

Most methods for nonadiabatic dynamics start by expressing the molecular wavefunction in the Born–Huang representation, leading to a picture of photochemistry where a nuclear wavefunction evolves on a given potential energy surface and can transfer nuclear amplitude in regions of strong nonadiabaticity to a different electronic state. Within this framework, the most accurate methods represent the electronic structure quantities and the nuclear wavefunctions on a grid and solve the nuclear time-dependent Schrödinger equations in a numerically exact manner. The multiconfigurational time-dependent Hartree (MCTDH) method\(^4,7\) belongs to this family of techniques and is perceived as the gold standard for nonadiabatic dynamics. Due to their computational cost and the fact that they require the precalculation of potential energy surfaces, grid-based approaches for quantum dynamics cannot treat molecules of more than six or seven atoms in their full dimensionality and are therefore limited to a subset of the total number of nuclear degrees of freedom for larger molecular systems.

Hence, additional approximations are required if one wishes to simulate the nonadiabatic dynamics of molecules in their full configuration space – what we call here nonadiabatic molecular dynamics. An impressive number of methods have been proposed for this task over the last decades, and we focus our attention here only on the most employed techniques. One strategy consists in expanding the nuclear wavefunctions using trajectory basis functions (TBFs).\(^8\) Members of this family of methods include the variational multiconfigurational Gaussian (vMCG),\(^9,11\) the multiconfigurational Ehrenfest (MCE),\(^12,14\) or the Full and Ab Initio Multiple Spawning (FMS and AIMS).\(^15,17\) While being formally exact, the overall accuracy of these methods depends on the number of basis functions used and the way the TBFs are coupled together. At a more approximate level of theory, the mixed quantum/classical method called trajectory surface hopping (TSH)\(^18,21\) offers an appealing (yet intrinsically approximated) description of nonadiabatic molecular processes. TSH will be described in more detail below, but it is sufficient to picture it at this stage as a way to represent the dynamics of nuclear wavepackets by using independent classical trajectories that can hop between electronic states, mimicking nonadiabatic transitions. Owing to its simplicity, TSH has become the preferred method for nonadiabatic molecular dynamics.\(^20,22\) While all the strategies described in this paragraph can employ precomputed potential energy surfaces and nonadiabatic couplings for the nuclear dynamics, they are also compatible with on-the-fly dynamics, that is, when the electronic-structure quantities required to perform the nuclear dynamics are not precomputed but calculated at each time step.

But prior to any actual application aiming at either explaining experimental observations or predicting a particular molecular behavior, one has to duly test the approximations of a given nonadiabatic method and determine the limitations that such approximations impose on the use of the technique. To this end, Tully proposed a series of three tests in his seminal article on TSH, later called the Tully models, which are depicted in the upper panel of Fig. 1. A model in this context corresponds to (i) predefined potential energy curves and nonadiabatic couplings between electronic states – the focus here being on the nuclear dynamics and not the electronic structure – and (ii) initial conditions for the nuclear dynamics – initial position and momentum of the nuclear wavepacket/trajectories. The Tully models are one-dimensional, and the potential energy curves and couplings are expressed analytically (in a diabatic representation).

The main goal of these three models (upper panel of Fig. 1) was to test different processes observed during a typical nonadiabatic dynamics and see how approximate methods performed in comparison to exact quantum dynamics simulations. We describe here briefly the main ideas of each model and will give more details on the physics they probe in Section III. The Tully model I (Fig. 1a) exemplifies a simple nonadiabatic event where a one-dimensional particle, whose initial state is described by a nuclear wavepacket in say the first excited electronic state (blue curve), reaches an avoided crossing and can transfer towards the ground electronic state (green curve). The Tully model II (Fig. 1b) depicts a somewhat more complicated process, where the particle encounters two different nonadiabatic regions (dual avoided crossing). The nuclear wavepacket describing the state of the particle can ‘branch’ in the first coupling region – part of the amplitude in the original electronic state is transferred to the coupled state – and the two wavepackets can meet again in the second coupling region. Interferences are possible if the two nuclear wavepackets recohere at the second coupling, and their importance will vary as a function of the initial momentum of the particle. The Tully model III (Fig. 1c) offers a way to test reflection processes: the two potential energy curves are nearly degenerate at the beginning of the dynamics, and a nonadiabatic coupling region is located just before the near-degeneracy is lifted. When the particle, initially on the ground state, is transferred onto the upper state after the crossing, it may reflect back towards the coupling region if its momentum is too small to overcome the repulsive potential. We will discuss later how these different processes stress the approximation of nonadiabatic methods.

Since their publication in 1990, the simple model systems described above have been extensively used to assess the quality of newly-developed methods or test new approximations or corrections proposed for existing ones. The diversity of strategies tested with some or all of Tully models is astonishing. It includes, among others, full multiple spawning,\(^15\) semiclassical initial value representation,\(^23\) symmetrical quasi-classical windowing combined with Meyer–Miller mapping Hamiltonian,\(^24\) surface hopping Herman–Kluk semiclassical initial value representation method,\(^25\) semiclassical Monte-Carlo,\(^26\) dephasing representation of quantum fidelity,\(^27\) counter-propagating wave methods trajectories,\(^28\) Ehrenfest-Plus,\(^29\) coupled-trajectory mixed quantum/classical dynamics,\(^30,31\) quantum trajectory mean-field approach,\(^32\) iterative linearized approach to nonadiabatic dynamics,\(^33\) mean-field dynamics with stochastic decoherence,\(^34\) nonadiabatic Bohmian dynamics,\(^35,36\) mean-field molecular dynamics with surface hopping,\(^37\) non-Hermitian surface hopping,\(^38\) multi-state trajectory approach to nonadiabatic dynamics,\(^39\) partial linearized density...
matrix dynamics, ring polymer surface hopping, quantum trajectory surface hopping, consensus surface hopping, or quasiclassical mapping Hamiltonian methods. The Tully models were also used to assess decoherence in nonadiabatic dynamics or to test newly-developed decoherence corrections for the TSH, see ref. 45–52 for examples.

As mentioned earlier, the Tully models probe interesting physical phenomena caused by nonadiabatic effects, but how well do these one-dimensional models connect with the nonadiabatic processes observed in (high-dimensional) molecules? In other words, the original one-dimensional Tully models are employed to test the approximations of nonadiabatic methods which will be used for high-dimensional molecular systems, but are the nonadiabatic mechanisms probed in one dimension representative of the coupled electron–nuclear processes a molecule can suffer? This question is legitimate already from an electronic structure perspective, as moving from one to two nuclear degrees of freedom forces us to account for conical intersections (in the adiabatic representation). Moving to an even higher number of nuclear degrees of freedom allows us to define a two-dimensional branching space – coordinates along which the electronic degeneracy is lifted – as well as the \( 3N_n - 8 \) dimensional intersection seam – along which the electronic degeneracy is preserved, \( N_n \) being the number of nuclei. Conical intersections are known to be ubiquitous in the photodynamics of molecular systems and responsible for ultrafast funneling processes between electronic states. Hence, can we connect some typical nonadiabatic processes occurring in molecular systems to some of the features of the simpler one-dimensional Tully model? Achieving this goal will offer a series of molecular models to compare nonadiabatic molecular dynamics methods among each other in the full nuclear dimensionality of molecules. There is a consensus in the community that such unified hard benchmark tests, using models in higher dimensions, would be highly beneficial for benchmarking the different methods available and dissect their approximations. The Libra library is a project going towards this direction. We propose here three molecules, serving as typical examples of key nonadiabatic processes for molecular systems, that can be seen as a set of molecular Tully models and a new tool towards a more general mean of comparison between methods for nonadiabatic dynamics.

Let us start by highlighting different nonadiabatic processes that can take place during the excited-state dynamics of a molecule and be connected to key features of the original Tully models. A caveat is needed at this stage: the categories discussed below are not intended to fully represent the huge diversity of mechanisms in nonadiabatic molecular dynamics but are only meant to draw some (hopefully general) parallels with the nonadiabatic processes probed in the original Tully models. Upon photoexcitation, certain molecules exhibit an efficient decay back to the ground electronic state mediated by one or more (peaked) conical intersections. A characteristic of such nonadiabatic dynamics is that electronic states are connected by mostly one efficient nonadiabatic event – or one passage through a conical
interaction. Such ultrafast and efficient decay processes are clearly connected with the Tully model I – a single crossing event between a pair of electronic states (Fig. 1a). Examples from the literature of such photodynamics could be simple photoisomerization processes like the one of ethylene,\textsuperscript{59} protonated formaldehyde,\textsuperscript{60} or retinal.\textsuperscript{61} Other molecules may suffer a nonradiative decay characterized by numerous passages through a given intersection seam between a pair of electronic states. This behaviour is observed when a pair of electronic states remain close in energy, such that the photoexcited molecule can exchange between them several times. This kind of photodynamics can be related to the Tully model II – multiple crossings between two electronic states (Fig. 1b). As examples of this category, one can mention molecules having coupled electronic states with different characters close in energy (4-\textit{N},\textit{N}'-dimethylaminobenzonitrile, DMABN, see below), or molecules suffering photodissociation with electronic states getting close in energy, stimulating multiple crossings (see for example 1,2-dithiane\textsuperscript{62}). Another possible outcome of a nonadiabatic dynamics can be observed when a molecule hits a sloped conical intersection with a specific topography. The molecule can transfer to a different electronic state following the passage through the intersection, but soon after will reflect back towards the same region of the intersection seam where a novel nonadiabatic event can take place. Such a nonradiative decay, involving subsequent passages through a nonadiabatic region caused by a reflection process, is reminiscent to the dynamics observed at low kinetic energy in the Tully model III (Fig. 1c). As compared to efficient tunneling processes involving peaked conical intersections (as mentioned above), sloped intersections are known to slow down the transfer of populations between the coupled electronic states.\textsuperscript{63} Such nonadiabatic dynamics proceeding via a sloped intersection and involving a form or reflection process was observed for example in up-funneling during collision processes,\textsuperscript{64} as one contribution to the nonradiative deactivation of fulvene,\textsuperscript{65} or in diabatic trappings.\textsuperscript{66}

In this work, we present three molecules that, upon electronic excitation, exemplify the typical nonadiabatic processes described above and therefore constitute a molecular version of the original Tully models. The original model potentials proposed by Tully may look somehow 'artificial' (in particular the second and third model), but the correspondence with the processes described in the previous paragraph becomes clearer if, instead of looking at the potential energy curves as a function of position, one plots them as a function of time. In other words, one could compare the potential energy curves as a function of time, drawn by the dynamics of a molecule. In the upper panel of Fig. 1, we show this dynamics in the Tully models by sketching the trajectory of a particle. The lower panel of Fig. 1 shows the electronic energies as a function of time for a full atomistic nonadiabatic molecular dynamics of ethylene, DMABN, and fulvene. In the simple case of ethylene (Fig. 1d), one sees a trivial correspondence between the molecular trajectory and the one of the particle, both exhibiting a single nonadiabatic event. For the case of DMABN (Fig. 1e), the molecule, originally on the green (potential energy) curve, jumps to the blue curve after a nonadiabatic transition, before going back to the green curve due to a passage through a second different nonadiabatic region. The fulvene case (Fig. 1f) shows an example of reflection following nonadiabatic transition, where the molecule transfers from the blue to the green curve, reflects, and goes back to the same region of the intersection space, mimicking the one-dimensional trajectory of the Tully model III. (We note that in this latter case, the reflection for fulvene occurs on the ground state while it takes place on the excited state in the original Tully model III.) At this stage, it is worth noting that several deactivations paths can compete in any nonadiabatic processes. For example, the particle in the Tully model II could also remain adiabatically on the lower potential energy curve – a branching of the initial nuclear wavepacket in two contributions after the first nonadiabatic event. Such a diversity in the possible outcomes after a nonadiabatic transition is likely to be further enhanced for molecular systems as a natural consequence of the larger number of nuclear degrees of freedom. The increase in nuclear degrees of freedom also comes with alternative fates for the photoexcited molecule. Coming back to the previous example, the original Tully model II offers the possibility to observe a recoherence in the second nonadiabatic region, when the branched nuclear wavepackets recombine. In molecular systems, it is likely that, while the molecule may hit multiple times the same intersection seam, it will do so at a different region of the seam, limiting the possibilities of interferences between the branched nuclear wavepackets. Hence, Fig. 1 is only an illustration of selected possible trajectories that depict some of the interesting phenomena observed in the original Tully models (a more detailed comparison between the molecular and original models will be proposed below).

In the following, we show that ethylene, DMABN, and fulvene offer an interesting molecular version of the original Tully models for testing nonadiabatic molecular dynamics methods. For each molecule, we propose a detailed comparison of the nonadiabatic dynamics obtained with TSH, TSH with decoherence correction, and AIMS, using the same level of electronic-structure theory and defining a common set of initial conditions. While an exact solution of the time-dependent molecular Schrödinger equation is clearly out of reach for such large molecular systems, we highlight specific features of the nonadiabatic dynamics for each molecule that can be used to probe the approximations of other nonadiabatic methods. As mentioned earlier, one of the key interests of the Tully models is that they are easily transferable to any nonadiabatic methods, being based on analytical potential energy curves and couplings as well as a clear definition of the initial conditions. While such transferability is more challenging to achieve for \textit{ab initio} nonadiabatic dynamics, we give access here to all the initial conditions, parameters, and simulation protocol for our simulations, hoping that it will render the use of our molecular models as straightforward as possible and stimulate the community to employ them as a test set for \textit{ab initio} nonadiabatic molecular dynamics.

II Methodology

A. Theoretical considerations

In the following, we introduce three molecular Tully models to test methods for nonadiabatic molecular dynamics. We use two
of the most commonly employed strategies for nonadiabatic dynamics, TSH and AIMS, to test these models and extract some interesting features that can be used for comparison with other methods in the future. We propose here a brief introduction to AIMS and TSH in the context of nonadiabatic dynamics, highlighting their respective approximations. The interested reader is referred to ref. 8 and 67 for general reviews on AIMS, including a comparison of its formalism with that of TSH, ref. 21 for a presentation of TSH and its different flavors, and ref. 3 for a general overview of nonadiabatic molecular dynamics.

1. **Ab initio multiple spawning.** *Ab initio* multiple spawning belongs to the framework of the Full Multiple Spawning.\(^{15,17,68-70}\)

In FMS, one expands the nuclear amplitudes evolving in each electronic state, originating from the Born–Huang representation, in a basis of moving multidimensional Gaussian functions with frozen width, called trajectory basis functions (TBFs). We can picture the TBFs as a moving grid offering, in principle, a proper support for the dynamics of the nuclear wavefunctions. In FMS, the TBFs are propagated along classical trajectories following their assigned electronic states adiabatically. When a TBF evolving in electronic state \(I\) enters a region of strong nonadiabaticity with a different electronic state \(J\), new TBFs are spawned on the coupled state \(I, J\) to ensure a smooth transfer of amplitude between the two coupled electronic states. A key point of FMS is that all TBFs are coupled together via the time-dependent Schrödinger equation, allowing for intra- and interstate exchange of nuclear amplitude whenever needed. This feature makes FMS formally exact when a sufficient number of TBFs are employed to describe the nonadiabatic dynamics, as discussed in ref. 71. Nevertheless, the exactness of FMS comes at a significant cost: coupling all the TBFs together requires the evaluation of multidimensional integrals containing in their integrand the potential energy surfaces and nonadiabatic coupling terms over the entire molecular configuration space.\(^{15,71}\)

Such integrals hamper the use of FMS for molecular systems in their full nuclear dimensionality. However, one can simplify these integrals by employing two key approximations. The saddle-point approximation (SPA) proposes to approximate the nuclear-coordinate dependence of the potential energy surfaces or nonadiabatic couplings in the integrand by expanding them in a truncated Taylor series centered at the centroid position of the two TBFs. The independent first generation approximation (IFGA) considers that the initial (parent) TBFs describing the nuclear wavefunction (or wavepacket) at time \(t = 0\) can be treated as uncoupled. Applying both the SPA and the IFGA dramatically simplifies the equations of motion of the FMS framework and, more importantly, opens the door to on-the-fly nonadiabatic quantum molecular dynamics as the required electronic-structure quantities can be computed directly along with the propagation of the TBFs. The resulting method is called *Ab initio* Multiple Spawning, AIMS. The approximations of the AIMS method have recently been assessed.\(^{71,72}\)

2. **Trajectory surface hopping.** As a member of the mixed quantum/classical method family,\(^{21}\) trajectory surface hopping combines a classical description of the nuclear degrees of freedom with a quantum propagation of the electrons. TSH approximates the dynamics of nuclear wavepackets by using swarms of independent classical trajectories. While each TSH trajectory is propagated adiabatically on a given potential energy surface, it can hop between electronic states whenever a region of strong nonadiabaticity is reached. A hopping probability computed after each nuclear integration step is employed within a stochastic algorithm to determine whether a jump between surfaces can take place or not. The appealing picture of trajectories switching electronic states was originally proposed in the seventies,\(^{73,74}\) but the most commonly employed version of TSH is by far the ‘fewest switches’, developed by Tully in 1990.\(^{10}\) (We note that in this article, we will use ‘TSH’ as an acronym for ‘fewest-switches TSH’.) The use of independent classical trajectories to depict the dynamics of a nuclear wavepacket, the so-called independent trajectory approximation (ITA), makes TSH very appealing from a computational perspective. However, this approximation naturally prevents an adequate description of the branching of nuclear wavepackets following a nonadiabatic region – nuclear wavepackets formed on different electronic states after the nonadiabatic transition are likely to move away from each other, a process called decoherence.\(^{45-47,75-79}\)

This issue, however, is expected not to be too severe for photophysical and photochemical processes where a nuclear wavepacket efficiently decays from an excited electronic state to the ground state, without recrossings between electronic states. Nevertheless, different methods have been devised to improve the result of surface hopping in cases where decoherence can become an issue.\(^{46-51,80}\)

As a final note, it is important to point out that TSH cannot be formally derived from first principles.\(^{18,79,81}\)

3. **Comparing AIMS and TSH simulations.** A typical AIMS run starts with a parent TBF on a given electronic state, whose initial conditions for nuclear positions and momenta were obtained from a given quantum distribution (for example, harmonic Wigner distribution). The TBF is propagated adiabatically on a given potential energy surface until a region of strong nonadiabaticity triggers the spawning mode. This mode allows, as explained above, to create (spawn) a new TBF on the coupled state, permitting a transfer of nuclear amplitude between electronic states thanks to the coupling between TBFs. As a result of the spawning process, an AIMS run starting with a single TBF can end up with tens of (coupled) TBFs. Multiple AIMS runs, starting from parent TBFs with different initial conditions, are required to converge the AIMS dynamics.\(^{8}\)

A typical TSH run is started in a similar way as AIMS: an independent classical trajectory is initiated in a selected electronic state, with initial conditions for the nuclear positions and momenta also chosen from a given quantum distribution. The classical trajectory is propagated adiabatically and, after each nuclear time step, the fewest-switches algorithm dictates stochastically whether the TSH trajectory has to remain on this electronic state or hop to another one. The TSH trajectory is propagated until a particular predefined criterion is reached. This full sequence is repeated for many independent trajectories to converge the TSH result with respect to (i) the initial conditions and (ii) the stochastic algorithm triggering the nonadiabatic transitions.

As stated above, the number of TBFs will grow during an AIMS run as a result of nonadiabatic transitions. As such,
AIMS does require fewer runs than TSH to converge, as the latter needs more runs to ensure a proper convergence of the hopping algorithm.\textsuperscript{86} For an optimal comparison between AIMS and TSH, we adopt a strategy where a given number of initial conditions are sampled from a Wigner distribution (for uncoupled harmonic oscillators) and used for both TSH and AIMS. However, ten TSH runs are generated for each set of initial conditions by altering the seed for the random number generator used in the hopping algorithm.\textsuperscript{83} As a result, each TSH run starting from the same initial condition can produce different trajectories due to a different hopping pattern. The strategy of using multiple TSH runs for each initial condition allows for a better convergence of the fewest-switches algorithm and dramatically improves the comparison with the AIMS result while using a common set of initial conditions.\textsuperscript{83}

### B. Computational details

#### 1. Electronic structure

Energies, nuclear gradients of the energies, and nonadiabatic couplings of ethylene were computed at the SA(3)-CASSCF(2/2) level of theory\textsuperscript{84,85} (including the $\pi$ and $\pi^*$ orbitals in the active space) and a 6-31G* basis set.\textsuperscript{86,87} Due to the negligible contribution of $S_2$, only $S_0$ and $S_1$ were included in the nonadiabatic dynamics, as done in earlier works on ethylene.\textsuperscript{88,89} The lowest four singlet states of DMABN were described with LR-TDDFT\textsuperscript{90–92} within the Tamm–Dancoff approximation employing the LC-PBE functional\textsuperscript{93,94} with a range-separation parameter set to 0.3 Bohr and the 6-31G basis set, using the Gaussian09 program.\textsuperscript{95} For fulvene, the electronic structure quantities were computed using SA(2)-CASSCF(6/6)/6-31G* (including three pairs of $\pi$ and $\pi^*$ orbitals in the active space). All SA-CASSCF calculations were carried out with the MOLPRO 2012 program package.\textsuperscript{96}

#### 2. Nuclear dynamics

Initial conditions for all dynamics (66 for ethylene, 21 for DMABN, and 18 for fulvene) were sampled stochastically from a Wigner distribution for uncoupled harmonic oscillators constructed from a frequency calculation at the ground-state optimized geometry of the respective molecule. For ethylene and DMABN, both geometries and momenta were sampled from this distribution. In contrast, for fulvene only geometries were Wigner-sampled and initial momenta were set to zero (unless otherwise stated). All initial conditions are available in the ESL.\textsuperscript{†}

The AIMS dynamics were performed with the AIMS/MOLPRO interface.\textsuperscript{97} The TBFs were propagated with a time step of 20 a.u., reduced to 5 a.u. in coupling regions. The threshold to enter the spawning mode was fixed to 3.0 a.u.\textsuperscript{1} for ethylene and 10.0 a.u.\textsuperscript{1} for fulvene (norm of the nonadiabatic coupling vector). Spawning was only allowed for TBFs with a minimum population of 0.01. For ethylene, TBFs spawned on the ground state were removed from the propagation if they had been uncoupled to any other TBFs for more than 200 a.u., and the limit of allowed violation of classical energy was set to 0.03 a.u. This limit for energy conservation was set to 0.01 a.u. for fulvene. The results of AIMS dynamics for DMABN were taken from ref. 98, where the spawning threshold (defined in this case as the scalar product of the nonadiabatic coupling vectors and the nuclear velocities) was set to 0.005 a.u.\textsuperscript{1}, and the minimum TBF population required to spawn was 0.1.

The TSH simulations were carried out with the SHARC 2.0 program.\textsuperscript{99–101} The same initial conditions as in the AIMS dynamics were used, but every trajectory was repeated using 10 different random seeds to improve the convergence of the fewest-switches stochastic process associated to nonadiabatic transitions as described above. Hence, a total of 660 TSH runs were performed for ethylene, 210 for DMABN, and 180 for fulvene. A nuclear time step of 0.5 fs was used (~20 a.u.), a local diabatization scheme was employed, and nonadiabatic couplings were obtained from wavefunction overlaps instead of computing explicitly the nonadiabatic coupling vectors.\textsuperscript{102} Velocity rescaling following a surface hop was performed along the nuclear momenta (unless otherwise stated).

The TSH simulations were carried out with and without the energy-based decoherence correction\textsuperscript{80,83} (EDC), which dampens the electronic amplitudes of TSH in case of decoherence. The EDC was used as implemented by default in SHARC, and the same set of random seeds were used for the simulation with and without decoherence correction to ensure a proper comparison. We note here that we used the original implementation of the EDC, where the TSH amplitudes of the non-running states are damped. Recent discussions revealed that the TSH populations, instead of amplitudes, should have been corrected, as done for example in Newton-X.\textsuperscript{80,103,104} We tested the stability of our results with respect to both ways of imposing the EDC and did not observe major variations. We finally note that all the TSH trajectories employing the EDC strictly satisfy the internal consistency criterion detailed in ref. 83.

### III Description of the molecular Tully models – results and discussion

In the following, we discuss the three molecular Tully models, the resulting nonadiabatic molecular dynamics using TSH and AIMS, as well as interesting observations for each dynamics.

#### A. Molecular Tully model I – ethylene

Ethylene is the simplest example of a molecule showing photo-induced isomerization through conical intersections, and its photodynamics highlighted the importance of moving beyond a simple one-dimensional model to study qualitatively this photoisomerization.\textsuperscript{59} The nonadiabatic dynamics of ethylene from its first excited singlet state has been the subject of numerous theoretical studies, employing a variety of approaches such as wavepacket propagation.\textsuperscript{105} TSH (see e.g., ref. 106–111), AIMS (see for example ref. 69, 112–116), MCTDH,\textsuperscript{117} MCE,\textsuperscript{13} or the partial linearized path-integral and symmetrical quasi-classical approach within a quasi-diabatic propagation.\textsuperscript{89}

All methods predict a very similar behavior for the excited ethylene: after photexcitation to the bright $\pi\pi^*$ state ($S_1$), internal conversion to the ground state occurs rapidly through two possible conical intersections. However, the ultrafast deactivation occurs in a Tully-I like manner, that is, the nuclear wavepacket only
undergoes a single nonadiabatic event via one or the other conical intersection. Thanks to its straightforward dynamical behavior, ethylene has already been used in several studies to demonstrate the performance of on-the-fly nonadiabatic molecular dynamics methods, for example in ref. 13, 88, 89 and 110. However, these benchmarks were not performed on a common set of initial conditions or using similar electronic structure methods, and with the exception of ref. 89 have not been consistently compared to other nonadiabatic dynamics methods.

The deactivation of ethylene from its $S_1$ state was simulated with the original TSH, decoherence-corrected TSH (dTSH, see computational details for more information), and AIMS, using a set of common initial conditions and the strategy discussed in Sections II.A.2 and II.A.3 for an improved comparison. Coining the photodynamics of ethylene a molecular Tully model, we performed in TSH and dTSH. Upper panel: Time trace of the $S_1$ population decay as obtained with AIMS (black, standard error given as a gray area), TSH (blue), and decoherence-corrected TSH (dTSH; green). The population trace of the surface hopping approach to AIMS (SHAIMS) is given until the approximations underlying this dynamics are no more valid, i.e., when the child TBFs start to spawn back. Inset: Time traces of the average number of child TBFs ($\langle N_{\text{children}} \rangle$) and the average number of hops ($\langle N_{\text{hops}} \rangle$) performed in TSH and dTSH. Upper panel: Time trace of the potential energies along a representative dTSH trajectory (the active state for the dTSH dynamics is indicated by filled circles).

The time traces of the $S_1$ population obtained with the different methods are overall in good agreement (Fig. 2). The decay starts after 11 fs of dynamics and the ground state is largely populated within 80 fs. Despite the overall agreement between the different methods, small differences can be observed. dTSH predicts the fastest decay (with around 20% of population remaining in the $S_1$ after 82 fs). It was proposed in previous studies that the more rapid population decay predicted by (d)TSH in comparison to AIMS could be attributed to the intrinsic overcoherence of TSH. Even though the population traces obtained with the different methods are close to each other in the present simulations, we wanted to test whether we could reproduce the result obtained with (d)TSH by applying additional approximations to AIMS. We therefore enforced the following approximations to the AIMS dynamics: (i) setting intrastate couplings between TBFs to zero, (ii) propagating the amplitudes of the spawned TBFs on the support of the parent TBF, and (iii) enforcing a perfect overlap between TBFs. These approximations intend to bridge the equations of motion for the amplitudes in AIMS to those of TSH, and was hence coined Surface Hopping Approach to AIMS (SHAIMS). Interestingly, the nonadiabatic dynamics described by SHAIMS closely follows that of dTSH (dashed line in Fig. 2) and shows a faster decay of the $S_1$ population as compared to AIMS. While care has to be taken when assessing the difference in population decay due to the close agreement of the methods, SHAIMS appears to indicate that a perfect overlap between TBFs would indeed tend to speed up the transfer of population towards the ground state, as observed for TSH and dTSH. We note that TSH and dTSH, while exhibiting a similar population traces over the first 35 fs of dynamics, start to diverge noticeably after this time. This point of divergence is also observed in the average number of hops between the two TSH methods and can be correlated with some hops back to $S_1$. This behavior is illustrated by an exemplary TSH trajectory (top panel of Fig. 2). The two electronic states come energetically close and, following the nonadiabatic transition at around 28 fs when the trajectory hopped to the ground state, they separate again in energy, and the trajectory remains in the ground state. Focusing now on the AIMS dynamics, we observe that the average number of child TBFs ($\langle N_{\text{children}} \rangle$), while rising slightly above the average number of hops, remains below two as expected from a dynamics dominated by a single avoided crossing.

The time traces of the $S_1$ population obtained with the different methods are overall in good agreement (Fig. 2). The decay starts after 11 fs of dynamics and the ground state is largely populated within 80 fs. Despite the overall agreement between the different methods, small differences can be observed. dTSH predicts the fastest decay (with around 20% of population remaining in the $S_1$ after 82 fs). It was proposed in previous studies that the more rapid population decay predicted by (d)TSH in comparison to AIMS could be attributed to the intrinsic overcoherence of TSH. Even though the population traces obtained with the different methods are close to each other in the present simulations, we wanted to test whether we could reproduce the result obtained with (d)TSH by applying additional approximations to AIMS. We therefore enforced the following approximations to the AIMS dynamics: (i) setting intrastate couplings between TBFs to zero, (ii) propagating the amplitudes of the spawned TBFs on the support of the parent TBF, and (iii) enforcing a perfect overlap between TBFs. These approximations intend to bridge the equations of motion for the amplitudes in AIMS to those of TSH, and was hence coined Surface Hopping Approach to AIMS (SHAIMS). Interestingly, the nonadiabatic dynamics described by SHAIMS closely follows that of dTSH (dashed line in Fig. 2) and shows a faster decay of the $S_1$ population as compared to AIMS. While care has to be taken when assessing the difference in population decay due to the close agreement of the methods, SHAIMS appears to indicate that a perfect overlap between TBFs would indeed tend to speed up the transfer of population towards the ground state, as observed for TSH and dTSH. We note that TSH and dTSH, while exhibiting a similar population traces over the first 35 fs of dynamics, start to diverge noticeably after this time. This point of divergence is also observed in the average number of hops between the two TSH methods and can be correlated with some hops back to $S_1$. This behavior is illustrated by an exemplary TSH trajectory (top panel of Fig. 2). The two electronic states come energetically close and, following the nonadiabatic transition at around 28 fs when the trajectory hopped to the ground state, they separate again in energy, and the trajectory remains in the ground state. Focusing now on the AIMS dynamics, we observe that the average number of child TBFs ($\langle N_{\text{children}} \rangle$), while rising slightly above the average number of hops, remains below two as expected from a dynamics dominated by a single avoided crossing.

In summary, the molecular Tully model I appears to be a good general first test for any newly-developed nonadiabatic dynamics strategy.

B. Molecular Tully model II – DMABN

As discussed earlier, the original Tully model II depicts a somewhat more complicated case of nonadiabatic dynamics than the model I, where more than one avoided crossings can be encountered during the dynamics. We show here that a comparable behavior is observed at the molecular level during
the photodynamics of DMABN. This molecule has been the subject of different studies looking into the details of its ultrafast decay from the photoexcited $S_2$ state and using different levels of theory for the electronic structure and the nuclear dynamics.$^{98,118–120}$ All previous work agreed on the ultrafast relaxation from the $S_2$ to the $S_1$ occurring within the first 50 fs of dynamics. This ultrafast decay is also in line with the photodynamics of the parent molecule 4-aminobenzonitrile, studied with MCTDH.$^{121}$ However, the $S_2$ and $S_1$ states remain close in energy during the excited-state dynamics, and the nuclear wavepackets visit subsequent nonadiabatic regions leading to oscillations of population between these two states after the initial ultrafast decay. Such multiple crossings between a pair of electronic states link the photodynamics of DMABN to the Tully model II.

The average number of hops during the $d$TSH dynamics of DMABN rises to more than four within the first 200 fs of dynamics (inset of Fig. 3). In stark contrast with the dynamics of ethylene, the ($d$)TSH dynamics of DMABN is characterized by a significant number of nonadiabatic transitions between the same pair of electronic states, further exemplified by the exemplary trajectory shown in the upper panel of Fig. 3. Hops between the two states occur at 7, 85.5, 96, 103, 112, 121, 157, and 179 fs. Importantly, the nonadiabatic transitions do not happen in the same region of the intersection seam (the electronic energies at the different hopping points are different). This observation is crucial as it indicates that the $d$TSH trajectories do not hop back and forth between $S_2$ and $S_1$ in the same region of the intersection seam but instead visit different points of such crossing seam, analogously to the two avoided crossings in Tully model II. As a corollary to this observation, we would expect a branching of the nuclear wavepackets after each nonadiabatic transition without them interfering again at a later time, i.e., with no recoherence.$^{122}$ This nonadiabatic dynamics contrasts with the Stueckelberg oscillations observed in the original Tully model II$^{18}$ that are caused by a modulation of the nonadiabatic interferences between the two wavepackets at the second avoided crossings as a function of the initial momentum of the wavepacket.$^{23}$

All methods – TSH, $d$TSH, and AIMS (from ref. 98) – predict an ultrafast decay of the $S_2$ population and the corresponding population traces are similar during the first 30 fs. After this time, the result of the TSH dynamics starts to deviate more strongly from that of the other two methods. Interestingly, this specific behavior of TSH starts to appear when the average number of hops is reaching 2, indicating that, in average, a TSH trajectory has experienced two hopping events between the same pair of states. Combining this information with the one discussed above (hops in different regions of the intersection space) allows us to assume that TSH, in this particular case, suffers from its lack of decoherence. While the nuclear wavepackets should branch after each nonadiabatic transitions, the ITA forces each TSH trajectories to propagate their amplitudes on the support of a unique trajectory, leading to an over-coherence propagation.$^{72}$ Importantly, a large average number of hops between the same pair of states may also defeat the fewest-switches idea of TSH and insufflate a mean-field character to the excited-state dynamics.$^{18}$ The described failure of TSH is, however, easily addressed by enforcing decoherence on the amplitudes carried by each trajectory, as showed by the excellent agreement of $d$TSH with AIMS during the entire nonadiabatic dynamics and its reduced number of average hops. We note that decoherence corrections may not offer an adequate patch to TSH if recoherences were present in the dynamics.$^{122}$ We also would like to point out that the difference between TSH and $d$TSH is not caused by the limited number of initial conditions sampled. The same behavior – and, more importantly, differences – between these two flavors of TSH is also observed for a common set of 100 random initial conditions (see ESI,† Fig. S1).

The molecular Tully model II can be used to study the behavior of a given nonadiabatic molecular dynamics method during an excited-state dynamics with multiple crossings between the same pair of electronic states. It also offers an exciting test for novel strategies that aim at incorporating decoherence effects in mixed quantum/classical methods beyond the somehow ad hoc corrections of the TSH algorithm.

### C. Molecular Tully model III – fulvene

Previous theoretical work on the fulvene molecule has unraveled two possible decay channels upon photoexcitation on the first excited electronic state $S_1$, see for example ref. 65 and 124–126. The first deactivation pathway is driven by a stretch of the $C=\text{CH}_2$ moiety and involves a strongly sloped conical intersection with $S_0$, while the second one relies on a twist of the $C=\text{CH}_2$ moiety and involves a strongly sloped conical intersection with $S_0$, while the second one relies on a twist of the
same C=CH₂ moiety and a decay through a peaked conical intersection. In the first mechanism, the photogenerated nuclear wavepacket passes through the sloped conical intersection and is subsequently reflected on the lower electronic state back towards the nonadiabatic region where a recrossing takes place, leading to a stepwise decay of the S₁ population. Such a nonadiabatic transition involving a reflection is reminiscent of the dynamics generated by the Tully model III (see Fig. 1c). More importantly, the previous theoretical studies also highlighted the strong correlation between the initial dynamics of the nuclear wavepacket and the decay channel followed.⁶⁵ Hence, one of the two deactivation pathways can be privileged by altering the initial conditions for the dynamics – an observation that we will use in the following to probe the reflection mechanism in the non-adiabatic dynamics of fulvene. To ensure a favored decay of the nuclear wavepacket through the sloped conical intersections, we sampled the initial geometries for the dynamics from a Wigner distribution but set their initial momenta to zero in the first place.

The reflective nature of the nonadiabatic dynamics through the sloped conical intersection is illustrated by the exemplary dTSH trajectory presented in the top panel of Fig. 4. During the dynamics, the two electronic states get closer in energy until the conical intersection is reached at around 7 fs, leading to a net transfer of population from S₁ to S₀. However, the trajectory rapidly reflects and reaches the same region of configuration space again after only 5 fs, where a recrossing occurs and leads to a population back transfer towards S₁. The coupling region is met again after 28 fs of dynamics, this time leading to a stable trajectory in S₀. Importantly, all the recrossings occur at close electronic energies, indicating that the nuclear wavepacket hits each time a similar region of the intersection seam.

AIMS, dTSH, and TSH show all a significant S₁ population decay after 7 fs of dynamics and agree on the remaining population in the excited state: ~20% after 10 fs. The recrossing leading to back population transfer occurs in all methods shortly after, but its related population transfer depends on the nonadiabatic dynamics method employed. While AIMS predicts that only around 16% of population is in the S₁ state between 15 and 25 fs, the repopulation process of S₁ starts earlier and lasts longer with TSH and dTSH (at around 12 to 30 fs) and the resulting excited-state population plateaus at higher values (40% and 50% of S₁ population with dTSH and TSH, respectively). This difference of S₁ population between TSH/dTSH and AIMS can also be observed during the subsequent nonadiabatic event occurring between 35 and 42 fs. We note that the average number of hops tends towards two for TSH and dTSH within the timescale of our simulation. In contrast, the average number of child TBFs increases stepwise to a value of 3.5 over the same period of time, highlighting that AIMS spawns new TBFs for the different recrossing events.

To ensure a conservation of total energy along a (d)TSH trajectory, it is necessary to adjust the nuclear kinetic energy after each surface hop to account for the loss or gain in potential energy. Several strategies have been proposed for this task: the most straightforward approach (implemented as default in several TSH codes) is to rescale the nuclear velocity vectors isotropically – a strategy used in all (d)TSH runs above. Alternatively, nuclear velocities can be scaled along the non-adiabatic coupling vectors. This latter strategy is usually encouraged as it can be justified by semiclassical arguments, but in practice it implies the explicit calculation of the nonadiabatic coupling vectors, which might increase the computational cost of the dynamics. In AIMS, the nuclear kinetic energy of a newly spawned TBF is by default rescaled along the nonadiabatic coupling vectors, but can also be done isotropically. We tested the influence of the nuclear velocity rescaling on the result presented above for dTSH and AIMS. In dTSH, rescaling the nuclear velocities along the nonadiabatic coupling vectors (dTSHNACV in Fig. 4) drastically alters the population dynamics: the S₁ population decays to around 5% during the first nonadiabatic transition and the amount of repopulation of the S₁ state is reduced to only around 20%, in closer agreement with AIMS. In contrast, the AIMS dynamics is mostly unchanged when the child TBFs nuclear velocities are rescaled along the nonadiabatic coupling vectors or isotropically (see ESI,† Fig. S2).

A key difference between AIMS and (d)TSH is that the TBFs in the former are coupled, while the trajectories of the latter
are all propagated independently as a result of the ITA (see Section II.A). As we could observe the creation of numerous TBFs in S₀, some of them exhibiting a non-negligible overlap between each other, we wanted to investigate the role played by the intrastate couplings between TBFs in AIMS, that is, the coupling between the TBFs evolving on the same electronic state. To do so, we repeated the AIMS dynamics with all direct intrastate couplings removed by setting the overlap between the TBFs belonging to the same electronic state to zero. This pseudo independent trajectory approximation in AIMS (pITA-AIMS, palatinate dashed line in Fig. 4) does not appear to significantly affect the S₁ population trace as compared to that obtained with AIMS (we note a slightly more noticeable deviation after 35 fs). This observation indicates that the difference between AIMS and (dTSH is likely to be caused by the interstate coupling between the TBFs evolving in S₁ and S₀. However, it is important to remember at this stage that, while AIMS accounts for both intra- and interstate couplings between the TBFs emanating from a given parent TBF, the Hamiltonian matrix elements responsible for such couplings are approximated using the SPA₀ (see Section II.A).

Interestingly, we found that improving the description of the intrastate couplings to the SPA₁ instead of the SPA₀ does not alter the AIMS dynamics (see ESI,† Fig. S2), suggesting that the SPA₀ may provide a reasonable description of the coupling between the TBFs present in the simulation (see below for an additional discussion on these results). We note that we propose in the ESI† (Table S1) some comments on the computational costs of AIMS and dTSH for the fulvene photodynamics.

An exciting aspect of the original one-dimensional Tully model is the possibility to change the initial momentum of the nuclear wavepacket. Such a variation of the initial kinetic energy of the nuclear wavepacket permits to probe the non-adiabatic dynamics in different regimes and also to create specific situations involving nonadiabatic interferences for example (see the discussion on Stueckelberg oscillations above) or transfer of the nuclear wavepacket above a barrier on the potential energy curves. Playing with the initial momenta for a molecular system is more challenging to achieve in a controlled way but was proposed for different molecules as a mean of investigating specific photochemical reaction pathways.⁶⁵,¹²⁶,¹²⁷

We propose here to reproduce this specific feature of the original Tully models by testing the influence of the initial momenta on the nonadiabatic dynamics of fulvene.

To achieve this goal, we propose here a simplified scheme where the same set of initial conditions (described earlier) is used for the nuclear configurations, but to which we attached a (single) set of nuclear momenta sampled according to a Wigner distribution were only the contribution of the C=CH₂ stretching mode is incorporated while all other contributions are set to zero (overall kinetic energy of 1.71 meV). This choice is motivated by the discussion above on the deactivation pathways of fulvene: the sloped intersection is reached by a coordinate containing a substantial contribution from the C=CH₂ stretching. Hence, adding more kinetic energy along this mode will affect the dynamics of fulvene along the reactive coordinate leading to the sloped conical intersection – a test reminiscent to the idea of altering the nuclear momentum of a nuclear wavepacket in the original one-dimensional Tully models. To further enhance the effect of this kick in kinetic energy, we also propose to apply a multiplicative factor to the initial set of nuclear velocities (of the (dTSH trajectories or AIMS TBFs) to generate additional initial conditions with an increasing amount of nuclear kinetic energy. While this offers a simple testbed for the influence of the initial kinetic energy of the system on the branching ratio between electronic states, it has to be duly noted that methods incorporating a more accurate description of the nuclear wavepacket dynamics (such as FMS or vMCG) would also need to correct the initial wavefunction, that is, the amplitudes carried by each traveling Gaussian, to adequately perform such a test (see for example ref. 126). The inset of Fig. 4 shows the S₁ population after 19.5 fs of dynamics for AIMS and (dTSH as a function of the initial kinetic energy of the trajectories or TBFs, respectively. While the S₁ population given by AIMS at this time only slightly varies with different initial kinetic energies, the S₁ population obtained with TSH or dTSH appears to fluctuate slightly more. The difference between the population decay in dTSH and dTSH_NACV discussed above for the case with zero initial kinetic energy is also clearly visible over the full range of nuclear kinetic energies: a significantly lower population in S₁ is observed after 19.5 fs in dTSH_NACV in all cases. In addition, the improved correlation between the result of dTSH_NACV and AIMS highlighted earlier is also observed for most tests with higher initial kinetic energy – both predicting a significantly lower S₁ population after 19.5 fs than the other flavors of (dTSH. Judging from the perfect agreement between pITA-AIMS and AIMS, the difference in S₁ populations observed between AIMS and (dTSH appears, as described above, to be linked to the description of interstate couplings between TBFs. It has to be noted that dTSH_NACV shows a stronger repopulation of the S₁ in the case of an initial kinetic energy of 7 meV, deviating more from the result obtained with AIMS.

From the dynamics proposed here, it appears that the molecular Tully model III may require a proper description of the non-local behavior of the nuclear wavepackets involved in the dynamics. This is translated in AIMS by the importance of (interstate) couplings between the TBFs. While this could constitute an exciting test for methods describing such couplings¹¹,¹⁴,¹²⁸ and an example of potential issues with the independent trajectory approximation of (dTSH, we would like to repeat at this stage our earlier caveat. AIMS can describe both intra- and interstate couplings between TBFs, but the integral mediating such couplings are approximated – see the brief discussion on the SPA in Section II.A and ref. 71 for more details – and a sufficient number of TBFs are required to ensure an adequate convergence of the result. More specifically, the intrastate coupling is only crudely approximated and higher order of the SPA can be required in cases where such couplings are critical (see also the discussion on time-dependent dipole moments in ref. 71). As mentioned above, we ran additional calculations using the SPA up to first order for the set of initial conditions with zero initial kinetic energy, and only negligible differences in the population dynamics were observed.
(see Fig. S2 in the ESI†). While the test comparing the SPA0 and SPA1 is reassuring, the molecular Tully model III will surely stimulate further development of AIMS to ensure that intrastate (and interstate) couplings are adequately described in such cases and to investigate the importance of spawning more child TBFs when intrastate couplings appear to be important.

IV Conclusions

In this work, we proposed a molecular version of the original Tully models, aiming at offering a unified mean of comparison between the different strategies for on-the-fly nonadiabatic molecular dynamics. We used these tests to compare the most commonly employed methods for excited-state dynamics: trajectory surface hopping and \textit{ab initio} multiple spawning.

The molecular Tully model I, ethylene, offers a simple test for nonadiabatic molecular dynamics as it depicts a photodynamics dominated by a single nonadiabatic crossing event. As such, all methods tested are in good agreement, with a potential tendency for (d)TSH to exhibit a slightly faster \( S_1 \) population decay in the early stage of the excited-state dynamics. The molecular Tully model II, DMABN, stresses the nonadiabatic methods slightly more as the photodynamics from the \( S_2 \) excited state involves multiple crossings between \( S_2 \) and \( S_1 \) – a rather challenging dynamics to describe for TSH without a correction for decoherence. The molecular Tully model III, fulvene, paves the way for numerous ways of playing with nonadiabatic methods. The reflection of the nuclear wavepacket following passage through the sloped conical intersection as well as the possible intra- and interstate coupling between the nuclear wavepackets makes it a rather stringent test for all methods tested. The population dynamics can be altered by varying the initial conditions (nuclear kinetic energy) of the nonadiabatic dynamics à la Tully. The \( S_1 \) population trace obtained AIMS dynamics differs from the one obtained with (d)TSH. While the AIMS dynamics creates numerous TBFs on the ground electronic state, their (intrastate) couplings do not appear to affect the population trace significantly – indicating that the difference in population observed between AIMS and (d)TSH can be linked to the interstate couplings between TBFs. However, while previous dynamics using vMCG seem to confirm the importance of these couplings, the photodynamics of fulvene exemplifies one of the important limitations of the molecular Tully models presented here: the lack of exact solutions for these nonadiabatic processes. Nevertheless, we do believe that the central goals of these molecular Tully models are to (i) compare the strengths and weaknesses of different nonadiabatic molecular dynamics and (ii) stimulate the detection of potential improvements by highlighting processes that stress the existing approximations of a given method – for example, the saddle-point approximation of AIMS in the present case of fulvene.

Interestingly, the original Tully models highlighted specific features of nonadiabatic dynamics that were observed in the molecular version of this models, further reinforcing – if needed – the need for challenging models in low dimensions and providing an essential connection between the world of chemical physics (exactly-solvable models) and physical chemistry (photodynamics of molecules).

Last but not least, all the necessary details of our simulations are provided in the ESI† of this article – all initial conditions as well as the parameters for the nonadiabatic dynamics as well as those for the electronic structure methods – to ensure that these molecular Tully models can be broadly used by the community developing methods for nonadiabatic molecular dynamics.
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