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Tailoring ultra-fast charge transfer in MoS2†

Fredrik O. L. Johansson, *a Ute B. Cappel, b Mattis Fondell,c Yuanyuan Han,d

Mihaela Gorgoi,e Klaus Leifer d and Andreas Lindblad a

Charge transfer dynamics are of importance in functional materials used in devices ranging from

transistors to photovoltaics. The understanding of charge transfer in particular of how fast electrons

tunnel away from an excited state and where they end up, is necessary to tailor materials used in

devices. We have investigated charge transfer dynamics in different forms of the layered two-

dimensional material molybdenum disulphide (MoS2, in single crystal, nanocrystalline particles and

crystallites in a reduced graphene oxide network) using core-hole clock spectroscopy. By recording the

electrons in the sulphur KLL Auger electron kinetic energy range we have measured the prevalence of

localised and delocalised decays from a state created by core excitation using X-rays. We show that

breaking the crystal symmetry of the single crystal into either particles or sheets causes the charge

transfer from the excited state to occur faster, even more so when incorporating it in a graphene oxide

network. The interface between the MoS2 and the reduced graphene oxide forms a Schottky barrier

which changes the ratio between local and delocalised decays creating two distinct regions in the

charge transfer dependent on the energy of the excited electron. Thereby we show that ultra-fast

charge transfer in MoS2 can be tailored, a result which can be used in the design of emergent devices.

Introduction

MoS2 is an layered van der Waals crystal that belongs to a large
family of transition metal dichalcogenides that together
with graphene and other 2D materials1 have attracted a lot of
interest2 owing to their properties3 from both fundamental4

and applied research e.g. photovoltaics5 and transistors.6

The semi-conducting properties of MoS2 can be used for
optoelectronic and electronic applications, and also as building
blocks for heterojunction/heterostructued devices.7 Moreover, the
properties can be controlled via doping8 and defect engineering.
The material is an alternative in optoelectronic applications, for
instance as a hole transport material in perovskite photovoltaic
cells, as the band gap and the workfunction have a favourable size

and position with respect to methylammonium Pb/Sn halide
perovskites (e.g. MAPI3).9 Because of low miscibility of noble
metals into MoS2,10 the layers act as diffusion barriers hindering
metal atoms from the contact to move into the perovskite which
destroys the absorber properties. Reduced graphene oxide (rGO)–
MoS2 laminates have been demonstrated to have a twice as
large photovoltaic response compared to pure MoS2 used in a
double diode device11 and have shown potential as catalysts for
hydrogen evolution,12 as Li-ion batteries13 and for super-capacitor
electrodes.14

Herein, we investigate changes in decay of core-excited states
upon changing the morphology and composition. This is done
by comparing a pristine bulk single crystal with nanoparticles
(NP) and a laminar heterostructure with MoS2 grown on top
of a rGO network. This laminar heterostructure is comprised of
bulk MoS2

15 combined with a graphene layer, creating a MoS2/
graphene junction.16

Ultra-fast electron dynamics can be studied using several
spectroscopic techniques. X-ray absorption (XAS) is commonly
used to study for example molecular donor–acceptor systems,17

pump–probe spectroscopy18 for dynamics in low energy excited
systems, e.g. pump–probe transient absorption spectroscopy
has been used to study electronic coupling between MoS2

monolayers and Ag nanoparticles.19 In this paper the charge
transfer dynamics have been studied using core-hole clock
spectroscopy.20–22 This is a technique that combines the
chemical specificity of X-ray absorption and offers a higher
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time resolution than typical pump–probe spectroscopy as is
probes dynamics reaching into the sub-femtosecond time scale.

Materials and methods

The MoS2 single crystal was purchased from 2D Semiconductors
(2dsemiconductors.com), graphene oxide solution was purchased
from Graphene supermarket (Calverton, NY), sodium molybdate
(Z98%) and thiourea (Z99%) were purchased from Sigma
Aldrich. All materials were used without further purification.

The reduced graphene oxide doped MoS2 was synthesised
using a simple one-pot hydro-thermal synthesis process similar
to the process described by Xiang et al.23 1 mM of sodium
molybdate (Na2MoO4) and 5 mM of thiourea (CH4N2S) were
dissolved in 22 ml of deionised water under magnetic stirring.
3 ml of graphene oxide solution (5 mg ml�1) was added to the
solution under continuous stirring. The solution was transferred
to a 45 ml Teflon lined stainless steel autoclave (Parr industries)
and kept at 210 1C for 24 hours. The autoclave was allowed to cool
naturally. The aggregate was filtered and washed with deionised
water and ethanol, three times respectively. The aggregate was
subsequently dried in a tubular furnace in air at 80 1C for
12 hours. The nano-crystalline MoS2 was synthesised in the
same way as the rGO-doped sample without the addition of the
graphene oxide solution.

The samples were characterised using Hard X-ray Photoelectron
Spectroscopy (HAXPES), Resonant Auger spectroscopy (RAS), X-ray
absorption (XAS), Scanning Electron Microscopy (SEM), Trans-
mission Electron Microscopy (TEM), powder X-ray Diffraction
(XRD) and Raman spectroscopy. The XRD and Raman results
can be found in the ESI.†

The hard X-ray measurements were performed at the KMC-1
dipole magnet beamline24 at Helmholtz-Zentrum Berlin (BESSY
II) using the high kinetic energy photoelectron spectroscopy
end station (HIKE).25 The beamline uses a Si double crystal
monochromator and the X-rays are focused on the sample with
a parabolic glass capillary. The electron spectra were recorded
using a VG Scienta R4000 electron energy analyser. The base
pressure during the analysis was in the low 10�8 mbar. The
single crystal sample was prepared by in situ cleaving using
Capton-tape whereas the nano-crystalline MoS2 and rGO-doped
MoS2 was placed on copper tape without further preparation
prior to measurement. XAS was performed using a Bruker total
fluorescence yield detector mounted on the same experimental
chamber.

The binding energy scales were calibrated using the well-
known energy position of the Au 4f lines. The energy calibration
of the photon energy scale for the XAS data was calibrated with
Au 4f photoelectron spectra using the first and third order
X-rays from the monochromator.

SEM was performed on a Zeiss LEO 1550 FEG SEM operating
at 1–1.5 kV and with a working distance of 1.5–2.3 mm. The rGO-
doped MoS2 and nano-crystalline MoS2 was placed on conducting
carbon tape without further preparation prior to analysis. For the
preparation of the TEM lamella, the rGO-doped MoS2 was dispersed

in ethanol and the solution was dropped on a thin carbon foil and
blow dried. The TEM observation was carried out in a FEI Tecnai
F30 at an accelerating voltage of 300 kV.

Core-hole clock spectroscopy

In core-hole clock spectroscopy an inner-shell electron is reso-
nantly excited to an unoccupied state (A) in Fig. 1, then the
subsequent auto-ionisation processes are monitored through the
energy spectrum of the emitted electrons. These can be divided
into coherent and non-coherent ones. Decay after charge transfer
(C) in Fig. 1 and the normal Auger decay (D) fall into the non-
coherent category, the common demeanour of these is that
the kinetic energy of the emitted electron is constant i.e. not
dependent on the excitation energy. In the spectator case (B)
the energy is shared between the spectating and the emitted
electron, this process is coherent if the spectating electron is
localised on the core-excited atom. The final state of cases C
and D are the same and they will appear in the same kinetic
energy region, which gives the motivation to look for spectro-
scopic evidence of charge transfer in the kinetic energy region
of the normal Auger decay. Cases B and C will only occur close
to a resonance, e.g. a K-edge, whereas far above the resonance
(above the ionisation threshold) photoionisation and normal
Auger decay will occur.

Herein we only discuss the spectator channel of the radiation-
less decay path of the core excited state with final states having
two holes and one excited electron. If the excited electron itself
participates in filling the core-hole, the final state contains only a
single core-hole – a final state akin to that of direct core or
valence ionisation. Such participator decays yield electrons with
higher kinetic energies than those from the spectator channel
considered here. For instance, the lowest kinetic energy participator
would be that which leaves a hole in the 2s orbital, these electrons
would have a kinetic energy of about 2.2 keV which is outside our
considered kinetic energy region.

The dispersing and non-dispersing spectral features can be
identified as shown in Fig. 2, where the dispersing (coherent)
feature can be seen fitted in blue and the non-dispersing (non-
coherent) in orange. The charge transfer time (tCT) can then be
calculated from the ratio of the dispersing (In) and the non-
dispersing (Ik) features, this is the so-called Raman ratio,
multiplied with the core-hole lifetime (t1s) as in eqn (1), where

Fig. 1 Spectator and charge transfer decay channels.
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the core-hole lifetime is calculated from the lifetime broad-
ening (G) of the S 1s core level far above the ionisation thresh-
old through Heisenberg’s uncertainty principle (t1s = h�/G). The
lifetime broadening of the S 1s line is determined as the Lorent-
zian broadening of a fitted Voigt line-shape (see Fig. 4), the
Gaussian broadening is the experimental broadening determined
from a fitted Au 4f line with known lifetime broadening.26

tCT ¼ t1s �
In

Ik
(1)

The time-scales measured using core hole clock spectroscopy are
different from that of pump–probe spectroscopy, as has been shown
for the PCPDTBT:PCBM system.21 The difference arises from that
while an optical excitation occurs between valence orbitals (or the
valence band) to the unoccupied orbitals (conduction band) which
are diffuse of delocalised in the system, an excitation with an X-ray
is localised since the core hole is localised. The localisation makes
core hole clock spectroscopy chemically specific and the resonant
Auger pathways are very sensitive to the local energy landscape of
the excited electron: for instance, the MoS2 monolayer/graphene
system the charge transfer time have been measured to be
300 attoseconds have been found,16 whereas here we study multi-
layered and even bulk systems and reach charge transfer times
below 100 attoseconds. The dynamics probed by optical excitations
are as seen for instance in the MoS2 Ag nanoparticle system19

slower, i.e. between several femtoseconds to picoseconds.

Results

Fig. 3 shows scanning electron micrographs of the nano-crystalline
and the rGO composite sample. There is a clear difference in the
morphology of the samples, the nano-crystalline sample in Fig. 3a
shows micrometer sized ball-like structure built up of MoS2 sheets
several hundreds of nanometers long but only a few to tens of
nanometers thick. This structure is not duplicated in the rGO
composite (Fig. 3b and c) where the entire sample is a web of these
long and very thin MoS2 sheets. This change in morphology is
attributed to the graphene oxide in the rGO composite, which gives
a backbone structure for the MoS2 sheets to grow on and to form
this type of network structure. Whilst the nanoparticles instead
form from a single nucleation site which then is the centre of
these balls.

The powder X-ray diffraction spectra (presented in Fig. S1,
ESI†) of the rGO composite and the nano-crystals indicates
crystalline MoS2 where the highest peak comes from the (002)
plane distance. The peaks are relatively broad which is indicative
of a small particle size. This is in agreement with the SEM
micrographs and the thin MoS2 sheets. In the spectra of the
rGO sample, there is also a small and broad peak at 231 which is
attributed to graphene oxide.27

The Raman spectra of single crystal, nano-particle and rGO
composite MoS2 (Fig. S1, ESI†) are similar with the two bands at
around 400 cm�1 that are attributed to an in-plane Raman
active mode, E1

2g, at 383 cm�1, and an out-of-plane mode, A1g, at
408 cm�1 of bulk MoS2.28 The splitting between these two
bands is a fingerprint of the thickness of the MoS2, where the
split of all these samples, 26 cm�1, corresponds to bulk (thicker
than 5 layers) MoS2.29 For the rGO sample the two bands at
1350 cm�1 and 1600 cm�1 are from the graphene oxide, they
are the D-band (from defects in the graphite plane) and the
G-band (from in-plane vibrations).30

The transmission electron microscopy (TEM) images in
Fig. 3d and e show the presence of MoS2 lamellae with a
diameter in of typically 50–150 nm. The lamellae are disordered
resulting in rings in the FFT of the high resolution image as
well as in the diffraction pattern.

The sulphur 1s core level photoelectron spectra in Fig. 4 all
show a single prominent peak, with varying width. The spectra
have been fitted with a Voigt line-shape and a Shirley back-
ground. For each S 1s spectra the Gaussian contribution to the
Voigt line profile (the experimental broadening) was determined

Fig. 2 Four S KLL spectra taken over the resonance showing the coherent
and non-coherent contributions.

Fig. 3 (a–c) Shows scanning electron micrographs of the nanoparticles (a) and reduced graphene oxide laminates (b and c). (d) shows a TEM bright field
image of MoS2–rGO composite sheets. (e) a High resolution image together with FFT (inset) showing the presence of several MoS2 lattice planes.
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from fitting of the well-known Au 4f7/2 line recorded with same
beamline settings and with the know Lorentzian (lifetime)
broadening of 0.3 eV.26 The Gaussian broadening was: 0.47 eV
for the single crystal; 0.41 eV for the NP sample, and 0.42 eV for
the rGO-composite sample.‡ Keeping the Gaussian contribution
fixed at this value the Lorentzian FWHM changes between the
different samples and the least squares fit reproduces the
experimental line-shape well. However keeping the Lorentzian
FWHM the same between the samples and changing the Gaussian
FWHM does not reproduce the experimental line-shape. The core-
hole lifetime is thereby different for the S 1s core-hole depending
on the chemical surrounding. The calculated core-hole life-times
can be seen in Table 1.

The Mo 3p (Fig. S2, ESI†) and S 1s (Fig. 1) spectra of all the
samples consists of single species, indicative of pure MoS2 in
all of them. The binding energy position of the core-levels
change between the different samples. Comparing the SC and
the NP samples there is a shift of the same magnitude in both
Mo 3p and S 1s towards lower binding energies, which is
consistent with a change of work-function. The introduction
of the rGO yields additional changes, in this case there is a
larger change to higher binding energy of the Mo 3p line
compared to the S 1s. This difference can either be due to a
different chemical shift of both core-levels or a change in work-
function combined with a chemical shift of one or both of the
core-levels. This is discussed in detail below. The spectra of
the rGO sample also have a large C 1s (Fig. S3, ESI†) and O 1s
(Fig. S4, ESI†) contribution which is consistent with the
presence of graphene oxide.

In the left part of Fig. 5 total fluorescence yield X-ray absorption
spectra of the different samples can be seen. The onset of the
absorption peak is the same for all the samples but the first feature
of the resonance is slightly narrower for the nanoparticles and the
nanoparticle–rGO samples. The excitation geometry is in grazing
incidence with respect to the photon beam. The linear polarisation
is in the horizontal plane of the beam and perpendicular to it, so
perpendicular to the sample surface. Hence parallel to the c-axis in
the case of single crystal MoS2 this means that the S 3pz orbital will
be preferentially populated, for the other two samples a mixture of
3px,y,z will be populated. This result is in concurrence with other
XAS studies on MoS2.15

Over the entire S K-edge resonance, electron spectra in the S
KL2,3L2,3 kinetic energy region are recorded while stepping the
photon energy. The photon energies of interest are identified
from the X-ray absorption recorded in the vicinity of the S K-edge
absorption edge as seen in the left panels of Fig. 5. Each of these
Auger spectra are then stacked to form the resonant Auger
spectroscopy 2D-maps seen in the middle panel of Fig. 5. Indi-
vidual spectra in this 2D-map are then chosen and fitted using a
least squares fit procedure (described in the ESI†) to identify and
quantify the coherent and non-coherent contributions. Examples
of these fits are shown in Fig. 2. From the fits the charge transfer
times are then calculated using eqn (1), the calculated charge
transfer times can be seen in Fig. 5 and 6. The error from the
fitting procedure is in the percent range and fits within the size of
the markers.

The resonant Auger 2D-map for the three samples are
presented in the middle column of Fig. 5. All three spectra
exhibit the same spectral features, a coherent channel at 2115 eV
and a dispersing in-coherent channel, from the 1D2 Auger final
state. At 2107 eV there are weaker decay channels that also are
visible, they exhibit the same shape and form as the main feature
and are decays with the final state 1S0. Fitting the spectra and
calculating the charge transfer time using eqn (1) yields the
charge transfer times plotted in the right column of Fig. 5. The
charge transfer times follow the same trend in all three samples,
on-top of the resonance the charge transfer is slower but when
de-tuning over the resonance it becomes faster up to a certain
point where it reaches a steady state. In this stable region, at
photon energies around 2474 eV, the charge transfer times are
the shortest.

In Fig. 6 the calculated Raman ratios and the corresponding
charge transfer times are presented for comparison, while the
shortest charge transfer time and corresponding Raman ratio
for each sample is presented in Table 1. The Raman-ratio is very
similar between the single crystal and the nanoparticle samples
and at higher excitation energy between all three samples.
Close to the resonance the MoS2–rGO composite shows a
different behaviour than the other two samples, this is mani-
fested as two regions (guide for the eye in yellow and purple).

Looking at the region of the fastest charge transfer times
(2474 eV and above) a trend is noticeable between the different
samples, charge transfer is fastest in the nanoparticle–rGO
composite–rGO composite and slowest in the single crystal.
The charge transfer time is decreased from 64 to 38 attoseconds

Fig. 4 S 1s core-levels spectra of the three samples.

Table 1 Calculated core-hole life times from the fitted S 1s spectra (Fig. 4)
and the fastest charge transfer times (tCT) and smallest Raman ratio for the
three samples

Name tS 1s [fs] tCT [as] Raman ratio [.]

Single crystal 1.450 63.8 0.044
Nanoparticles 0.954 45.8 0.048
In rGO 0.856 38.2 0.045

‡ The measurements of the three different samples were made over a period of
two years where changing beamline conditions gives different experimental
broadening for the different samples.
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when creating nanoparticles and locking them onto a graphene
oxide backbone network. The difference in charge transfer time
arise from the difference in lifetimes of the core-excited state.

The result of the single crystal sample can be compared to
the recent study by Woicik et al.15 where resonant Auger
spectroscopy was performed on bulk single crystal MoS2. How-
ever, they did not calculate any charge transfer time within their
work. Fitting of their published spectra (interpolated from their
published figure with a significant error bar) and calculating the
charge transfer time using the same core-hole lifetime as our
experiment yields a shortest charge transfer time of 51 attose-
conds when de-tuning over the resonance, similar to our results.

In the region around 2473 eV there is a noticeable difference
between the pure MoS2 samples (the single crystal and the
nanoparticle samples) and the MoS2 with the graphene oxide
backbone. The charge transfer time for the two pure MoS2 samples
shows a similar exponential decay behaviour while de-tuning,
which is expected, while the rGO sample has a kink in this just
below 2473 eV but otherwise also follows the same exponential
behaviour. This could also be regarded as two regions both with
exponential decays, this is discussed in detail below.

Discussion

Despite the very different appearance of the three MoS2

samples in this study, their electronic structure is very similar.
The core-level XPS show pure MoS2 characteristics in all three

with the difference that the life-time of the core-hole is shorter
when the MoS2 particles are small and in contact with graphene
oxide. This can be explained with an increase in the number of
available decay channels i.e. increase in the density of states.21

Comparing the life-times of the S 1s two things stands out. The
two samples with nano-sized flakes (NP and rGO) exhibit a
shorter core-hole life-time than the single crystal. This can be
explained through heavier n-doping from the smaller crystal
flakes. The n-doping of bulk MoS2 is caused by sulphur defects
leaving unpaired molybdenum valence electrons. The edges of
a MoS2 flake are also prone to metallic edge-states increasing
the n-type doping close to the edges.31 With the increasing edge
to bulk ratio in the NP and rGO the doping level will be much
higher than in the SC. The n-type doping will introduce a
dopant level in the band-gap of the MoS2 close to the conduction
band thereby introducing more decay paths but in the same
electronic state i.e. higher density of states but no new matrix
elements which will lead to a decrease in the lifetime of the
excited state.

There is also a difference in the S 1s lifetime of the rGO and
the NP samples. This is promoted by the increase of density of
states in the interface between the graphene sheet and the
MoS2. In this interface there will be a depletion of electrons in
the graphene and a corresponding accumulation on the sulphur
closest to the interface in the MoS2.16 This can be viewed as either
the formation of a Schottky barrier or a interfacial dipole as
discussed more below.32 Garcia-Basabe et al. observed a charge
transfer time that was almost halved in the heterostructure of

Fig. 5 X-ray absorption (left), resonant Auger (middle) and calculated charge transfer times (right) for single crystals, nanoparticles and laminates with rGO.
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monolayer MoS2 and graphene versus a pure monolayer, while we
observe a 40% drop. In the rGO sample the MoS2 is bulk-like
(more than 5 monolayers thick) on-top of the graphene sheet
meaning that we do not have the same interfacial area as the
monolayer MoS2 to graphene, leading to a mix of the behaviour
of the small flake doping and the charge depletion from the
graphene. With a controlled growth of the rGO composite
terminating at monolayer thickness the charge transfer could
potentially be even faster.

All three samples follow the previously reported exponential
decrease in the charge transfer time in 2D-crystal materials
while de-tuning over the resonance33 with the exception of the
rGO sample, where two stable regions can be seen. The first just
before 2473 eV excitation energy and the second coincides with
the stable region of the other two samples. This first stable
region can be explained by the formation of a Schottky barrier
between the MoS2 and the rGO. Up to 2473 eV the charge
transfer in all three samples is similar and can be explained
by charge transfer within the MoS2. The interface between the
MoS2 and the rGO creates a Schottky barrier with charge
accumulation which will limit the charge transfer up to a certain
excitation energy. This stable region extends for approximately
0.5 eV which is close to the height of the Schottky barrier

between MoS2 and graphene (0.6–0.65 eV for MoS2/graphene34,35

and 0.6 for eV MoS2/graphite31). When increasing the excitation
energy above the barrier height the charge transfer times drops
quickly and can again be modelled with an exponential decay.
The formation of a Schottky barrier or interfacial dipole also
explains the core-level shifts in the Mo 3p and S 1s core-levels
between the NP and rGO sample. The shift consists of two
contribution, first, a change in the work function of the system
which yields the same shift in both Mo 3p and S 1s and, second, a
shift of the Mo 3p line to higher binding energy or a shift of the
S 1s to lower binding energy. The second shift is a chemical shift
that is either from decreased electron density on the Mo sites or
increased electron density on the S sites. The latter case is
consistent with the formation of a interfacial dipole at the inter-
face between the outermost sulphur atoms and the rGO sheet.

This Schottky barrier behaviour is also evidence for well
reduced graphene oxide, meaning that the graphene oxide has
similar properties to pure graphene. This is evident since the
Schottky barrier is of n-type and in the order of 0.5 eV, a pure
graphene oxide/MoS2 interface would yield a p-type Schottky
barrier of around 1 eV. This can also be collaborated with the
C 1s XPS spectra, as can be seen in Fig. S3 (ESI†) of the rGO
sample with a narrow component attributed to sp2 carbon and
with a small shoulder on the high binding energy side from sp3

carbon, either C–C or C–H and a small C–O contribution, this is
similar to the spectra of graphene.36,37

The charge transfer times measured herein fall outside the
range of 0.1 to 10 times the core hole’s lifetime that is given by
Wurth and Menzel.38 A direct comparison between an analysis
of the S KLL (resonantly excited around the S K-edge) and
S LMM (excited around the L1-edge) is available for the
S/Ru(0001) system.39 In ref. 38 the limit of 10% of the core-
hole lifetime is given by the what fraction between the spectral
areas ‘‘. . .which can be determined experimentally with reason-
able accuracy. . .’’. The case of Ar LMM and S LMM spectra as
investigated in e.g. ref. 38 and 39 a fraction of 10% is what is
determinable. However In Fig. 2 the least squares fit of the S
KLL spectra are exhibited, our analysis is based on the areas of
the dispersing and non-dispersing signatures (see 2D-maps in
Fig. 5) where we can track the relative intensity of the disper-
sing feature farther before it disappears in the noise of the
background. In a study on black phosphorous a wider range of
charge transfer times have been shown to be accessible since
the contrast in the resonant auger spectra in the KLL region is
high,40 also as mentioned above performing this analysis on data
for MoS2 from ref. 15 we arrive at similar charge transfer times.

Conclusions

In conclusion we show that the charge transfer time, as inferred
from the core-hole clock technique depends on the chemical
surrounding and the morphology of the system. Breaking the
symmetry of the crystal we obtain swifter charge transfer times
– up to 40% faster in the nanocomposite compared to a bulk
single crystal. Using tunable X-rays in the region where core

Fig. 6 Comparison of the Raman ratios (top) and the corresponding
charge transfer times (bottom) for the different samples. The two coloured
lines highlights the two different regions of the charge transfer in the MoS2

reduced graphene oxide sample showing the effect of the Schottky barrier.
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excitation from a 1s level is possible and recording the resonant
Auger spectra in the KLL region gives – at least for row III
elements – enough contrast to allow the determination of
charge transfer times in the tens of attoseconds regime. Core-
hole clock spectroscopy with hard X-rays is a general method to
study these timescales.

We also show that the signature of a Schottky barrier can be
seen in the nanocomposite case with two distinct regions in the
charge transfer time both exhibiting the signature exponential
drop of resonant Raman channel. This is evidence that ultra-fast
charge transfer in molybdenum disulphide can be tailored which
should be taken into account in the design of emergent devices.
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