Attosecond transient absorption spooktroscopy: a ghost imaging approach to ultrafast absorption spectroscopy
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The recent demonstration of isolated attosecond pulses from an X-ray free-electron laser (XFEL) opens the possibility for probing ultrafast electron dynamics at X-ray wavelengths. An established experimental method for probing ultrafast dynamics is X-ray transient absorption spectroscopy, where the X-ray absorption spectrum is measured by scanning the central photon energy and recording the resultant photoproducts. The spectral bandwidth inherent to attosecond pulses is wide compared to the resonant features typically probed, which generally precludes the application of this technique in the attosecond regime. In this paper we propose and demonstrate a new technique to conduct transient absorption spectroscopy with broad bandwidth attosecond pulses with the aid of ghost imaging, recovering sub-bandwidth resolution in photoproduct-based absorption measurements.

Introduction

The rearrangement of electrons is the first step in all photochemical reactions. The ability to produce pulses with a time duration shorter than a femtosecond has enabled the probing of electron dynamics on its natural timescale.1–4 This attosecond revolution has been led by the development of sources based on high harmonic generation (HHG).5 These technological developments have enabled the study of autoionisation,6 Auger decay,7 and charge migration8 in the time-domain. The extension of attosecond pulses to soft X-ray wavelengths should enable the study of coherent electronic phenomena with atomic site specificity.9 One particular class of attosecond spectroscopy commonly used with attosecond sources is attosecond transient absorption spectroscopy (ATAS).9–12 ATAS measures the spectral response of a sample to sequential interaction with a pump pulse and a broadband attosecond probe pulse. Using photon energies in the soft X-ray regime, ATAS can probe resonant transitions between inner valence or core electrons and unoccupied states in the valence shell.13 The spatial localisation of the core orbitals means excitation of electrons from these orbitals to valence electronic states provides an atomic-site specific probe of transient valence electronic structure. The recent demonstration of isolated attosecond pulses from an X-ray free-electron laser (XFEL),
with photon energies tunable across the soft X-ray regime and spectral brightness six orders of magnitude greater than HHG sources,\textsuperscript{14} enables numerous previously unfeasible attosecond measurements. However, the implementation of ATAS with an attosecond XFEL source presents a number of challenges. Here, we introduce and demonstrate a new experimental implementation to perform ATAS at an XFEL.

ATAS is an extension of X-ray transient absorption spectroscopy (TAS), which is itself a time domain implementation of X-ray absorption spectroscopy. Traditional X-ray absorption spectroscopy of a target is performed by scanning the central photon energy of a narrow linewidth X-ray source. For each photon energy the total number of photons absorbed by the target is measured, either by directly measuring a depletion in the transmitted photons\textsuperscript{13} or by measuring the total ion or electron (photoproducts) yield produced from the target following interaction with the incident light. The latter serves as a direct indicator of the number of absorbed photons. In X-ray TAS, a pump laser pulse first creates an excited state in the system being probed. The time evolution of this excited state is mapped out by measuring the X-ray absorption spectrum as a function of delay between the pump and X-ray pulses. This technique has proved successful in measuring the ultrafast evolution of excited systems. For example, Wolf \textit{et al.} employed this technique at an XFEL by scanning a narrow bandwidth X-ray pulse over the near-edge features of gas phase thymine in order to observe the molecular deactivation process following ultraviolet excitation.\textsuperscript{15}

Probing dynamics that evolve on the femtosecond or sub-femtosecond timescale requires probe pulses with a broad bandwidth (a Fourier transform limited light pulse with 0.5 fs duration has a spectral bandwidth of 3.2 eV). Therefore, the Fourier limit fundamentally restricts the application of traditional photoproduct-based TAS measurements on the attosecond timescale. Simply scanning the central wavelength of a sub-femtosecond X-ray pulse will yield an X-ray absorption spectrum with poor resolution due to the large spectral bandwidth covered by each attosecond pulse.

To resolve this issue, ATAS was developed to measure the attosecond transient absorption spectrum of excited samples. In ATAS, transient absorption spectra are obtained by spectrally resolving the depletion in the number of probe photons transmitted through the sample under analysis.\textsuperscript{16} The transmitted light is dispersed with a grating and measured on a spatially resolving detector. Measurement of the transient absorption spectrum at a specific pump-probe delay involves acquiring a reference spectrum without the sample or without the pump pulse, and comparing this to the absorption spectrum taken at the pump-probe delay in question. The advantage of this technique is that the spectral resolution of the measurement is dictated by the spectrometer resolution, and not by the bandwidth of the incident pulse. This breaks the requirement for narrow bandwidth pulses to maintain practical spectral resolution. The broad success of such measurements in resolving ultrafast dynamics in molecules and solids is the topic of recent reviews.\textsuperscript{17,18}

X-ray free electron lasers (XFELs) are an emerging source of ultrafast soft X-ray pulses with few-femtosecond to sub-femtosecond duration.\textsuperscript{19} The tunability and unprecedented brightness of XFEL sources provides a powerful tool for the experimental investigation of ultrafast molecular dynamics.\textsuperscript{20} Recently, GW-scale soft X-ray isolated attosecond pulses (IAPs) were demonstrated at the Linac Coherent Light Source (LCLS), using an implementation of the enhanced self amplified spontaneous emission (ESASE) technique.\textsuperscript{14} The spectral brightness of this attosecond source is six orders of magnitude greater than any tabletop HHG-based source of IAPs, facilitating non-linear spectroscopies. The inherent spectral bandwidth of attosecond pulses greatly limits the spectral resolution of traditional photoproduct-based absorption measurements. However, the inevitable instabilities associated with XFEL operation make implementing standard ATAS difficult. A photon depletion-based measurement benefits from a highly stable spectrum: since the number of absorbed photons is determined by taking the difference between transmitted spectra with and without the target, variation in the spectrum of the source produces differences between reference and measurement spectra. This adds noise to the transient absorption measurement. The signal-to-noise of an ATAS measurement also places stringent requirements on the density and absorption cross section of the sample under analysis. For a good quality measurement, the spectrum must be stable and the photon depletion must be sufficient to be both measurable, and significant compared to the spectral instabilities.

So while it is possible to implement a photon depletion-based measurement at an XFEL, a photoproduct-based scheme is desirable for a number of reasons. Electrons or ions produced by photoemission can be detected with very high efficiency, even permitting detection of the absorption of a single X-ray photon. Additionally, the information content of a photoproduct-based scheme surpasses that of photon-depletion spectroscopy if a differential measurement of the photoproducts (e.g. in energy, mass, momentum or angular distribution) can also be performed. In this work, we demonstrate how correlation techniques can be used to recover a high resolution absorption spectrum from a photoproduct-based measurement when the probing X-ray pulse has a bandwidth larger than the absorption features being measured. The photoproduct yield can be correlated with shot-to-shot changes in the incident X-ray spectrum. Absorption spectra may be derived from these correlations using an algorithm that is related to so-called ‘ghost imaging’ methods.

Ghost imaging

Classical ghost imaging is an experimental technique which can retrieve spatially resolved information about a sample using only a single pixel camera (or “bucket” detector) and knowledge of the spatial structure of the source which illuminates the sample. A classical ghost imaging experiment (detailed in Fig. 1) typically consists of a beamsplitter that separates the incident wavefront into two replicas. One arm is used to analyse the wavefront with some form of pixelated detector. For every exposure \( i \), the detector records the wavefront \( A_i \). The other arm passes through the sample under analysis, and the total transmission, \( b_i \), is measured by the bucket detector. The coincident measurement of
the two arms is repeated many times. By correlating the shot-to-shot variation in the patterned wavefront with the measured bucket intensity that each wavefront produces, the structure of the sample can be inferred without directly detecting it, hence the term “ghost imaging”.

The classical ghost imaging problem can be formulated mathematically, across \( n \) different measurements with a pixellated detector of \( m \) pixels, as a linear matrix multiplication:

\[
b = Ax. \tag{1}\]

Here, \( b \) is a length-\( n \) column vector where each element is the bucket detector reading for each measurement \( b_i \), \( A \) is the \( n \times m \) matrix of each pixellated measurement of the incident wavefront, and \( x \) is the length-\( m \) row vector of the unknown variable to be reconstructed. The solution to an equation of form eqn (1) has been widely studied in many research fields and has led to a variety of algorithms to invert the equation to solve for \( x \) when the matrix \( A \) is not trivially invertible, e.g. in the case of an underconstrained problem or a noisy measurement. The ghost imaging scheme is especially useful in experiments where pixellated detection is challenging or the sample under analysis is radiation sensitive. It has been widely demonstrated in the spatial domain with various illuminating sources, including visible light, X-rays, atoms, and electrons,\(^{21-30}\) as well as being employed in the spectral domain.\(^{31-34}\) Ghost imaging in the time domain has also been demonstrated,\(^{35}\) and has been proposed for X-ray pump/X-ray probe experiments with a single self-amplified spontaneous emission (SASE) pulse,\(^{36}\) using the inherent stochastic nature of SASE pulses to extract time-resolved pump–probe measurements.

In this work, we exploit the natural fluctuations in the spectral profile of ESASE pulses and apply ghost imaging in the spectral domain to recover sub-bandwidth resolution photoproduct-based absorption spectra using attosecond X-ray pulses from an XFEL. Our demonstration enables attosecond-resolution transient absorption experiments using information-rich photoproduct measurements, and with spectral resolution limited only by the properties of the photon spectrometer and the variation in the X-ray spectrum.

**Experimental demonstration**

To demonstrate our technique, we have performed an experiment at the LCLS using a static absorption measurement at the oxygen K-edge of nitric oxide (NO). The attosecond X-ray pulses used to excite the system are generated by the ESASE method.\(^{14}\) The attosecond X-ray pulse is tuned near the 1s \( \rightarrow \) 2\( \pi^* \) resonance of the oxygen atom in NO, at 532.7 eV.\(^{37}\) At this photon energy, the attosecond ESASE pulses have a median bandwidth of \( \sim 5.5 \) eV.\(^{14}\) Using a co-axial velocity map imaging spectrometer (c-VMI),\(^{38}\) which projects the charged particle momentum distribution along the propagation axis of the X-rays, we measure photoelectrons with kinetic energies up to \( \sim 600 \) eV. This enables measurement of the resonant Auger electrons produced following relaxation of the resonant core excitation.
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**Fig. 1** (a) Schematic diagram showing the principle components of a classical ghost imaging measurement. The extracted correlation between a pixellated measurement of the incident wavefront and the total transmission of the sample ("bucket") provides a reconstructed image of the sample under analysis. (b) Mapping of components from the classical ghost imaging setup to our implementation in the frequency domain at an X-ray free electron laser (XFEL). The random spectral fluctuations in SASE operation provide the required variation in the incoming beam, whereas in a standard ghost imaging measurement these fluctuations are typically induced by a variable mask. The gas jet provides the sample. The role of the "beamsplitter" is provided by the different core-levels of the target system. Ionisation of the nitrogen 1s electrons, far above the nitrogen K-edge, provide the spectrally resolved measurement of the incoming X-rays. The absorption being probed is the oxygen 1s \( \rightarrow \) 2\( \pi^* \) transition which decays via resonant Auger decay. The Auger electrons, which we do not spectrally resolve, constitute the bucket measurement and are also collected by the c-VMI spectrometer.
In the c-VMI, the momentum of the ionised electron in the plane perpendicular to the direction of the laser propagation maps linearly to the position at which it arrives at the detector plane. The detector is a microchannel plate coupled to a phosphor screen, which is imaged using a CCD camera. Given the cylindrical symmetry present in our measurement, it is possible to reconstruct the full three-dimensional momentum distribution of the emitted electrons from the measured two-dimensional distribution using an inverse Abel transformation. This has been performed on our measured data using the pBasex algorithm, and the c-VMI images shown in panel b of Fig. 1 and panel a of Fig. 2 are a two-dimensional slice through the center of the three-dimensional reconstruction of the momentum distribution. A threshold is applied to the raw images (1024 × 1024 pixels) before the data is convolved with a Gaussian kernel (σ = 25) to remove noise before Abel inversion. The inverted one-dimensional spectra are Gaussian filtered (σ = 5) to remove high-frequency artefacts associated with the inverse Abel transformation process. Some functional imperfections at the high operating voltages of the c-VMI in this mode of operation contribute to the measured angular anisotropy of the normal and resonant Auger in panel a of Fig. 2. The energy resolution of the c-VMI spectrometer is ∼ 5–10% ΔE/E (for the set of measurements performed here this is reduced by counting noise), which precludes a spectrally resolved measurement of the high energy resonant Auger electron spectrum, but is sufficient to measure the total resonant Auger yield. This provides a direct measurement of the 1s → 2p* absorption cross section: the number of photons on resonance with this transition maps linearly to the number of resonant Auger electrons produced. 

As described above, a standard measurement of the near-edge absorption spectrum involves scanning the central photon energy and measuring the yield of resultant photoproducts at each energy. This was performed by Kosugi et al. who used narrow bandwidth synchrotron radiation to obtain a high-resolution measurement of the oxygen 1s → 2p* resonance, and this data is reproduced in red in panel c of Fig. 2. At the LCLS, this measurement involves scanning the energy of the lasing electron beam, which changes the wavelength of the X-ray radiation according to the well-known FEL resonance condition. Performing this measurement using the broad bandwidth attosecond ESASE pulses produces the absorption spectrum plotted in green in Fig. 2. The measurement of this absorption feature has extremely low resolution because it involves the convolution of the resonant feature with both the broad bandwidth of the attosecond pulses and additional photon energy jitter. The asymmetry in the measured absorption spectrum is due to contamination by high-lying Rydberg states, converging to the oxygen K-edge. Both these excitation channels result in a high-energy electron which we are unable to spectrally separate from the oxygen resonant Auger electron. A combination of the broad bandwidth of the attosecond pulses, and the shot-to-shot jitter of the central photon energy for a given electron beam energy, ensures there is already a substantial probability to excite the pre-edge Rydberg series, or ionise the K-shell electrons directly, when the central photon energy is set below these values.

Using the correlations present in the data set, we can increase the resolution of the absorption measurement and obtain sub-bandwidth resolution. Casting the problem in the form of eqn (1), we consider 4060 individual measurements, corresponding to the same number of single XFEL shots each at pulse energy 70 μJ or higher. The yield of resonant Auger electrons is used as the bucket detector reading, b, and the single-shot nitrogen photoelectron spectrum is used as the

![Fig. 2](image-url)  (a) Inverted c-VMI image showing simultaneous measurement of nitrogen 1s photoline, nitrogen normal Auger, and oxygen resonant Auger. (b) Example ESASE pulses spectra measured at the nitrogen 1s photoline. The high c-VMI plate voltages result in poor spectral resolution, significantly lower than for a typical photon or electron spectrometer within its standard operating regime. As a result, the measured bandwidth is significantly higher than with a higher resolution spectrometer. (c) Comparison of the standard method of absorption spectrum retrieval using the electron beam energy (green) vs. our technique (blue).
pixelated detection, \( \mathbf{A} \). The unknown vector \( \mathbf{x} \) now represents the target absorption spectrum. The nitrogen K-shell photoline serves as an approximate measurement for the X-ray spectrum, and is recorded by the c-VMI in coincidence with the Auger electron yield on a shot-to-shot basis, as shown in panel a of Fig. 2. Thus in our implementation we use as the “beamsplitter” the excitation of two independent channels in the gas atoms; i.e. K-shell photoionisation to produce the pixelated measurement of the incoming spectrum and resonant O 1s \( \rightarrow 2\pi^* \) excitation to produce the bucket measurement of the number of photons absorbed. Some example shot-to-shot photon spectra taken from the c-VMI measurement are shown in panel b. The limited resolution of the c-VMI for high energy operations results in lower than expected resolution for an X-ray photon spectrometer. We use a standard optimisation tool known as the alternating direction method of multipliers (ADMM\(^4\)), to solve eqn (1). This enables regularisation of the retrieved solution according to expected non-negativity, sparseness, and smoothness. We also account for a pulse energy-dependent electron background (primarily due to valence ionisation by the incident X-ray pulse) by introducing an extra term to allow the algorithm to separate the signal from background-related contributions. So eqn (1) becomes:

\[
\mathbf{b} = \mathbf{A}\mathbf{x} + \mathbf{P}\mathbf{x}_0, 
\]

where \( \mathbf{P} \) is the vector of single-shot pulse energies, and \( \mathbf{x}_0 \) is the pulse energy dependence of the background. The results obtained by 4060 c-VMI spectrum measurements with corresponding Auger yields are plotted in blue in panel c of Fig. 2, showing very good agreement with the measured high resolution absorption spectrum from Kosugi et al.\(^{37} \). The retrieved full-width-half-maximum (FWHM) of the resonant feature (<4 eV) is significantly smaller than the spectral bandwidth of the incident X-rays. We note that use of a sequential least squares quadratic programming optimisation to solve eqn (2) with a simple Gaussian and single pulse energy dependent parameter recovered the correct position of the resonance, although it returned a significantly smaller width.

We performed a comparison to characterise the signal-to-noise in our experimental measurement. For the measured spectrum and pulse energy of each of the 4060 shots, we use the retrieved values of \( \mathbf{x} \) and \( \mathbf{x}_0 \) to calculate the predicted value which we would expect to measure in the bucket detector for that shot. We compare this expected value to the actual measured value in the bucket detector for each shot. This is not perfectly equivalent to extracting the signal-to-noise of the overall measurement, because there is noise in the spectral measurement as well as the bucket measurement. Nonetheless, it serves as a useful approximation to the overall fidelity of the experimental measurement. We find that the actual bucket measurement deviates from the expected bucket measurement by \(~ 40\%\) of the expected measurement yield, on average. The noise in our experimental measurement has been overcome by significantly over-determining eqn (2) using a large number of single shot measurements. To check the validity of our reconstruction, we performed one hundred separate randomisations of the order of the bucket detector while maintaining the original order of the spectral measurements, and repeated the reconstruction for each randomisation. The algorithm did not retrieve the correct absorption spectrum on any iteration. Our experimental results indicate that the variation inherent to ESASE operation provides sufficient shot-to-shot spectral differences to successfully reconstruct the sub-bandwidth absorption spectrum.

Discussion

For our technique to work, it is critical to have sufficient variation in the measurement matrix \( \mathbf{A} \) which corresponds to sufficient shot-to-shot variation in the X-ray spectrum for our measurements. Moreover, the variation has to be detectable within the instrument resolution. We explore the spectral variation necessary for our correlation analysis using two different metrics.

First, we consider the different modes of variation in our experimental spectral measurements. Each of the 4060 c-VMI measured spectra (representative examples in panel b of Fig. 2) can be well-approximated by the Gram–Charlier expansion of a Gaussian curve, up to the fourth moment. We plot the shot-to-shot variation of the first moment (mean), second central moment (standard deviation), third standardised moment (skew) and excess fourth standardised moment (kurtosis) of the measured X-ray spectra in panels a–d of Fig. 3. The measured standard deviation corresponds to a significantly larger spectral bandwidth than the \(~ 5.5 \text{ eV}\) measured for ESASE pulses at these photon energies, which is a direct result of the reduced resolution of the c-VMI spectrometer when collecting high energy electrons. Using this moment-based expansion allows us to isolate the variation of each of the spectral moments to explore the dependence of the correlation method on each of these parameters. The traditional method of scanning the central photon energy corresponds to the limit of changing only the first moment. From these moment distributions, we construct different sets of 4060 simulated X-ray spectra to test the performance of ADMM in simulation. First, we artificially narrow the variation in the second, third and fourth moments by a factor of two, while allowing the first moment to vary according to the measured experimental distribution. We then create additional sets of simulated spectra where each higher-order moment is consecutively allowed to vary fully according to its measured distribution, sequentially increasing the contribution to the spectral variation from higher-order moments. We also perform this simulation using our 4060 experimentally measured single-shot spectra.

To test the reconstruction using these simulated data sets, we simulate a ground-truth absorption spectrum of two Gaussian peaks separated by 10 eV with root-mean-square (rms) width of 0.7 eV. The simulated bucket detector reading is generated by multiplying the simulated spectra with the ground truth. The results of the different reconstructions are shown in Fig. 3. Including higher moments in the spectra captures more spectral variation and therefore improves the resolution of the reconstruction. The highly similar performance of the reconstruction where all four moments may vary fully and the experimental data...
indicates that all the experimental variation is well captured by the four moments. Therefore in our ghost imaging technique, we exploit higher moments of variation in the spectra to retrieve sub-bandwidth structures in the absorption spectrum.

While the variation of the spectral moments serves as a useful and intuitive guide to assess the variation in our data, fundamentally the resolution of our technique is determined by the degree of correlation between neighbouring pixels in the detector. This pixel-to-pixel correlation contains information about the inherent variation in the spectra as well as the spectrometer resolution. In the limiting case where there is no correlation between spectrometer pixels, the resolution is limited simply by the detector resolution. As mentioned above, when configured to collect high energy Auger electrons, the resolution of the c-VMI spectrometer (i.e. the measurement of the nitrogen 1s photo-electrons) is significantly diminished compared to what would be available from a typical X-ray photon spectrometer or electron spectrometer under standard operating parameters. For this reason, in order to further explore the limitations of the correlation absorption spectroscopy technique, we include another set of spectral measurements taken by a photon spectrometer. The single-shot spectra shown in panel a of Fig. 4 are representative...
examples from a set of 3489 X-ray pulses generated using the ESASE technique at the LCLS.  

To characterise this pixel-to-pixel correlation, we define the correlation length to be the distance between two pixels where the correlation coefficient falls from 1 to 1/e. To extract a single correlation length from a set of different spectra, we select the pixels where the averaged spectral intensity is above half maximum, and we average the correlation lengths over the selected pixels. The correlation length for the measured experimental spectra is 5.27 eV. To explore the effect of changing correlation length, we start with the experimental data and convolve it with a Gaussian filter of successively increasing width to artificially increase the correlation length of the spectra. Again, we simulate a ground truth absorption spectrum. This time we use two Gaussian peaks of rms width 0.2 eV separated by 2 eV, and the simulated bucket is again constructed by multiplying the convolved spectra with the ground truth. The effect of increasing the correlation length is shown in panel b of Fig. 4. When the correlation length is below 6 eV, we see that the reconstruction captures the thin width of the ground truth. As the correlation length increases, the quality of the reconstruction worsens, as expected. At a correlation length of 11.95 eV, the reconstruction fails to capture any elements of the spectral shape.

The performance of the matrix inversion is also dependent on the number of shots across which the measurement was taken, particularly in the case of a noisy measurement. In Fig. 2, we are able to overcome experimental noise by greatly over-determining our ghost imaging problem. Analogous to averaging over many shots in a simple spectral measurement, this reduces the overall effect of noise on the measurement. To explore this limit, we randomly select a subset of the full 3489 spectra and use these to produce simulated bucket measurements, to which we add noise in a shot-to-shot basis according to a Gaussian distribution. The noise distribution is centred on zero and for a given signal-to-noise ratio (SNR) has width $\sigma = \text{signal}/\text{SNR}$. We test the sensitivity of the reconstruction using ADMM to the number of shots used in the reconstruction, at low (SNR = 3:1) and high (SNR = 100:1) signal-to-noise regimes for the bucket measurement. Panel c of Fig. 4 shows that at high signal-to-noise in the bucket, it is possible to faithfully reconstruct the absorption spectrum even at low numbers of shots. In future experiments the counting of electrons or ions could be performed at very high fidelity, with high signal-to-noise and good quantum efficiency. Panel d shows that in the scenario where the bucket measurement is noisier, the reconstruction fails to capture the correct width of the absorption features and the quality of the recovered spectrum significantly degrades at a lower number of shots.

We note that noise in the bucket measurement is not equivalent to noise in the spectral measurement $A$. In a typical linear regression-type problem, it is only the dependent variable (i.e. the bucket measurement) which is assumed to have measurement noise. The independent variable (or pixelated measurement) is usually assumed to be measured with zero error. As a result, measurement noise in the dependent variable (or bucket measurement) results in uncertainty in the retrieved result, whereas noise in the independent variable leads to a biasing of the retrieved result towards a structureless result. This biasing is a well-known phenomenon and has been dubbed regression dilution.  

In Fig. 2 we investigate the effect of noise in the yield of Auger electrons (the dependent variable) only. We have also investigated the effect of measurement noise in the independent variable $A$, i.e. the spectral measurement. We found that at high numbers of shots our reconstruction method is robust in simulation up to a significant degree (∼10%) of random noise in the spectral measurement ($A$).

**Conclusions**

In this paper, we have proposed and demonstrated a correlation-based analysis to conduct attosecond transient absorption spectrum (ATAS) measurements at an XFEL facility. With the development of attosecond pulses from XFELs, attosecond time resolution measurements at an XFEL have become possible. However, the standard implementation of transient absorption measurements at XFELs will suffer from low spectral resolution due to the wide bandwidth of such short pulses. The correlation-based technique introduced in this paper solves this problem by exploiting the inherent shot-to-shot spectral jitter of the X-ray pulses from an XFEL. We have experimentally demonstrated this technique using an experiment where the X-ray spectrum and the photoproduct (i.e. resonant Auger electron) yield are measured in coincidence, with a single velocity map imaging spectrometer. This measurement demonstrates good agreement with previous high-resolution measurements. The fundamental limit of the correlation-based analysis is no longer the spectral bandwidth of the X-ray source, but rather the spectrometer resolution and the variation in the spectrum of the X-ray pulse. We have explored the effects of variation in the X-ray spectrum as quantified by the variation in different spectral moments and by the correlation length. It is worth noting that we found in further simulation that the quality of the reconstruction is more sensitive to decreasing spectrometer resolution than to decreasing variation in the spectra, in the regime where are not dominated by noise. Practically, this means that high spectrometer resolution should be prioritised in experimental implementations, without introducing additional measurement noise. As we have shown, an optimally designed experiment should take into account spectrometer resolution, available variation in the spectra, and the noise level of the measurements. For retrieving time-resolved absorption spectra the data would first have to be sorted on pump-probe delay, an operation that will be more feasible for the high shot rates anticipated in future high rep-rate machines.

It is possible to extend our method beyond X-ray absorption spectroscopy. Provided a differential measurement of the photoproducts (e.g. in energy, mass, momentum or angular distribution), it is possible to reconstruct the photon energy-dependent photoproduct measurement. Eqn (1) can be easily adapted to include multiple bucket detectors. In the case of the experimental implementation considered here, this could correspond to a measurement of the energy-dependent resonant Auger spectrum. Each pixel of the Auger electron kinetic energy spectrum would
be an independent bucket measurement. Then $b$ becomes a matrix of size $n \times p$, where $n$ is the number of XFEL shots as defined above, and $p$ is the number of pixels in the Auger electron kinetic energy spectrum. With this change, $x$ becomes an $m \times p$ matrix, where $m$ remains the number of pixels in the absorption spectrum. This new map, $x$, is then the photon energy-dependent resonant Auger spectrum. Such a map is extremely powerful because it provides information not only about the unoccupied electronic orbitals involved in the absorption process, but also on the occupied electronic orbitals that are involved in the Auger process. Recording these maps as a function of time-delay would give an even more precise probe of attosecond charge dynamics, similar to the information given in a resonant inelastic X-ray scattering (RIXS) measurement.43
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