
8790 | Chem. Commun., 2020, 56, 8790--8793 This journal is©The Royal Society of Chemistry 2020

Cite this:Chem. Commun., 2020,

56, 8790

Electric-field-induced supramolecular phase
transitions at the liquid/solid interface:
cat-assembly from solvent additives†

Ayyaz Mahmood, ‡ab Xingming Zeng,‡a Awais Siddique Saleemi, ab

Kum-Yi Chengab and Shern-Long Lee *a

We demonstrate by using scanning tunneling microscopy that a

series of trace organic solvent additives can efficiently promote the

electrically triggered phase transition of trimesic acid (TMA), which

would otherwise occur rather sporadically. DFT simulations taking

into account the electric field effect elucidate such tailored phase

transformations, based on the Gibbs activation and free energies of

the deprotonation reactions of TMA.

Oriented external electric fields (OEEFs) as ‘smart reagents’ are
no longer a theoretical dream, especially in synthetic chemistry.
Such a concept has recently been verified to be efficient in
promoting Diels–Alder reactions, where an OEEF of scanning
tunneling microscopy (STM) acts as an enzyme with a catalyz-
ing function.1 In this context, STM not only visualizes the
topological changes of surface materials, but also simulta-
neously determines the orientation of an externally applied electric
field at the interface, where the material self-assembly occurs.2–4

The catalytic effect in chemical reactions has been a well-received
concept in synthetic chemistry for more than 100 years. For
molecular self-assembly occurring in an environment-controlled
manner, a new term has been introduced, that is, ‘‘cat-assembly’’
that comes from ‘‘catalysis’’ and ‘‘assembly’’, referring to an
increase in the rate and the advanced control of molecular
assembly.5

Conceptually, cat-assembly in molecular assembly is analo-
gous to catalysis in chemical synthesis. Extending such
a concept, we recently demonstrated a synergic effect in a
supramolecular phase transition using trimesic acid (TMA) as
an example.6 In general, under the OEEF provided by STM,

modulating environmental temperature,7–10 solution pH,11

solvents,12 substrates,13 or additives11,14,15 can lead to preferred
outcomes. Recently, we experimentally showed that using water
as the solvent for TMA can efficiently promote its electrically
triggered phase transitions by STM.16 Here, we explored the
effect of highly polar organic solvents. A small amount of the
solvents referred to as ‘‘additives’’ was used in this work, as they
can cause large leakage currents. The novelty of the present work
is that we explore the ‘‘additive effect’’ rather than the ‘‘solvent
effect’’ reported abundantly in the literature.17

Here, we systematically examined a series of organic solvent
additives with their polarity index ranging from 2.4 to 7.2
(Fig. 1). The highly polar solvents, namely the additives, have
a concentration of only 0.5 vol% in an OA (octanoic acid)-based
sample solution. Our experiments found that the trace amount
of a highly polar organic solvent (e.g., 0.5 vol% propylene
carbonate PC) is efficient for promoting the electric-field-
induced TMA phase transitions, which would otherwise occur
rather sporadically at the OA/HOPG (highly oriented pyrolytic
graphite) interface. DFT simulations considering the electric

Fig. 1 Chemical structures of OA, TMA, BTB, and the additives used in this
study. Molecular structures used in this study: 1,3,5-tricarboxylic benzoic
acid (trimesic acid, TMA), octanoic acid (OA), toluene, dichloromethane
(DCM), tetrahydrofuran (THF), chloroform, acetone, methanol, propylene
carbonate (PC), dimethylformamide (DMF), dimethyl sulfoxide (DMSO),
and water. RQCOOH.

a Institute for Advanced Study, Shenzhen University, Shenzhen, Guangdong, 518060,

China. E-mail: sllee@szu.edu.cn
b Key Laboratory of Optoelectronic Devices and Systems of Ministry of Education

and Guangdong Provence, College of Optoelectronic Engineering, Shenzhen

University, Shenzhen, Guangdong, 518060, China

† Electronic supplementary information (ESI) available: Additional STM data and
simulation details. See DOI: 10.1039/d0cc01670e
‡ Authors contributed equally to this work.

Received 4th March 2020,
Accepted 22nd June 2020

DOI: 10.1039/d0cc01670e

rsc.li/chemcomm

ChemComm

COMMUNICATION

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
Ju

ne
 2

02
0.

 D
ow

nl
oa

de
d 

on
 6

/2
5/

20
25

 9
:3

1:
58

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

http://orcid.org/0000-0002-8526-2848
http://orcid.org/0000-0001-5517-9632
http://orcid.org/0000-0002-2377-4098
http://crossmark.crossref.org/dialog/?doi=10.1039/d0cc01670e&domain=pdf&date_stamp=2020-07-02
http://rsc.li/chemcomm
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0cc01670e
https://pubs.rsc.org/en/journals/journal/CC
https://pubs.rsc.org/en/journals/journal/CC?issueid=CC056062


This journal is©The Royal Society of Chemistry 2020 Chem. Commun., 2020, 56, 8790--8793 | 8791

field effect were performed to elucidate the mechanism of the
tailored phase transformations. Such transitions were studied
in terms of the Gibbs activation and free energies of the
deprotonation reactions of TMA taking place at the interface.
For comprehensive comparisons, other factors such as dielec-
tric constant and polarity of additives were also discussed.

It is well known that the chicken-wire and zigzag motifs of
TMA can be formed at the OA/HOPG interface. The detailed
information of both phases was previously reported in the
literature.6 The phase transition from the chicken-wire to the
zigzag can occur, however, rather sporadically by merely alter-
ing the polarity of substrate bias from negative to positive
(sample bias). We recently reported that the zigzag pattern of
TMA appears under a positive STM bias with elevated tempera-
tures (e.g., more than 68 1C). We found experimentally that
such field-induced phase transitions took place efficiently if
water exists on the surface.16 In this context, we hypothesized
that water can accept a proton such that the occurrence of the
deprotonation of TMA can be ‘‘catalyzed’’, thereby promoting
the phase transformation.

However, it remains difficult to employ such experimental
tactics to achieve full control over the occurrence of the phase
transition and its mechanism remains elusive. Besides the
ability to accept a proton, water is a highly polar solvent. To
further explore this topic, a series of solvents with different
polarities was used. Only some of them can accept a proton
(Fig. 1). Note however that because these highly polar solvents
can cause a large leakage current during STM operations,
we only add some small amount of them (e.g., 0.5 vol%) in
the OA-based solution. We thus refer them to ‘‘additives’’ in the
present study.

Fig. 2a and b shows the typical chicken-wire and zigzag
motifs of TMA, formed at the OA/HOPG interface under the
negative and positive STM bias, respectively. The fully proto-
nated models were used because the departing protons remain
in the vicinity of the COO� groups and move back and forth, as
reported in the literature.6 As mentioned previously, the phase
transition can take place rather sporadically by changing the
polarity of STM from negative to positive. After a careful
investigation of the additive (solvent) effect on this system,
we found that the fast phase transition from chicken-wire to
zigzag took place only for the water and PC cases (Fig. S1, ESI†).

It is expected that the higher polar additives can lead to
higher efficiency in the electric-field-induced phase transitions.
Our experimental results revealed that only the PC case exhibits
a promising ability to readily induce the phase transition. Fig. 3
presents the representative results implying that although
some additives can accept a proton (e.g., DCM, toluene, and
methanol), they cannot guarantee the promotion of electrically
driven phase transitions. Fig. S2 (ESI†) shows that the phase
transition did not happen when THF was used as the additive.
Qualitatively, besides water, PC is the best ‘‘catalyzer’’, followed
by DMSO (or DMF) and the others are not able to promote the
phase transitions.

For the cases of DMF and DMSO, which are solvents with
polarity higher than that of PC, it is found that besides the

chicken-wire structure, a flower pattern is also obtained at the
negative substrate bias of STM (Fig. S3 in ESI†). The result is
similar to that obtained using hexanoic acid (HA) as the

Fig. 2 STM images and corresponding models of TMA. The STM images
are obtained from the STM-polarity-related experiments on the chicken-
wire and zigzag assembly of TMA obtained at the OA/HOPG and OA-PC/
HOPG interfaces, respectively. Imaging conditions (Ebias and itunneling) are
�0.9 V and 100 pA. The voltage polarity of the substrate in STM experi-
ments is noted on the images. The blue arrows indicate the lattice-
structure direction of graphite.

Fig. 3 STM images of the STM-polarity-related experiment of TMA
assembly using different additives. The STM images are obtained from
bias-related experiments on the chicken-wire and zigzag assembly of TMA
obtained at the OA/HOPG and OA-additive/HOPG interfaces, respectively.
Imaging conditions (Ebias and itunneling) are �0.9 V and 100 pA. The voltage
polarity of the substrate in STM experiments is noted on the images. The
blue arrows indicate the lattice-structure direction of graphite.

Communication ChemComm

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
Ju

ne
 2

02
0.

 D
ow

nl
oa

de
d 

on
 6

/2
5/

20
25

 9
:3

1:
58

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0cc01670e


8792 | Chem. Commun., 2020, 56, 8790--8793 This journal is©The Royal Society of Chemistry 2020

solvent, reminiscent of an increase in the environmental polar-
ity after introducing these additives into the system. Quantita-
tively, we found that the percentage of DMSO (or DMF) can
affect the outcomes. Specifically, 0.5% DMSO (or DMF) led to
the chicken-wire structure transitioning into the flower one
after switching STM polarity from negative to positive, whereas
the zigzag pattern only was obtained when the concentration of
the additives was higher than 10% (v/v) in the sample solution
(Fig. S4, ESI†). For the PC scenario, the minimal percentage of
the additive was 0.25% for the phase transition from chicken-
wire to zigzag. Occasionally, the use of 0.1% PC (or less) resulted
in the flower at a positive bias. Such quantitative tests are
consistent with our qualitative conclusion that PC is the best
‘‘catalyzer’’ for the present topic (see the histogram in Fig. S5 in
the ESI†). Moreover, Table S1 (ESI†) and Fig. 4 present the
calculated quantitative results of Gibbs activation (DG‡) and free
energies of the deprotonation reactions. An interesting result for
the cases of PC, DMSO, and DMF is that if the substrate bias is
changed from �0.5 V to 0.5 V and later to 0.9 V, the chicken-wire
motif can transform into the flower and later the zigzag. This was
not found for the water system (Fig. S6, ESI†).

It was previously proposed that partial deprotonation of
TMA molecules is responsible for the mechanism.4,16 ppm level
water was proposed to induce the deprotonation of TMA and
thus promote the transition.4,16 We also proposed from the
simulations that OA plays no role in the deprotonation, while
the presence of OH� species in water can cause the deprotona-
tion since the reaction energy barrier was calculated to be the
lowest for such a reaction.16 In the present study, the effect of
solvent additives with a wide range of polarity index on the
phase transition of TMA was studied by using STM and further
verified by DFT simulations. We propose that the phase transi-
tion depends on the proton accepting ability of the different
additives, which involves numerous factors including polarity,

dielectric constant, and thermochemistry, e.g., Gibbs activation
energy and free energy of the reaction. The dielectric constant
strongly influences the long-range electrostatic interactions,
as stated by Coulomb’s law. On the other hand, the protic
dissociation depends on the free energy of the deprotonation
reaction. One part of this free energy is consumed in the electro-
static separation of positive and negative ions, e.g., the products of
deprotonation reaction. The higher the free energy, the more
difficult the deprotonation. Therefore, a high dielectric constant
being proportional to the electrostatic interaction will result in a
smaller free energy, making the deprotonation easier.

To provide insights into the deprotonation reactions occurring
at the interface, we performed DFT simulations using the func-
tional M062X18 with the 6-31g(d) basis set.19 The chosen function
and basis set are widely used to calculate transition states and
reaction pathways due to their broad applicability.20 The simula-
tions were performed using the Gaussian09 program21 to calcu-
late the Gibbs activation (DG‡) and free energy (DrG) for all the
additives tested in the experiments, which are presented in Table
S1 (ESI†). The simulated reactions and the geometries of station-
ary points are presented in the ESI.†

The rate of a reaction being proportional to the Gibbs
activation energy can be accessed by directly comparing the
activation energy values of different reactions. From the results
presented in Table S1 (ESI†) and Fig. 4, the activation energy
barriers and free energies of reactions are calculated to be
higher in the absence of an electric field. However, in the
presence of an electric field (0.9 V applied in the STM experi-
ments), the Gibbs activation energy barriers and free energies
of reactions decrease significantly. For the PC case, DG‡ and
DrG are calculated to be the smallest, followed by those of DMF
and DMSO. It is noteworthy that the PC additive has three
reaction sites (Fig. S7, ESI†); however, only the PC–O1 site has
the lowest reaction barrier and a small endothermicity to allow
a proton transfer reaction. The small endothermicity indicates
that the products are less stable than the reactants, however
with a small energy difference. The DMSO and DMF cases have
reasonably small reaction barriers and reaction free energies
even in the absence of EF to allow proton transfer. Never-
theless, the phase transition was not observed. The reason for
this may be the presence of EF, which is crucial for the
occurrence of the phase transition after the deprotonation of
TMA. The dynamics of the products of protic dissociation, i.e.
molecules carrying positive and negative charges, are influ-
enced greatly by the EF stimuli. One can use the concept of
leakage current while running STM to understand this phe-
nomenon. The presence of the electric field was calculated to
affect the Gibbs energies significantly. The impact of the
electric field on DG‡ and DrG of the reaction was calculated to
be different for various additives.

A plot of the comparison of DG‡ and DrG in the presence and
absence of an electric field is presented in Fig. 4. The compar-
ison of the energy values in the presence and absence of EF
reveals that the Gibbs activation and free energies of the
reaction of PC–O1 are greatly affected by the EF, making it
the lowest among the additives. The activation energy barrier of

Fig. 4 The plot of Gibbs activation energy (DG‡) in red and Gibbs free
energy of the reactions (DrG) in black colour for the deprotonation
reaction of TMA by different additives. The hollow and filled circles/squares
represent the energy values at EF = 0 and EF = 9.0 � 108 V m�1,
respectively. Energy values are in kcal mol�1.
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2.42 kcal mol�1 is quite small for a rapid deprotonation
reaction and hence an immediate phase transition was
observed in our experiments. The free energy of 5.84 kcal mol�1

indicates the small endothermicity of the reaction. For the PC
case, Gibbs energies are decreased significantly compared to
those of methanol, THF, and acetone. To investigate this, we
observed the optimized geometry and orientation of the reac-
tion species for PC proton abstraction reaction with TMA. The
plane of the PC molecule is parallel to the applied EF both in
reactants and in the transition state (Fig. S8, ESI†) and there-
fore the two electronic structures are greatly influenced by the
direction of the electric field. For the methanol, THF and
acetone cases, the molecular orientation is parallel to the
direction of the applied EF and thus it effects less severely
the electron dynamics. DCM, chloroform, and toluene are
aprotic solvents; thus they are unable to receive a proton. The
solvent with the lowest DG‡ and endothermicity (PC) proceeds
with the fastest deprotonation of TMA molecules at the inter-
face, which in turn results in the phase transition, while the
solvents with a higher DG‡ are unable to cause an efficient, if
any, deprotonation of TMA and hence no phase transition is
observed for such solvents (acetone, methanol, and THF).

Table S1 (ESI†) also presents the calculated and experi-
mental values of dielectric constants, and the polarity of the
additives tested in experiments. The additives with high dielec-
tric constants are observed to promote the phase transition. A
possible explanation for this is the ion-pairing ability of differ-
ent additives. The additives with high dielectric constants tend
to cause a weak ion pairing. In our case, we have neutral TMA
reacting with the additives; however, the extent of ion-pairing of
the charged product species (e.g., deprotonated TMA and pro-
tonated additives) can affect the stability of the products. The
calculated free energies show a smaller endothermicity for such
additives. Nonetheless, the dielectric constant, polarity and
Gibbs activation and free energies of the reactions together
determine whether or not the phase transition will occur. A
higher polarity or dielectric constant leads to a smaller activa-
tion energy barrier and a smaller endothermicity in a faster
deprotonation reaction. The phase transition upon the occur-
rence of the deprotonation of TMA is driven by the polarity of
the same additive. High polar additives are hugely influenced
by the externally applied EF compared to the less polar addi-
tives. The dynamics of the products of dissociation, i.e. additive
and TMA ions under the influence of the applied electric field,
drive the phase transition. The positively charged additives may
move away from the substrate at a positive bias, making the
negatively charged TMA molecules closely packed on a surface.

In conclusion, the so-called STM-induced phase transition
remains an intriguing phenomenon.22,23 By using STM and
TMA, we have experimentally shown that highly polar solvents
can promote the supramolecular phase transitions. Qualitatively,
we found that PC is the best ‘‘catalyzer’’ followed by DMSO and
DMF, while others are not efficient enough to promote the
occurrence of the phase transitions. Quantitatively, the use of
0.25% PC resulted in the phase transition from chicken-wire to
zigzag, while a smaller quantity (0.1% or less) only resulted in a

flower structure at positive substrate bias. For the DMSO and
DMF cases, a lower percentage (0.5%) triggered a transition from
chicken-wire to flower upon switching the STM polarity from
negative to positive, while only as much as 10% additive can cause
the transition to the zigzag pattern. Such quantitative tests also
correlate well with our qualitative conclusion: PC is the best
‘‘catalyzer’’ in the present study. The smaller activation energy
barrier and the endothermicity of polar solvents and their electric-
field dependence obtained from DFT simulations together with
the dielectric constant and polarity determine the electric-field-
induced phase transitions. Overall, the study presents a combined
STM and simulations viewpoint on effective tailoring of supra-
molecular phase transitions via STM in a controlled environment.
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