ROYAL SOCIETY

OF CHEMISTRY

Soft Matter

View Article Online

View Journal | View Issue

The intimate relationship between the dielectric
response and the decay of intermolecular
correlations and surface forces in electrolytesy

’ '.) Check for updates ‘

Cite this: Soft Matter, 2019,
15, 5866

Roland Kjellander

A general, exact theory for the decay of interactions between any particles immersed in electrolytes,
including surface forces between macroscopic bodies, is derived in a self-contained, physically trans-
parent manner. It is valid for electrolytes at any density, including ionic gases, molten salts, ionic liquids,
and electrolyte solutions with molecular solvent at any concentration. The ions, the solvent and any
other particles in the system can have any sizes, any shapes and arbitrary internal charge distributions.
The spatial propagation of the interactions in electrolytes has several decay modes with different decay
lengths that are given by the solutions, «,, v = 1, 2,..., to a general equation for the screening parameter «;
an equation that describes the dielectric response. There can exist simultaneous decay modes with plain
exponential decay and modes with damped oscillatory exponential decay, as observed experimentally and
theoretically. In the limit of zero ionic density, the decay length 1/k, of the mode with the longest range
approaches the Debye length 1/kp. The coupling between fluctuations in number density and charge density,
described by the density—charge correlation function Hyg(r), makes all decay modes of pair correlations and

Received 8th April 2019, interaction free energies identical to those of the screened electrostatic potential, and hence they have the

Accepted 4th June 2019 same values for the screening parameters. The density—density and charge—charge correlation functions,
Hnn() and Hgglr), also have these decay modes. For the exceptional case of charge-inversion invariant

systems, Hnalr) is identically zero for symmetry reasons and Hyn(r) and Hqglr) have, instead, decay modes
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1 Introduction

Electrolytes are prevalent in various systems of great importance
in physics, chemistry, biosciences, surface and colloid sciences
and many applied fields, including industrial applications. Such
systems have been studied theoretically and experimentally for a
very long time, but recently some unexpected experimental obser-
vations have been made, in particular the existence of long-range
interactions in systems with high ion densities like ionic liquids
and concentrated electrolyte solutions. These observations have
renewed the interest in the basics of interactions in electrolytes.
Oscillatory pair distribution functions and, consequently,
oscillatory free energy of intermolecular interaction (potential of
mean force) are well-established features of dense electrolytes like
molten salts. The recent discovery” of monotonic, exponentially
decaying long-range forces with decay lengths of 4-11 nm in ionic
liquids was therefore quite surprising, not least because traditional
theories of electrolytes give screening lengths that are orders of
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magnitude shorter under the conditions in question. Such forces
with long decay lengths have been observed for various systems
with high ionic densities, like ionic liquids and concentrated
electrolyte solutions.®** Simultaneously, there are often oscillatory
contributions with shorter decay lengths simultaneously present
in the force curves for such systems.

These observations are conceptually important because
exponentially decaying forces between surfaces in electrolyte
solutions have often been taken as an experimental verification
of the correctness of the Poisson-Boltzmann (PB) approximation
for surface interactions, which predicts such forces for large
distances. The PB expressions that are commonly used contain
adjustable parameters like surface charge density, surface
potential etc. that can be fitted to the experimental data.
However, any reasonable theory gives exponentially decaying
forces in electrolytes at least for low ionic densities and exact
analysis of statistical mechanics of fluids says that the forces
must be exponential under such conditions - apart from contri-
butions due to dispersion interactions that have power law decay
and therefore ultimately must dominate the forces for sufficiently
large distances. Therefore the mere existence of an exponential
decay says nothing about the validity of the PB approximation.

This journal is © The Royal Society of Chemistry 2019
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In this connection we should note that an exponential decay of
the interactions in planar geometry, i.e., proportional to e ™,
where / is the distance and x is the screening parameter,
translates for spherical geometry into a Yukawa function decay,
e ™/r, where r is the radial distance. Furthermore, it is a
statistical mechanical fact that the exponential decay of surface
forces for large separations has the same parameter x as the
pair correlations in the bulk fluid in equilibrium with the fluid
in the slit between the surfaces. The same applies for exponen-
tially damped oscillatory forces.

Another test of whether the PB approximation is applicable
or not is the magnitude of the decay length, which in this
approximation is given by the Debye length 1/kp where the
Debye screening parameter kp is defined for electrolyte
solutions from

_ b

= Z q/zn;’ (ions in dielectric continuum), (1)
&réo '

J

K D2

where f8 = (kgT) ", kg is Boltzmann’s constant, T is the absolute
temperature, ¢, is the dielectric constant of the pure solvent
modeled as a dielectric continuum (this is assumed in the
primitive model of electrolyte solutions), ¢, is the permittivity of
vacuum, ¢; is the charge of an ion of species j, and n}’ is the
number density in the bulk phase (superscript b stands for
“bulk”). In the PB approximation one entirely neglects ion-ion
correlations in the electrolyte adjacent to the object one con-
siders. These ions are treated as point charges that do not
correlate with each other. This applies also when the object one
considers is an ion of the electrolyte itself (this is done when
one deals with pair correlations in electrolytes), which means
that this ion is treated in a different manner than the other ions
of the same species. In a correct theory all ions should be
treated on the same basis.

The PB approximation is quite accurate for low ionic densities.
The actual decay length for the electrolyte approaches 1/kp, when
the ion density goes to zero and the importance of the ion-ion
correlations decreases. A pertinent question is how low the ion
density must be for the correlations to be unimportant. In fact,
long-range electrostatic ion-ion correlations can give substantial
deviation from the Debye length also for low ion densities
provided the electrostatic coupling is sufficiently strong, for
instance for multivalent ions in dilute aqueous solution as we
will see later.

Furthermore, in contrast to the PB prediction of monotonic
exponential decay with a single decay length, there appear in
general more than one decay length and/or exponentially
damped oscillatory decay. This can be illustrated by a simple
approximation'™'? that is valid for simple ionic fluids with
rather low electrostatic coupling, for example ionic fluids at
very high temperatures or electrolyte solutions in the primitive
model at high ¢, for the dielectric continuum solvent; typical
examples are monovalent ions in aqueous solution at room
temperature and such ions in vacuum at T = 23400 K (these
systems have the same value of ¢,7). For a symmetric electrolyte
with ionic diameter d this approximation gives the following
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Fig. 1 A plot of the screening parameters divided by the Debye parameter
kp foral:1aqueous electrolyte solution at room temperature as functions
of kpd, which is proportional to the square root of the electrolyte
concentration. The decay length is smaller than the Debye length when
k/kp > 1. The full curves show the screening parameter « that gives the
leading decay length 1/x for low concentrations. The other curves show
the screening parameters for other decay modes of the system (see text).
The thick curves are the results of the simple approximation in egn (2),
while the thin curves are from HNC calculations'®~2° that are very accurate
for this system. The open symbols show Monte Carlo data®® for the same
system. The filled symbols show the cross-over point between monotonic
exponential and exponentially damped oscillatory decays, i.e., real and
complex screening parameters, respectively, as calculated in the HNC
approximation and from eqn (2).

expression for the screening parameter x

KZ eml

K_D2:1+Kaf7

(2)

which can be derived in a simple manner by making a very
small extension of the linearized PB (LPB) approximation,
whereby one requires that all ions in the systems should be
treated on the same basis.f This expression can be written as

( K )2_ e(IC/ICD)KDd
kp/) 14 (x/kp)kpd’

so it is an equation for x/kp as a function of kpd. In the limit
kpd — 0 this equation has a solution with the property x/kp — 1,
but there is also another solution that we will denote as «'/kp.
These solutions are shown by the curves marked by x and x’ in
Fig. 1 and we see that when xpd is increased, the two solutions
approach each other and at kpd = 1.35 they merge (one can show

(3)

+ As shown in Section 3.2.4, for a binary symmetric electrolyte with ions of equal
diameters we have the exact relationship x?/icp* = ¢°%/g [eqn (101)], where ¢*%is an
effective ionic charge and g = ¢, = —g_. Using the LPB approximation as a guide
for an approximative value of ¢ for all ions (i.e., not only for the ion at the
origin), we set ¢°™ = ge"¥/(1 + d) and obtain eqn (2); for details see Section 3.2.4.
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that xd = 1++/3 =2.73 at this point), which for monovalent
ions corresponds to a molar concentration of (4.10/d)* when d is
measured in A. For kpd > 1.35, the solutions are complex-valued;
the two solutions are then complex conjugates to each other:
K = kg + ik and k' = ki — ikg, where i is the imaginary unit. The
appearance of the complex solutions, marked by a filled symbol in
the figure, means that there is a cross-over from a plain exponen-
tial decay to an oscillatory exponential one, that is, proportional to
e cos(ks/ + y) in planar geometry and e ™ cos(ksr + y)/r
in spherical geometry, where 7y is a phase shift. This behavior is
well-known and is called a Kirkwood cross-over,”> named after
John G. Kirkwood who already in the 1930s showed'*™ the
existence of such a change to oscillatory behavior for electrolytes.
Since then, several expressions for x with the same behavior have
been obtained, for example in the Mean Spherical Approximation
(MsSA), the Linearized Modified PB (LMPB) approximation by
Outhwaite'®!” and the generalized MSA."® This behavior has also
been verified many times in the past in numerical calculations,
including simulations.

The simple expression in eqn (2) is surprisingly accurate,
considering its humble origin; in the figure its predictions are
compared with the results from Monte Carlo (MC) simulations'®
and Hypernetted Chain (HNC) calculations'®2° and it is seen that
the agreement is nearly quantitative. For the oscillatory decay,
the decay length 1/ky increases quite rapidly with electrolyte
concentration after the cross-over point. The wavelength 2m/k5
immediately after the cross-over is very long (k5 = 0 at the cross-
over point), much longer than the decay length, so in practice the
oscillations would not be observable. However, the wavelength
decreases very rapidly with increased concentration and is quite
soon comparable to the decay length. Therefore, for the forces
between particles or between surfaces at increasing separations,
some oscillations should be seen before their magnitude is
too small.

The important points here are that there exist more than one
decay mode, one with decay length 1/ and one with 1/x’ and,
furthermore, that the decay modes predicted by the equation
for k can be oscillatory. The objective of the simple expression
(2) is to give a simple illustration of these facts. In the general
case, other decay modes are also simultaneously present in
electrolytes. These matters constitute the main theme of the
current work. We will see how the decay modes can be treated
in formally exact theory that is valid for much more complex
systems. Such modes have a major role for the interactions in
electrolytes for all conditions from low to high ionic densities
and all temperatures (provided that the system remains fluid).

The approximation behind eqn (2) is not sufficient for
higher electrostatic coupling than that of the example in the
figure, i.e., lower temperatures, lower ¢, and/higher ionic valen-
cies. For divalent ions in aqueous solution at room tempera-
ture, results from HNC calculations and MC simulations*®2°
show that the decay length at low ion densities is appreciably
longer than the Debye length. In a plot as that in Fig. 1, the
curve for x/kp then lies below the value 1 for small kpd; for
example, for divalent ions with diameter d = 4.6 A, k/xp reaches
a minimal value ~0.84 before it increases to values above 1,
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whereafter the qualitative behavior is similar to that for the
monovalent case. In fact, the results from the HNC approxi-
mation show that «/«kp, lies below the value 1 for very small xpd
also for the monovalent ions,'>?° but this is not visible for
monovalent electrolytes on the scale in Fig. 1.

It is quite significant that deviations in decay length from
the Debye length occur not only for dense electrolytes. This is a
fundamental property of electrolytes because in the limit of low
ionic density, the ratio x/kp for a z:z electrolyte (z is the
valency) satisfies the exact limiting law**?*

2 4 42
<L> ~1 +w when A4 — 0, (4)
KD 6

where A = kp/y is the coupling parameter, / = fg.>/(4mee,) is
the Bjerrum length, and g. is the elementary (protonic) charge.
The expression for /g used here is appropriate for the primitive
model, otherwise ¢, = 1 both in / and in eqn (1). The deviation
of k/kp from the value 1, as described by this law, is caused
entirely by the long-range electrostatic correlations of the ions
and is independent of other characteristics of the ions than
their charges.§ Note that In A is negative for small A, so formula
(4) shows that the decay length is larger than the Debye length for
low electrolyte concentrations in agreement with the numerical
theoretical results mentioned above.

This law was recently verified experimentally by Smith et al.>*
for dilute 2:2 and 3:3 electrolytes in aqueous solution. Large
negative deviations of x/kp from the value 1 were observed for
electrolyte concentrations in the interval 0.1-10 mM and the
agreement with eqn (4) was nearly quantitative for a large part
of this interval. For aqueous 1:1 electrolytes, however, the devia-
tion from the value 1 was very small.

The effect described by eqn (4) is not included in the approxi-
mation given in eqn (2) or in any other linear theory like MSA and
LMPB, so k/kp > 1 for small xpd in these approximations.
However, if one includes nonlinear terms,"* one obtains agree-
ment with eqn (4) in the limit of small A. Since the HNC
approximation is nonlinear, it is in agreement with eqn (4). The
difference between x/kp, from eqn (2) and from the HNC approxi-
mation for small xpd is very small for the monovalent electrolyte
in Fig. 1. Due to the factor of z* in eqn (4) the deviation from the
Debye length increases rapidly with ionic valency for systems
at low ion densities. For systems with much lower ¢, and/or
lower temperatures, the deviation will be substantial also for
monovalent ions.

§ The general limiting law at high dilution for the decay parameter x of the
leading decay mode is from ref. 21
2
POEA

23,72
;’"/ AnA|5

+
Z_ —7/2’1/ 6 > 5/2’7/
j j

Aln3

LA
KD - 4

where z; = gj/q. is the valency of species j and #; is the stoichiometric coefficient.
The term proportional to A, which was originally derived in ref. 22, vanishes for

+0(4?),

symmetric binary electrolytes. Both terms originate solely from the long-range,
purely electrostatic correlations, while contributions that depend on other
properties of the ions (like their sizes) affect the higher order terms, that here
are included in (¢(4%) where A is proportional to the total ion density.

This journal is © The Royal Society of Chemistry 2019
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Other very relevant illustrations of the subject that is studied
formally in the current work can be taken from the computer
simulation work by Keblinski et al.,>* where they investigate
Nacl for a large variety of conditions from thin gases to molten
salt for various temperatures. They used an empirical, realistic
model for the pair interaction potential for NaCl that has been
shown to reproduce quite well the thermodynamic, structural
and other properties of molten NaCl.

Keblinski and coworkers calculated the charge-charge and
density-density correlation functions, Hqq(r) and Hyn(r)
respectively,q and determined the decay lengths, wavelengths
and other characteristics of the dominant contributions to
these functions for various conditions. They found that the
leading term of the asymptotic decay for large r of the correla-
tion functions can dominate also for shorter distances - in
some cases down to a distance of one or two particle diameters.
Their Fig. 1 in ref. 12 shows that in molten NaCl at 1000 K, the
leading asymptotic term in Hqq(r), which decays like e ™"
cos(kgr + y)/r, is practically indistinguishable from Hqq(r) down
to r ~ 2d, where d is the average ion diameter. Furthermore,
it gives a very good description of Hqq(r) down to r = d. This
means that an asymptotic analysis of the correlation function
gives important information not only for very large r, but also
for a quite wide range of shorter distances. It can in many cases
be sufficient to include a couple of leading decay modes in
the asymptotic analysis. Such a dominance of the leading
asymptotic terms has also been found in earlier studies of
other electrolyte systems.'®?%?

The simulations by Keblinski and coworkers also included a
study of the Kirkwood cross-over and they showed explicitly the
presence of two exponentially decaying modes in in Hqq(r) with
decay lengths 1/x and 1/x’ (in our notation) for densities lower
than the cross-over point and the leading oscillatory mode after
the cross-over (see Fig. 5 in ref. 24). Furthermore, they showed
the existence of two simultaneous decay modes of different
types in the pair distribution function g;(r), an oscillatory mode
decaying as e " cos(ksr + 7)/r and a monotonic one decaying
ase " "/r. The decay lengths 1/ky and 1/k” vary with ion density
so that for some densities 1/ky is smaller than 1/x” and for
other densities the reverse is true (see Fig. 7 in ref. 24, where
1/k5 is denoted by Aq and 1/k” is denoted by Ag). The density
where the decay lengths are equal is a so-called Fisher-Widom
cross-over point,'> where changes in the decay lengths of gy(r)
make an oscillatory term to become leading for large distances
instead of a monotonic term or vice versa. For NaCl at T'= 3000 K,
which is close to the critical temperature, this cross-over occurs at
the density n = n® + n® ~ 0.1d~ 3. The monotonic term has the
largest decay length for nfy < 0.1d >, which is due to the
proximity of criticality where the density-density correlations have
a long range, and the oscillatory term has the largest decay length
above this density.

€ In the work by Keblinski et al. they use the notation Q(r) and G(r), where Q(r) is
proportional to Hoo(r) and the function G(r) — 4nf, is proportional to Hyx(r)
[nb is the total ion density]. The definitions of Hoo(r) and Hyn(r) can be found in
Appendix B.

This journal is © The Royal Society of Chemistry 2019
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In their analysis of the simulation data, Keblinski and
coworkers extracted the decay length for the oscillatory decay
mode from Hgo(r) and that for the monotonic mode from
Hyn(7). Therefore they denoted the former as the ‘“screening
length” iq and the latter as the “‘density-density correlation
length” Ag. A very important point to be made here is that there
are terms in both correlation functions with these decay
lengths, i.e., there is an oscillatory term in both Hqq(r) and
Hyn(r) with decay length Aq and likewise a monotonic term in
both functions with decay length Ag. The magnitude of the
prefactor for the term with decay length Aq in Hyn(7) is,
however, small for the NaCl system and likewise the term with
decay length Ay is small in Hqq(r), so these contributions are
rather insignificant numerically. As we will see, this is due to
the fact that g..(r) ~ g__(r) in this system. For other systems
the magnitudes of these kinds of terms in Hqq(r) and Hyn(r) do
not differ that much in general. In some cases they can have
similar magnitudes.

In general, the leading terms of Hqo(r) and Hyy(r) for large
r have the same decay length. This has been shown for binary
electrolytes with spherical ions of different sizes or different
valencies in ref. 13, 25 and 26. We will show in the current work
that this applies to all decay modes in electrolytes of almost any
kind, so the decay lengths are therefore both screening lengths
and density-density correlation lengths - in this work they are
simply called “screening lengths” and the x parameters are
called “screening parameters.”

As we will see, there exist a few exceptions, for example
model systems where the anions and cations are identical apart
from the sign of their charges. The restricted primitive model
(RPM) is such a model because all ions are charged hard
spheres of equal diameter and have the same absolute valency.
Then g..(r) =g__(r) and, as a consequence of this symmetry, the
density-charge correlation function Hyq(r) is identically equal
to zero and Hqoqo(r) and Hyn(r) have different decay lengths.
It is quite astounding that the most common model for
electrolytes is an exception as regards its screening behavior!
However, as we saw from the case of NaCl where g..(r) = g__(7),
terms in Hqq(r) and Hyn(7) with the same decay length have
very different magnitudes and one dominates over the other,
which means that results from models with g..(r) = g__(r) may
be quite reasonable as an approximation. These matters will
be investigated for the general case in the current work and we
will see that the class of systems that constitute this kind of
exception consists of systems that are invariant when one
reverses the sign of all charges in the system (including those
in polar molecules). They will be called “charge-inversion
invariant systems.”

The normal, realistic cases are, of course, systems that do not
have such an invariance. Anions and cations virtually always differ
by much more than the sign of their charges and, in addition, the
positive and negative parts of the solvent molecules (if present)
normally differ a lot apart from the sign of the charge. Thus Hqq(7)
and Hyn(r) normally have contributions with exactly the same set
of decay lengths as the electrostatic potential and so do g; and the
free energy of interaction. It may appear puzzling that Hoo(r) and

Soft Matter, 2019, 15, 5866-5895 | 5869
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Hyn(r) have the same decay length also in cases where long-range
density fluctuations arise upon approach to a critical point.
Since both functions have equal range, Hy(r) is also an equally
long-range function but we will see that the ratio Hoo(r)/Hnn(r)
for large r decreases quickly with increasing decay length,
so the influence of Hqq(r) vanishes when the decay length
diverges. We must, however, emphasize that the present
analysis does not cover critical phenomena, so critical points
are not included.

As mentioned earlier, simultaneous decay modes with long-
range monotonic and shorter-range oscillatory exponential
decays have been observed in ionic liquids and concentrated
electrolyte solutions. The presence of oscillatory, exponentially
damped contributions to the correlation functions reflect in
many cases the granularity of the system at the molecular level.
The wavelength can have about the same magnitude as the
average molecular size or, for ionic systems, a combination of
the anion and cation diameters. This is, however, not always
the case, for example when the particle sizes are very different
or when the electrostatic correlations dominate.

It is important to note that oscillatory surface forces that
extend several oscillations, like those observed in electrolyte
solutions and ionic liquids, have decay lengths and wavelengths
that are the same as those in the bulk fluid in equilibrium with
the fluid between the surfaces. It is common to think of such
oscillations as being specifically caused by a layered structure
close to the surfaces, but the corresponding structuring is present
also for the pair distributions in the bulk. A specific structure may
be induced by the surfaces that causes a few oscillations in the
surface force for very short surface separations, but in order for
the oscillations to continue when the separation is increased, they
must be supported by a decay mode of the bulk phase. As we have
seen, the leading modes of the decay of the correlation functions
often dominate not only for very large distances, but also for
surprisingly short ones. This applies also for surface forces.
Therefore, the bulk properties of electrolytes that are analyzed
in the current work have great significance also for surface forces.

Oscillatory contributions are expected for most dense liquid
systems, including dilute electrolyte solutions with molecular
solvent. The oscillations are then dominated by the structure
of the solvent. This has been observed experimentally by
Smith et al.’ in surface force experiments for mixtures of an
ionic liquid and a polar solvent. Simultaneously, there was a
monotonic long-range decay mode. Their findings regarding
the oscillatory contributions (but not the long-range monotonic
one) have been illustrated theoretically in calculations by
Coupette et al>’® for a semi-primitive model of electrolyte
solutions, where the monovalent ions and the solvent are hard
spheres. They studied systems with equally-sized ions,”” where
the model is a charge-inversion invariant system, and systems
with unequally-sized ions.?® Several decay modes were found
and analyzed. For the case of equally-sized ions, the charge-
charge and the density-density correlations have different
decay lengths and different wavelengths, while for unequally-
sized ions all correlation functions have common lengths.
The wavelengths and the decay lengths were determined by
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the bulk phase, as always when the oscillations are maintained
for increased surface separation. These observations are in
agreement with the findings in the current work and in
ref. 29 and 31. The presence of multiple decay modes and the
behavior of the decay lengths for this system are also in line
with previous studies of the primitive model (without discrete
solvent) in ref. 13, 18-20 and 25.

The oscillatory contributions due to solvent molecules must
be present also for dilute aqueous solutions of simple salts and,
as argued in ref. 29, such oscillatory forces determined by the
bulk phase have been observed in both surface force experiments
and in theoretical investigations of bulk systems with discrete
water molecules; the oscillatory surface forces are therefore not
caused by ‘“hydration forces” specifically associated with the
surfaces. Thus, for dilute electrolyte solutions in general, there
are simultaneous decay modes with long-range monotonic
decay (i.e., the traditional decay mode with k ~ kp) and a
shorter-range oscillatory exponential decay mode with a
complex-valued screening parameter - the latter mode due
primarily to the structure of the solvent. Most importantly,
both of these decay modes are present in the correlation
functions, the mean electrostatic potential and the interaction
free energy.

The fact that the coupling between fluctuations in number
density and fluctuations in charge density leads to equal decay
lengths for the screened electrostatic potential, and all correla-
tion functions, including Hyn(7), are analyzed thoroughly in the
present work. We will prove that all decay modes in electrolytes,
both the monotonic and the oscillatory exponential ones,
originate in the general case from the same fundamental equation,
which describes the relevant dielectric response of the system
and involves the static dielectric function &(k), where k is the
wave number. This equation, which constitutes the general
exact equation for the screening parameter x, can be written
in several equivalent manners. Perhaps the most appealing
manner is the following expression®*?' that is similar to eqn (1)
for the Debye parameter

B> npqigit
T e ()

K2

(5)

where ¢;* is a renormalized charge (called the dressed particle
charge) for particles of species i and &*(x) is called the
dielectric factor, which is obtained from &(k) in a manner
described later. Since the unknown variable x appears on both
sides in the expression, it is an equation for k. The different
solutions «,, v = 1, 2,..., to this equation comprise the set of
screening parameters for the various decay modes. There exist
in general both real and complex-valued solutions to the
equation, which give rise to the monotonic and the oscillatory
modes, respectively. An equivalent manner to write eqn (5) is,
as we will see, &(ix) = 0, which explicitly involves the static
dielectric function. The physical meaning of the appearance of
the imaginary unit i in & = ik is that the dielectric response is
evaluated for an exponentially decaying field rather than a
sinusoidal one (the latter corresponds to real k).

This journal is © The Royal Society of Chemistry 2019
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The exact theory presented in the present paper is very
general and is valid for electrolytes from low to high ion
densities: from thin gases to dense liquids and from dilute to
concentrated electrolyte solutions with molecular solvent. The
ions, the solvent and any other particles can have any sizes,
arbitrary shapes, any internal charge distributions and can
interact with any reasonable nonelectrostatic pair interactions.
For simplicity, the particles are, however, assumed to be rigid
and unpolarizable. The theory is a generalization of the Dressed
Ion Theory (DIT)*"***?> and the Dressed Molecule Theory
(DMT)**7> and it extends previous related work on the inter-
actions in electrolytes.>*" The basis of the theory is derived in
the present paper in a new self-contained manner, which allows
it to be done in a physically intuitive, yet correct way without
use of advanced statistical mechanics. This derivation should
allow a much broader readership than otherwise would be
possible. It also allows a gradual introduction of the principally
new results of the present work in an equally transparent
manner. Although this theory treats quite complex phenomena
and therefore is intrinsically complicated, the introduction of
the concept of dressed particles, which is a key element, allows
the general exact features of electrolytes to be cast in a form
that is much simpler than otherwise is possible.

The contents of the paper are as follows. Section 2 contains a
treatment of the linear polarization response of electrolytes due
to the effect of weak external electrostatic fields. This is done
in a special manner which focuses on the free energy of
interaction for each constituent particle in the fluid and is
formulated such that it is suitable as a basis for the general
treatment of interparticle interactions in electrolytes. The
nonlocal nature of electrostatic interactions in electrolytes is
thereby demonstrated in a straightforward manner and is
contrasted to the treatment of electrolytes in the PB approxi-
mation. The relationship to the static dielectric function &(k) is
given. In Section 3, the concept of a dressed particle is defined
from an elementary analysis of the polarization response of
electrolytes. The charge density of a dressed particle of species
iis denoted by p/* and it is an entity that is involved in all major
aspects of screened interactions in electrolytes. The screened
Coulomb potential @cou*(r), which describes the spatial pro-
pagation of electrostatic interactions in electrolytes, is defined
for the general case and can be expressed in terms of £(k) in a
simple manner. It is shown that one can use ¢¢ou*() and p;* in
Coulomb’s law to calculate the mean electrostatic potential ;
due to the particle. The general exact eqn (5) for the screening
parameters k, of the decay modes of ¢cou*(7) is derived. The
potential ; has the same set of decay modes as ¢cou*(r) and
the different magnitudes of the modes of ; are determined
by projections of p;* on each mode. The projections can be
interpreted in terms of ‘“effective” charges, as we will see.
Section 4 deals with the pair distribution function gj; and the
free energy of interaction w; between particles in electrolytes,
i.e., the pair potential of mean force. The distribution functions
g;* of the dresses of the particles are also obtained. It is shown
that all decay modes of w;; and g;; are, in general, the same as
those of ¢cou*(7) and are hence determined by the dielectric
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response of the electrolyte. This is caused by the coupling
between charge density and number density fluctuations and
implies that Hoq(r), Han(r) and Hyq(r) also have the same set of
decay modes. The exception is charge-inversion invariant systems
where the modes of Hyn(r) differ from those of Hqgg(r) and of
¢dcour*(r) since charge and density fluctuations in this case are
independent of each other for symmetry reasons. Such invariant
systems are investigated in some detail. Finally, the decays of
Hqolr), Hun(r) and Hyg(r) for large r are investigated for the
general case. Section 5 contains a summary of the conclusions
of this work and also some perspectives on the use of the results
in experimental and theoretical investigations.

2 Polarization response and nonlocal
electrostatics in electrolytes
2.1 Polarization and external electrostatic potential

Consider an inhomogeneous electrolyte that is exposed to an
external electrostatic potential ¥**(r) from a source outside the
system. The source may be a macroscopic body in contact with
the electrolyte or a particle of any size and shape immersed in
the electrolyte. The body or particle that is external to the
system contains an arbitrary internal charge distribution that
gives rise to ¥, Let us change the external potential somewhat
by changing this charge distribution, so the system is instead
exposed to the external potential Y*(r) + §%*(r) where 3¥(r’)
is assumed to be small everywhere in the electrolyte. Initially the
charge distribution of the inhomogeneous fluid phase is p(r'),
which can be obtained from the density distribution of con-
stituent particles of the electrolyte. For the case of spherically
symmetric ions with a point charge at the center, we have
p(r') =>" gini(r'), where nr') is the number density distribu-
1

tion of ion species i (the corresponding formula for nonsphe-
rical ions and other particles will be given later). The change
3P in external potential makes the charge distribution
become p(r') + 8p(r'), where dp(r') = 3 ¢;0n;(r') and dn; is the

variation in number density induced by the change in ¥**. For
reasons that soon will be apparent, this variation of p will be
called a polarization charge density induced by 8%, so we
have 8pP°! = §p.

The total electrostatic potential in the system is equal to ¥(r)
given by

W(r) = P(r) + jdr’p(rwcmur ),

where ¢coul(r) = 1/(4meor) is the (unit) Coulomb potential and
the integral is taken over the whole space (this is the conven-
tion throughout the paper for integrals without limits). The
variation in ¥ due to the influence of §%*" is hence given by

8¥(r) = 8¥™(r) + 5¥P°!(r). (6)

where

5Pl (r) = [dr'swol(r’)qsm(\r ). )

Soft Matter, 2019, 15, 5866-5895 | 5871


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9sm00712a

Open Access Article. Published on 10 June 2019. Downloaded on 10/16/2025 12:44:09 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Soft Matter
is the potential from the polarization charge density 5pP°!
induced by 5.

The density distribution n{r’) can be expressed in terms
of the potential of mean force W,(r') as the Boltzmann
relationship

nr') = nje "M, (8)

where n? is the density of ions of species 7 in the bulk phase that
is in equilibrium with the inhomogeneous phase. W; is set to
zero in the bulk phase. When n; is changed by 6n; and W; is
changed by 8W; it follows from eqn (8) that dm(r) = n?

e P —Bsw(r)], so we have
sni(r') = — P )SWir) ©)

which will be of use later. In the Poisson-Boltzmann (PB)
approximation Wi(r') = ¢,(r’), while in reality there are also
contributions to W; that depend on ion-ion correlations, which
are entirely neglected in the PB approximation.

For the special case of a bulk electrolyte, which is the main
subject in this work, the density of species i is equal to n? and
we have p(r) = 0. Then, the electrostatic potential ¥ is constant
and we set it equal to zero by convention. Likewise we initially
have Y = 0. Let us expose the system to an external electro-
static potential 5*(r) that is small everywhere in the electrolyte.
This potential polarizes the bulk electrolyte and gives rise to a
polarization charge density 5pP°' and hence to nonzero §%P°' and
dY given by eqn (6) and (7). Henceforth, when we consider the
polarization of a bulk electrolyte, all functions with a d, like §pP°,
3PP 5% and 8™, denote entities that are weak everywhere in
the electrolyte; in principle they are infinitesimally small.

For a bulk fluid eqn (9) becomes

Sn(r') = —pnSwir')

and the polarization charge density §pP°!(r')

(10)

=3 ¢dn;(r') can
be determined when we know dW;. Thereby, a central question
is: how can 8W; be determined from ¥ or, in other words,
what is the free energy of interaction W(r’) of an i-ion at r/
when it interacts with the weak electrostatic potential 5%
As we will show below

6W,‘(l‘1) = q[S[IICXt(l‘l) + Jdrzpi(r12)8‘llm(r2), (11)
where p,(r,) is the charge density that surrounds an i-ion in the
bulk phase, ie., the charge density of the surrounding ion
cloud which is given by

r12 qun glj 712 qu

where the sum is taken over all species, A;; = g;; — 1 is the total
pair—correlation function and we have used the fact that

ij V12 (12)

Z q]n = 0, which follows from charge electroneutrality of the

bulk phase. Eqn (11) says that the potential of mean force dW; is
given by the interactions of §¥** with the i-ion itself, that is,
with the charge g; at the center of the ion [the first term on the
right-hand side (rhs)], and with the ion cloud with density p,
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[the integral], whereby the latter interaction affects the i-ion
via the ion-ion correlations. Eqn (11) is an exact result, so it is
precisely in this manner that ion-ion correlations enter into
SdW,. For reasons that will be apparent in the following sections,
we will, however, need to express the effects of such correla-
tions in a more useful manner later.

To show eqn (11) we will make use of an exact relationship
in statistical mechanics for fluids called Yvon’s first equation.
It says that for a bulk fluid mixture that we expose to a weak
external potential &v;(r,) acting on the various species j, we have

Sni(ry) = —pn® {Svi(rl) + Z Jdrzn}’h,‘j(rlz)ﬁvj(rz)} . (13)

for spherical particles. For nonspherical particles a similar
equation applies that we will consider later (see Appendix A).
In our case of a weak external electrostatic potential §¥** we
have 8v;(r,) = g8 ¥ (r,), which means that

mi(ry) = — pny

g (n) + > Jdr2”7hi/("lz)¢1/55”e’“(rz)]
7

— Bnf [qi8P (x1) + pi(r12) 3P (r2)]
(14)
b

where we have used the definition (12) of p;. Since dén{r’) = —fn;
dW,(r') [eqn (10)] we can identify dW; as the square bracket,
which is equal to the rhs of eqn (11). Thereby the latter
equation is demonstrated.

We can write the central charge g; of the ion as a charge
density g;0®)(r), where ®)(r) is the three-dimensional Dirac
delta function. By introducing p'°'(r) = ¢:0®)(r) + p{(r), which is
the total charge density of the ion itself and the surrounding
ion cloud, we can write eqn (14) as

on;(ry) = —Pn; Jdrzpt"‘(ng)&‘{’e’“(rz) (15)
and eqn (11) can be expressed as
SW,-(rl) = Jdl‘zpwt(l |2)6'Pem(r2). (16)

This simple, exact relationship accordingly gives the free energy
of interaction OW; of the ion with the weak electrostatic
potential 5%

From eqn (15) it follows that the polarization charge density
for a bulk electrolyte exposed to the weak electrostatic potential
P is given by

3pP! (r 2%511 )= —ﬁzf]z Jdl‘zﬂml (r12)8% (r2).
We can write this as
6/Jp01(l'1) = jdrzx”(rlz)é‘l’c’“(rz), (17)

where

P(rin) = —ﬁqunbpfm ). (18)

This journal is © The Royal Society of Chemistry 2019
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The function y”(r;,) links the polarization charge density at one
point, 1y, to the external electrostatic potential at another point,
r,. It is the polarization response function (a static, linear
response function) that gives the contribution to 8pP° at r,
from the influence of the external electrostatic potential at r,.
The response function is a property of the unperturbed bulk
fluid. By inserting the definitions of p{°* and p; into eqn (18) it
follows that

1”12 = Z%z °5) V12 +Zqz‘bn

We can express this as 3”(r12) = —Bqe"Hqolr12), where g. is the
elementary (protonic) charge and Hqq is the charge-charge
correlation function. The latter gives the correlation between
fluctuations in charge densities at r; and r, irrespectively of
which species the charges belong to and is for spherical ions
equal to the square bracket divided by g.”. Its Fourier transform
is equal to the charge-charge structure factor. These results for
%" and Hqq are well-known, but we have derived them here in a
manner that is suitable for further development of the exact
theory for electrolytes done later in this work.

Let us now turn to electrolytes consisting of nonspherical
ions and other particles, for example solvent molecules. We will
for simplicity solely treat the case of rigid, unpolarizable
particles, but for each species i, the particle size, shape and
internal charge density ¢; are arbitrary. For a particle with
center of mass at r; and orientation wj;, the internal charge
density at point r, is given by o {r;|r3,w;). We use a normalized
orientation variable o so that [dw =1 where the integral is
taken over all orientations.| The charge of the particle is

= [dryo;(r1|r3, 3), which is independent of r; and w;. Note
that ;(r|r;,0;) for a given w; is a function of only r3; =1, — 13,
where the vector r;; starts at the center of the particle.
To simplify the notation we will henceforth write (r,,,) = R,
whereby we have o(r;|r;3,w3) = 0/(r;|R;), which is the charge
density at r, for a particle with coordinates R;.

The pair interaction potential is u; = ug-l + uy®, which is
the sum of the electrostatic (el) and nonelectrostatic (ne)
interaction. The former is given by Coulomb’s law as

hlj (r2) |-

(R Re) = [dradrao( R ) deou(raos(rsfRe) - (19)
and the latter is assumed to have a short range** (unless
something else is stated explicitly) and to be strongly repulsive
for small separations, but it is otherwise completely arbitrary.

The number density of particles with center of mass at r;
and orientation w; is equal to n,(r;,w;) = n(R;) and we have

0
|| We can, for example, take ® = (% % 2i> where (¢,0,1) are the Euler angles
, . ¢ cosO\ . , .
of the particle or, for a linear molecule, w = o since 7 is redundant in

the latter case.

** The formalism has a general validity, but in the presence of nonelectrostatic
interactions that decay like a power law (like dispersion interactions) there are
terms that are not explicitly included in the asymptotic expressions for large
distances obtained in this work; see the comments at the end of Section 4.1.
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n{Rs) = nPe P¥®) The charge density of the system is
plr) =Y JdR3n,«(R3)a,-(r1\R3),
i

where dR; = dr;dw; and the integral is taken over the whole
space and over all orientations. When a variation in external
potential gives rise to a change dn; in density, the resulting
change in charge density is

appol(rl) — Z Jngéﬂf(RB)Gf(rl |R3)7

i

(20)

which is also applicable for the polarization charge density
induced by the weak external potential %" in a bulk phase
with densities n}’ for the various species j.

As shown in Appendix A, the equation that corresponds to
eqn (15) for a bulk fluid of nonspherical particles exposed to a
weak external electrostatic potential ¥ is

on;(Ry) = —pnd Udrzp“"(rﬂRl)S‘Pe’“(rg) , (21)

where

pi(2|Rq) = 012 |Rq) + {1t |Ry) (22)

is the total charge density at r, around a particle with coordi-
nates R; (ie., it is located at r; and has orientation w,). This
density consists of the internal charge density o; of the particle
itself and the charge density p; of the surrounding cloud of
ions, solvent molecules and other particles present in the
electrolyte. Electroneutral particles contribute to the distribu-
tion since they have orientational order due to the interactions
with the i-particle. For simplicity, p; will be denoted as the
charge density of the ion/solvent cloud that surrounds the
particle. In the same manner as before it follows that

SWi(Ry) = Jdrzp“”(r2|R1)SlPe’“(rz). (23)
The physical interpretation of this formula is identical to
that for spherical particles.
For nonspherical particles the expression for the polarization
response function »* is somewhat more complicated than
eqn (18). By inserting eqn (21) into eqn (20) we obtain

8™ (r)) = —[)’ZJdR;n Udrzpl‘“(r2|R3) ?’e’“(rg)} ci(r1|R3)

611;07(1 (1,2)7

= - ﬁJdrz {Z ”'?Jde,-(n R3)p; (r2|R5)

i

which can be written as eqn (17) when we make the identification

2(rn) = —ﬁz JdR361 r1|R3)p; (r2|Rs)
(24)

= — ﬂZn}’Jdanwmi(rl |l‘3, 61)3),050t(l‘z|1’37 w3),

where 7y, = |r3,| and 1y, =1, — 13. As before, the response function
can be expressed in terms of the charge-charge correlation
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function as z”(r1,) = —Bqe Hoolr1z), where Hoq for the case of
nonspherical particles is defined in Appendix B [eqn (134)].
We can write eqn (24) as

7 (r12) _ﬁzn Jdr3<0’ (r1|R3)p! (”|R3)>w3

(25)

- Z H?Jdl‘a (oi(r1|r3, @3)pi (ra[r3, CU3)>W ,
i 3

where we have written the integral over w; as an average since
[f(w)dw = [f(w)dw/[do’ = (f(w)),,. Note that x”(r;,) depends
only on the distance r;, because the average over orientations
is taken.

2.2 Polarization and total electrostatic potential

To continue we note that ¥** is the electrostatic potential due
to the external source in the absence of the electrolyte, while ¥ is
the total potential in the presence of the electrolyte. This means
that ¥ is the mean potential that actually exists in the electro-
lyte. Since this is the system that we are interested in, it is a
relevant task to express 3pP° in terms of 8% rather than in
terms of 3% as in eqn (17). Thereby we will obtain a relation-
ship that can be used as an alternative to the latter equation.
The fact that the functions 5%, 3pP°, and ¥ are linearly
related to each other implies that there exists a function y*(r)
that expresses the linear relationship between 5pP°' and ¥ as

Spp()l (I‘]) = Jdl‘zx*(l‘lz)ST(l‘z)7 (26)

which is similar to eqn (17). The function y*(r) will also be
denoted as a “polarization response function,” although a true
response function normally gives the response of a system due
to an influence that we can completely control by external
means. The total potential 3% contains 3%P°' from the polari-
zation charge density that we cannot control directly, so y*(r) is
a slightly different kind of function than y”(r).

In fact, for a given y”(r), the function y*(r) is the solution to
the equation

1 (ria) = 7" (ra) + dezdrsx*("12)<l>c°u1("23)xp(1’34)’ (27)

which we will derive below. The solution is readily obtained in
Fourier space as

7 (k)

) A 07 )

(28)

where the transform of the unit Coulomb potential is d;CO,Jl(k) =
1/(80](?2) We define the Fourier transform f{k) of a function f(r)

as f(k) = jdrj

rwe have f

e~ For a function f(r) that only depends on
= [drf(r) sin(kr)/(kr) where k = |K]|.
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Eqn (27) is easily derived as follows. By inserting (6) into
eqn (26) and then using eqn (7) we obtain

5p*!(r1) = Jdrzx* (r12) [3¥P*(r2) + 3P (r2)]
= Jdl‘4X* (}’]4)5'Pem(l'4)

+ Jdrzx* ("12)Jdr35ﬂp"l(T3)¢cOu1("32)7

where we have changed the integration variable in the first
integral on the rhs from r, to r,. We now insert eqn (17) and
obtain

5™ (1)) = Jdr4[x*<rl4)

* JdrzdrSX*(ﬁz)X”("34)¢cOu1(r32)]5?’e’“(r4)-

Since the left-hand side (lhs) is equal to [drsy” (r14)3%*" (rs)
and 3¥*(r,) is arbitrary, eqn (27) follows.

It is illustrative to see what the PB approximation says about
the polarization response. In this approximation we have for
spherical ions dW;(r;) = ¢:0¥(r;) and hence from eqn (10) we
obtain dn,(r;) = —fpnPq;5¥(r,). Therefore

3pP!(r Zq,5n )= —ﬁZqﬁ 5% (r,) (PB),

where (PB) means that the equation is valid only in the PB
approximation. This equation can be written as

pol ,ﬂz%z derzé V12)6'P(r2) (PB)

(29)

and by comparing with the expression (26) for y*, we can
identify

112 —ﬁzq] ]b(s 112 (PB) (30)

In eqn (29) we see that the polarization charge density 8pP°!(r,)
is proportional to the total mean electrostatic potential §¥(r;)
at the same point r;. This fact is likewise expressed by the
appearance of the Dirac delta function 6®)(r;,) in y*(ry,) for
the PB case. Hence, electrostatics is local in the PB approxi-
mation: 5pP°\(r;) is not influenced by the values of 3¥(r,) at
other points r, # r;.

In reality, we have nonlocal electrostatics in the sense that
the polarization at one point r; is influenced by the electrostatic
potential at other points in the surroundings. This can be seen
in eqn (26). The polarization response function y*(r;,) is non-
zero for ry, # 0 s0 pP°(r,) is influenced by 8¥(r,) for all points
1, in the neighborhood of r;. This feature is caused by the
correlations between the particles in the electrolyte. The non-
local nature of the response can be understood in the following
manner. Any ion located at r, interacts with the electrostatic
potential and since this ion correlates with other ions it will
affect the probability for ions to be at r;. The density of ions at

This journal is © The Royal Society of Chemistry 2019
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r; accordingly depends on the potential elsewhere. In other
words, the potential of mean force dw,(r;) and hence the charge
density 3pP°!(r,) depend on the values of 3¥(r,) for all points r,
in the vicinity of ry. This fact is expressed by the nonlocality in the
general exact relationships we have obtained.

The response functions y”(r) and x*(r) are closely related to
the dielectric response of the electrolyte in terms of the static
dielectric function &(k), where k is a wave number. To see this we
introduce the electrostatic fields corresponding to ¥(r) and
P which are E(r) = —V¥(r) and E*(r) = —V¥*(r), respec-
tively. E is sometimes called the Maxwell field and E® can be
expressed in terms of the displacement field D given by D(r) =
£E(r), but we will use E** in the present work. As we have
seen E* is the field from the external source in the absence of
the fluid. The reasoning is performed most easily in Fourier
space, so we will consider E(k) and E*(k).

The static (longitudinal) dielectric function (k) relates these
electrostatic fields when they are weak and therefore linearly
related to each other. In general we have for a homogeneous
and isotropic fluid

]A( . Ecxl (k)

k-]i:(k):W

(weak fields), (31)

where k = k/k is a unit vector and where the field components
along the wave vector k (the longitudinal components) are
projected out. In electrostatics E and E™* are parallel to k,
which can be seen from the fact that in Fourier space we have
E(k) = —ik¥(k) (the factor ik corresponds to V in ordinary
space) and likewise for E, Hence we have k-E(k) = —ik-k¥(k) =
—ik¥(k) and kE™(k) = —ik¥P*(k). Therefore only the long-
itudinal components of the fields matter. In electrodynamics
the transversal components, which are perpendicular to k, also
matter, but in the present work we limit ourselves to the static
equilibrium case. The frequency dependence of the dielectric
function, that is commonly considered in the study of the
polarization of fluids, is therefore not included in the treatment.

In line with the notation above, when we expose the electrolyte
to a weak field we put a & on the potentials ¥ and P, Therefore
we write 5% and 8% instead of ¥ and ¥, whereby eqn (31)
implies

3P (k) = 5";(7;;") (32)
In Fourier space eqn (7), (17) and (26) are
8P (k) = dou (k)39 (k)
857! (k) = 7 (k)3 (k) (33)

3p™! (k) = 7" (k)3 (k)
and since 8¥ = §P= + §¥P°! we obtain
SP(k) = 3P (K) + Peou (k)7 (k)3P (k)

8 (k) = 8 (k) + dou (k)7 (k)3 (K).
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By comparing the last two equations with eqn (32) we can identify

1

= — | — eou ()7 (k).
1+(/)C0u|(k))~(p(k) ¢C0ul( )X ( )

i(k) (34)
Note that the last equality is equivalent to eqn (28). These
expressions for §(k) in terms of 7°(k) and 7*(k) are equivalent to
standard expressions for &(k) given in ref. 36-38.

The nonlocal nature of electrostatics in the microscopic domain,
which is described by the nonlocal response functions y”(r) and
7*(r), is hence included in the k dependence of the dielectric
function &(k). In the PB approximation, where electrostatics is

local, we have from eqn (30) 7*(k) = —f ¢/nd = —eokp?,
J '

where kp is the Debye screening parameter for ions in vacuum
given by
2B

Kp = o E q,-zn/k.’ (ions in vacuum)
J

(35)
and 1/kp, is the Debye length. We see that 7*(k) is independent
of k in the PB case and we obtain

(PB).

- 2
50 = 1+ B a7 dcou(k) = 1+ 75 (36)
J

In this case, the entire k dependence of (k) originates from the
Coulomb potential éCoul(k).

For completeness, we note that in electrostatics it is common
to use the electric susceptibility y., which gives the polarization
density P in terms of the total field as P = ¢oj.E for weak fields.f+
In our notation we have P = —¢EP°!, where EP°(r) = —V¥P°(r).
For weak fields we thus have —g,8EP® = ¢,7.0F or in terms of
potentials §¥P°! = —7.3%¥. By comparing with eqn (33) we see that

Zc(k) = _&)Coul(k)z* (k) = _)Ni:)(kkz)

so the electric susceptibility is related to & as (k) = 1 + j.(k) as
usual. In traditional treatments of polar media, P expresses
dipolar polarization, while in the general case, including electro-
Iytes, EP*' and hence P originate from all kinds of polarization, for
example from changes in dipolar, quadrupolar, octupolar orienta-
tions and ion distributions.?' For a pure polar fluid (no ions), the
dielectric constant (relative dielectric permittivity) is defined
microscopically as &, = ll(i%é(k) and in this limit solely the dipolar

polarization contributes. In the case of electrolytes this limit does
not exist since &(k) diverges at k = 0 and, as we will see, other
k values matter a lot.

To minimize the number of symbols we use, we will refrain
ourselves from using j. in what follows. Instead we use 7*(k) [in
ordinary space y*(r)], which plays a central role in the present
work. Obviously, 7* has a prominent role also in ordinary
electrostatics.

++ In macroscopic electrostatics we have P = ¢yE in ordinary space, while in the
present microscopic case for bulk fluids we have the corresponding relationship
in Fourier space.
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3 Dressed particles and screened
electrostatic interactions
3.1 Definition of dressed particles

The potential of mean force dW; due to a weak external electro-
static potential §% < was expressed in eqn (23) as the interaction
energy between §%* and the total charge density p{°* associated
with an i-particle, where p{°* is the sum of the internal charge
densities ¢; of the particle and p; of the surrounding ion/solvent
cloud, i.e., the surrounding cloud of particles of any kind present
in the system. We will now determine the corresponding relation-
ship between W, and the total electrostatic potential 6. Thereby
we are led to the definition of the concept of dressed particles and
the corresponding charge density p/*, which plays a fundamental
role in the understanding of interactions in electrolytes.

By inserting 8%(r) = 3¥(r) — 3¥P°(r) into eqn (23)
we obtain

1

8VV,(R]) = J‘dl‘zpl«m(rg‘Rl)ﬁW(l‘z)

— JdrszOt(rz‘Rl )SWPOI (1‘2) (37)

and it remains to express the last term in terms of Y.
By inserting 3¥P* from eqn (7) into the last term, it can be
written

JdrszOl(U R;)5%P°(r)

- Jdr2P§°t(f2\R1)thsppm(fz)fl’c“l(rzz)

Jarsfarepit @it oo

- Jdrallli(r3|R1)5pp°1(r3)7
where

DR = [drap (R )deu(m)  (9)
is the electrostatic potential from the charge density p;*', that
is, the mean electrostatic potential due to the i-particle located
atr; and with orientation w,. We can now express Spp"l in terms
of 3% by using eqn (26) and by inserting the result into eqn (37)
we obtain

SWi(R)) = jdrz [p}‘“(rzmu) - Jdrsw,wm)x*(m) 5%(rs).

(39)
If we define
pi (12|Ry) = pi*!(r2[Ry) — Jdrsl//i(rs\Rl)X*(Vsz) (40)
we can write eqn (39) as
SR = [drp; (elR)SY (). (41)
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By comparing this expression with eqn (23) we see that when
3W; is expressed in terms of 3¥ instead of ¥, the charge
density p* takes the role corresponding to that of p{°* in
eqn (23). Since 8n,(R,) = — prP8W{(R,) [c¢f. eqn (10)] we obtain
from eqn (41)

3n;(Ry) = —pn? [drzpi*(r2|R1 )P (r2), (42)
which can be compared with eqn (21).

We will now interpret the physical meaning of p/*. Let us
immerse a particle of species { with orientation , into a bulk
electrolyte at the point r;. Initially the charge density is zero and
after the immersion the density at r, is pi°(r,|R;). We have
pi® = o; + p; [eqn (22)] and p; can be regarded as the total
polarization charge density that the particle induces in the
surrounding electrolyte due to all kinds of interactions between
this particle and the other particles (not only the polarization
due to electrostatic interactions). Since these interactions are
strong close to the particle, one cannot treat the polarization by
linear response. If, however, the total electrostatic potential i,
due to the particle were weak, we would according to eqn (26)
have the polarization charge density due to this potential

P (6 |Ry) = des%(f3|R1)X*("3z) (weak ;)

since y; acts like the total electrostatic potential due to an
external source, that is, the potential \; from the immersed
i-particle here acts like 8. Since /; is not weak everywhere, this
expression does not give the total polarization due to /; but
instead the rhs gives the linear part of the electrostatic polarization
response due to \; and we therefore define in the general case this
part as
pEaIR)) = [ s R ) (1), (43)

The rest of the polarization of the bulk electrolyte caused by
the interactions between the immersed i-particle and the other
particles is contained in p{® — pi", We now define the dressed
particle charge-density p;* of the particle as

/’i*[r2|R1) = P?Ot(rz|R1) - P}'in(rlel), (44)
which is the same as eqn (40). Since p{®" = ¢, + p; we can write
Pi*(r2|R1) = Ui(l'lel) + ﬂ?ress(rleﬂ, (45)

dress lin

where p; = p; — p; " is the charge density of the “dress” of
the i-particle. The dress expresses the effects of many-body
correlations between the particles in the electrolyte in addition
to those included in the linear response. Like the charge
density p; of the ion/solvent cloud, which is given by the pair
distribution function gj;, the dress is a distribution of particles
of all kinds surrounding the i-particle. The pair distribution
function g;* that gives the charge distribution p§™* will be
investigated in Section 4.

The density p;* plays a key role in what follows. For instance,
as we have seen from eqn (23) and (41), the dressed charge
density p;* has the same role vis-a-vis the total potential §¥ as

This journal is © The Royal Society of Chemistry 2019
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the total charge density pi°* has vis-a-vis the external potential
3P, Eqn (41) says that in the linear domain, the free energy of
interaction dW; of the i-ion with the total electrostatic field is
equal to the electrostatic interaction energy between 8% and
the dressed particle charge-density p;* associated with the ion.
As we will see p;* has very important roles in the interparticle
interactions in electrolytes.

Note that p* for each i can be expressed in terms of pj°* for
all j via eqn (40) where ; is given in terms of p{°* by eqn (38)
and where y* can be expressed in terms of y” via eqn (28) and
finally in terms of pj° via eqn (25). Thus, given p;°* for all j, one
can calculate p/* at Ieast in principle.

Let us now return to the case when a bulk electrolyte is
polarized by a weak electrostatic potential. Then, dn; is given by
eqn (42) and we can readily derive

1 (ra) = —ﬁzn?“dh(fﬂ(ﬁ\R3)Pf*(r2|R3)>w;

(46)

Bt [drsmle o2 (s, o),

in the same manner as the derivation of eqn (25) from eqn (21).
Note the similarity of the expression for y* and the corres-
ponding expression for y”. The only difference is that p;* here
takes the role of p{°" in eqn (25).

We can write eqn (46) in Fourier space by introducing the
notation

Sf(r2|Ry)

for the functions ¢; and p;*, where we have used the fact
mentioned earlier that such functions only depend on the 1,
vector drawn from the center of the particle. We obtain

Sfr,01) = f(ra|1y,04) = (47)

*(r12) —,BZ Jdl‘z 0i(r31, 03)p; (132, @3)),,, (48)
and in Fourier space we therefore have
1k = =By m e~k 3)p; (k w3)),,,
’ (49)

,ﬂz

where —k appears in 6; since the integral over r; in eqn (48)
becomes a convolution when r3, is replaced by —r;; = r3;. Since
we take the average over ws, the direction of the unit vector
k = k/k is arbitrary. Eqn (49) implies that the dielectric function
(k) =1 — 7*(k)pcou(k) can be expressed as

a(k) HEI

The reciprocal function 1/&(k) = 1 + ¢ceu(k)7”(k) can likewise be
expressed in terms of p{°* and thereby in terms of Hq via the
Fourier transform of eqn (24). The latter is the usual path to
&(k), while we will see that eqn (50) is much more useful.

Let us yet again connect with the PB approximation. For this
purpose we apply the general, exact equations above to the
special case of spherical ions with a charge ¢; at the center,

—kk ,03)p; (kk w3))

w3’

—kk, w)p;* (kk, o)), (50)
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whereby eqn (43) becomes

MWm>J&w0m () (51)

— pi(r,). In such cases eqn (45)

and we have p*(r12) = pi°'(r12)

becomes

%5 (r12)+ dreSS(rl)
(52)

pi*(r12) = ai(rio) + pf(r1a) =

drCSS(

where p 712) = pdr12) — pi®(r1)- Eqn (41) can be written as

SWi(r) = Jdrzpﬁ(rlz)w’(rz)
(53)
= g% (r;) + Jdrzp?ress(rlz)5'f'(r2)7

where the first term on the rhs is the sole contribution to W;
included in the PB approximation and the last term describes
the effects of ion—-ion correlations. In the PB approximation we
thus neglect that the ions have dresses when evaluating dW..
For cases where all particles in the electrolyte are spherical
eqn (46) reduces to

*(r12) —ﬁzn qip; (), (54)
which should be compared with eqn (18). Note that y*(r;,) for
the the PB case, eqn (30), is obtained from eqn (54) when we set
pi*(r) = q:0®(r12), that is, the charge density of a bare ion
without its dress. This is in agreement with eqn (53) in the
absence of its last term. In the PB approximation, all particles
in the electrolyte are treated as being bare, except for the
particle that causes the potential §¥. That particle does have
a dress in this approximation, as we will now see for the special
case when the particle is an ion of species j. This is very
illustrative because it gives some insights into the concept of
a dressed particle in this simple approximation.

Let us consider a single nonspherical j-particle immersed in
an electrolyte consisting of spherical ions of equal sizes. In this
case the PB approximation says that

a;(r|Ry), inside
101
(T‘Rl ) Z q,n?e’ﬁ""/’/("Rl )7 outside (PB) (55)

on the inside and outside, respectively, of the j-particle. Let us
expand the exponential function in a Taylor series. For posi-
tions r outside the particle we get

P (r|Ry) Z% {—/39ilk/(r|R1)+(ﬁqfl/{/(r\Rl)>2/2—...}
= fﬁquzlz?l//j(r|R1)+nonlinear terms (PB).

From eqn (43) with y*(r) given by eqn (30) we have
P (rRy) = —ﬁzqizn?l//j(r\Rl)

— SUKDzl#/(ﬂRI) (PB)7

Soft Matter, 2019, 15, 5866-5895 | 5877


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9sm00712a

Open Access Article. Published on 10 June 2019. Downloaded on 10/16/2025 12:44:09 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Soft Matter

so from eqn (44) it follows that
p; (r[Ry)

a;(r|Ry) —O—F,()chzlp_/(r|R1)7

=91 (PB)
EZ B¢ nPy?(r|R;) + other nonlinear terms, outside
: .

inside

(56)

since the linear term in p}* is canceled by —p;™ outside the
particle. We see that p* is equal to the nonlinear terms of p}"t on
the outside. Since y;(r|R;) and p;°(r|R,) in the PB approxi-
mation decay as e "“”/r when r — o0, we see that p*(r|R,)
decays as (e **"/r)*. Thus p;* has a considerably shorter range
than p;°; the former has half the decay length of the latter.

As noted earlier, these results in the PB approximation apply
only to a single particle in an electrolyte. The surrounding ions
are treated as bare point ions that do not correlate with each
other, so they do not have any ion clouds of their own and no
dresses. For these ions the potential of mean force is g; as
assumed in the exponent of eqn (55). When the distribution
of ions around an ion is calculated in the PB approximation,
ie., the pair distributions, one accordingly treats the latter ion
differently than the rest. This unequal treatment leads to an
infamous feature that g;; # gj; in the (nonlinear) PB approximation.

As we saw in the simple example in Fig. 1 based on the
approximation in eqn (2), if we instead treat all ions on an
equal basis so all have dresses and, as we will see, therefore
have effective charges different from the bare charges, the
consequences are quite dramatic with the appearance of multi-
ple screening parameters and oscillatory decay instead of a
simple screening parameter kp.

3.2 The screened Coulomb potential in the general case

3.2.1 The general Green’s function for screened Coulomb
interactions. So far we have seen that the dressed particle
charge-density p;* plays an important role in the free energy
of interaction of a particle with the total electrostatic potential in the
linear domain [eqn (41)]. Furthermore p* determines the polariza-
tion response function y* [eqn (46) and (54)] and the dielectric
function £(k) [eqn (50)]. We will now see that the dressed particle
charge-density has yet another important role, namely as the source
of the screened electrostatic potential from a particle.

The mean electrostatic potential y(r|R;) from a particle with
coordinates R; can be obtained from the total charge density
pi® associated with the particle via Coulomb’s law as expressed
in eqn (38). This potential satisfies Poisson’s equation

—Sovzlﬁi(ﬂRl) = P§Ot(l'|R1)

with the boundary condition ¥{r|R;) — 0 when r — oo. By sub-

tracting p™(r|R,) from both sides of Poisson’s equation we obtain
—eoVAYi(r[Ry) — p"(X[Ry) = pi*'(x|Ry) — pi"(X[Ry) = pi*(x|Ry)

so we have, using eqn (43),

(57)

—eo V2 (r|Ry) — .dr/wi(r/‘Rl)X*(h‘ —r[)=p(r[R). (58)
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The solution ; of this equation, which is linear in v, can be
written in terms of the Green’s function of the equation. The
Green’s function, which we denote by ¢cou*(7), is by definition
the solution of

~60VPou’ () — de'%oul*(l")x*(lr ) =3590), (59
and the solution of eqn (58) is thereby given by

Vi(r[Ry) = Jdr’p,-* (K'[R1)Pcou” (I = r']), (60)
as can be verified by inserting this expression into eqn (58) and
using eqn (59). The Green'’s function ¢gou*(r), which accordingly
is defined by eqn (59), is called the (unit) screened Coulomb
potential for the general case. It has a key role in the spatial
propagation of electrostatic interactions in the electrolyte.

Incidentally we note that in the PB approximation, where
7*(r) given by eqn (30), eqn (59) becomes

—&o[V?boou*(r) = Kp’boou*(r)] = 6°Ar)  (PB), (61)
which has the solution
e o’
deo’ () =5 (PB). (62)
a monotonic Yukawa function. Therefore
bR = o farpwm) S ) (o)
4meg r—r|

in this approximation.
In the general case, by taking the Fourier transform of
eqn (59) we obtain

1 _ &)Coul (k)

_ _ 9 _ &)Coul (k)
aok> =7 (k) 1 - ¢eon()ir(k) &

é(k)
(64)

(Z)Coul*(k)

where we have used eqn (34). If we expose the electrolyte to
an external electrostatic potential 3%(r) = 8¢ dcoul(r) =
Y3q(r), which is the potential at distance r from a small
point charge 8¢, we see from eqn (32) with 8 P**(k) = 8gPcou(k)
that the resulting total potential is 3¥(r) = 8q dcou*(r) =
Wsq(r) at least if r is sufficiently large and dq is sufficiently
small, so the linear response is adequate. In this sense we may
say that
e () = fim 220

forr > 0.

The right hand side (rhs) of eqn (60) has the same form as
Coulomb’s law in eqn (38), which is no surprise since the usual
(unscreened) Coulomb potential ¢cou(r) is a Green’s function
of Poisson’s equation (57). Note that 1,(t|R;) given by eqn (38)
and (60) is exactly the same for all r; what differs in the two
equations is the following: when ; is expressed in terms of
¢coul(r) the source is pi°* while when it is expressed in terms of
dcour*(r) the source is p*.

This journal is © The Royal Society of Chemistry 2019
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We can write eqn (38) and (60) in Fourier space by using the
notation in eqn (47), whereby we obtain

l//i(kawl) = ﬁ?Ot(kvwl)d;COul(k) = ﬁi*(k;wl)ngoul*(k)-

By using deour*(k) = deou(k)/E(k) = 1/]eok*E(k)] we see from the
last equality that

(65)

p/(k, )
Hlot(k _ Pi ( s W1
p; ( 7(/01) ;I(k)
when the factor 1/|¢,k*] has been removed. This simple rela-
tionship can also be derived from eqn (40).
In the PB approximation where (k) is given by eqn (36)
we have

(66)

7 * _ &Coul(k) _ 1
¢Coul (k) - KD2 - 80(k2 + KDZ)
e

(PB), (67)

which is the Fourier transform of eqn (62). The feature that the
decay behavior of ¢¢oq*(7) in the PB approximation is propor-
tional to e *™/r is associated with the fact that the denominator
in eqn (67) is zero when k = +ixyp, that is, q§COu1*(k) has simple
poles at k = £ikp. This holds in general,if so a pair of simple
zeros k = ik of the denominator of eqn (64) corresponds to a
term in ¢¢ou*(r) that decays as e "'/r. At such zeros, Le., poles
of dchul*(k), we have

leok® — 7*(K)]k=six = O,

where the latter holds for k # 0. Since qgc()ul*(k) is the Fourier
transform of a real function of 7, qECOul"(k) is an even function of
k and therefore it is sufficient to consider a pole at ik, whereby
the pole at —ik follows.

In order to see what these facts lead to, let us first consider
an electrolyte consisting of spherical simple ions in vacuum.
From the Fourier transform of eqn (54) we see that ¢ cou*(k) has
a pole k = ik when

[e0k® = 7 (k)] \_y .= —€0r” + ﬂzn?%ﬁf* (ik) =0,

#(in) = 0, (68)

which implies that

2 .B b o~y
k= %Z”z qip; (ix)
i
(69)
= Kkp* + EZ n°q;pd (i) (sphericals ions),
&0 7
where we have used the Fourier transform of eqn (52) and the
definition (35) of kp. It follows from eqn (69) that the dresses of
the ions, which describe the effects of ion-ion correlations,
make K # Kp.

When the density of the ions goes to zero, the charge density
p4r) of the ion cloud goes to zero for each r and likewise the
linear part pi™(r), so pi™* = p; — pi™ goes to zero. Thus «/ip — 1
in this limit and the PB result is approached. Likewise, in the

i+ This can be shown by contour integration and residue calculus in complex
k-space.
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same limit we have dW{r;) ~ ¢0%(r;) from eqn (53), so the PB
approximation is reasonable at least where the electrostatic
potential is sufficiently small.

At finite densities the pole at k = ix gives, as we will see, the
leading term in the decay of ¢¢cou*

—Kr

* *e
¢Coul (V) ~ A 47t

when r — oo, (70)
where A* is a constant that will be determined later [eqn (70)
holds at least when the ion density is not too high]. In contrast
to the PB result (62), this decay formula is only valid asympto-
tically for large r because, as we will see, there are other terms
in ¢cou*(r) that decay faster to zero than the contribution on
the rhs. They give non-negligible contributions for small r.
3.2.2 The general equation for the screening parameter x
vs. the dielectric function. Let us now focus on the dielectric
function (k) and use the condition £(ix) = 0 in eqn (68) for the
pole of qgc(,ul*(k). Since &(k) =1 — ;Z*(k)q%oul(k) we can write

. 7 (k) 7(k) =7 (0) 7(0)
—1— —1_ _
e(k) gok? eok? eok? (71)
= greg(k) + gsing(k)>
where we have split (k) into two parts
. 7°(0)
lcfsing(k) = - ok 5 (72)

which is singular when k — 0 (provided that 7*(0) # 0), and
7' (k) = 7°(0)
80k2

=1- %Jdrr2 [%} 7 (r),

breg (k) = 1—
(73)

which is regular (non-singular) at k = 0 since its value there is
- 1 .
Zrea(0) =1+ 6—)3(Jdrr2;{ (r).

These integrals converge provided y*(r) decays to zero suffi-
ciently rapidly with increasing r.

For the case of spherical simple ions we have from the
Fourier transform of eqn (54)

7'(0) = =Bd_niqip (0) = =B mlqigi (spherical ions),
(74)

where

q = Jdrpi*(r) = p;"(0) (spherical ions) (75)

is the dressed particle charge of a particle of species i, that is,
the total charge of the dressed particle charge-density p;*. This

charge consists of the charge g; of the ion and the total charge
of its dress. Note that

o = [anp; 1) = [arg' ) = [anpl ) = = [arpinr
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because the total charge of pi®{(r) is zero due to the local
electroneutrality condition. Since pi™ is the linear part of the
polarization response due to ¥; from the ion, g* is normally
nonzero and has the same sign as g;. It is, however, possible for
g;* for a species to change sign and thereby attain the opposite
sign to g;, so in rare cases g for a species can fortuitously
be zero for certain parameter values of the system. One can

show§§ that }° n}?q,-q,-* > 0 for electrolytes, so it is not possible to
i

have g, < 0 for all ionic species simultaneously. In Appendix A
of ref. 31 it is described how p*(r) and ¢;* can be calculated from
p;°(r) for all j or from the pair distribution functions gi(r).

For nonspherical particles eqn (49) yields for k = 0

70) = =By m5i(0,03)p/ (0,03),,

- ﬁzn?<qiqf*>u)3 = _ﬁzn?qiqi*z
i i

(76)

where we have used
o = Jarp (v.02) = 57 0,02),

which is independent of the orientation w;, and the corres-

ponding relationship for ¢;. Again, g;* is the total charge of the

dressed particle charge-density p;*.

7°(0) = —B > nPqiqi, where g;* is the dressed particle charge.
1

Thus we always have

By inserting this result into eqn (72) we obtain

B> nPqiqi
1

Eing (k) = eok?

(77)
Due to the presence of &n,(k), the dielectric function (k) for
electrolytes diverges to infinity when k — 0. This divergence is
commonly called perfect screening.

Using eqn (77) we see that the condition for a pole,
&(ix) = Ereg(in) + Esing(ix) = 0, is

B> nPqiqi
Ereg (iK) — W =0,
which can be written
B> npqiqi
G m 9)
where
8(6) = Ereglin) (79)

is the dielectric factor. Eqn (78) is the general equation for the
screening parameter x, eqn (5). It is obviously equivalent to
&(ix) = 0. Note that eqn (78), which is an exact equation for
x with general applicability, has an appearance very similar to
the definition of the Debye parameter kp; only the factor ¢;* and
the presence of &*(x) in the denominator differ. From eqn (73)

§§ This is a consequence of the Stillinger-Lovett second moment condition.
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it follows that

Er() = 1+ %."drﬂ {%} 7).

As we will see, the fact that &,*(x) is a function of « is crucial
for the understanding of the properties of electrolytes.
When the particle density goes to zero, we have ¢* — ¢; and
é*(k) — 1 with screening parameter x near zero, so eqn (78)
approaches the expression for kp, in eqn (35) which implies that
K/kp — 1 in this limit. For electrolyte models with a dielectric
continuum solvent, the initial 1 on the rhs of eqn (80) should be
replaced by ¢, for the solvent.

For a binary electrolyte, the deviation in x from xp can be
obtained from

(80)

{Kr: 4 —q
kp)  (q+ +lg-)6r (k)

which follows from eqn (35) and (78) and the fact that n°q, =
—nPg_. Note that xp, used here is calculated for particles in
vacuum.

3.2.3 Decay modes, multiple screening parameters and
effective dielectric permittivities. Let us now determine the
coefficient A* in eqn (70). From eqn (64) and the results above
we see that

(81)

1 1

~ (k) — _ _ _ _ .
(/5Coul ( ) eok? [Ereg(k) + 5sing(k)} 80k281'eg(k) +B Z n’bqi*qi

Since the denominator is zero for k = ik we can write

__— 1 k2 4 K2
b cou (k) ) 2" 2% b x
k2 + 12 eok?ereg (k) + B2 nPai qi
A* .
~ yEa when k — ik

where A* is given by
k? + 12

A" = lim ~
k—ir g0k 2Ereg (K) + B> nPqi*g;
i

2%
60 [2hreg (k) + K2ereg (k)]

k=ix

Here &g (k) = déreg(k)/dk and we have used 'Hospital’s rule to
obtain the last equality. If we define

ix

831 () = Ereg(iK) + - Erey (iK) (82)
it follows that A* = 1/[¢,65" ()] and hence we have
bcou” (r) < when r — oo. (83)

h dmeg & (1)r

By comparing with the PB result in eqn (62) we see that a
correct treatment of the correlations between all particles in the
system has given rise to a change in magnitude of ¢cou*(7) for
large r by a factor 1/6"(x). In addition there is a change in the
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value of the screening parameter from «y, to x. Note that &¢%(x)
differs from &,*(x) by the last term in eqn (82).
Alternative expressions for &¢ are

dr,. do,
< )
' 2k 2%k
k"/(k) k=i k=i
&
=L (54)
k=ix

where the first expression yields eqn (82) after the differentia-
tion and where we have used &(ix) = 0 to obtain the last equality.
From eqn (73) and the first equality in eqn (84) we readily
obtain

£ () = 1 +T;Jdrr2 {lcrcosh(;c(;;c)r)3 sinh(xr) (),
which can be compared with eqn (80). When the density of the
particles in the electrolyte goes to zero, we have &(x) — 1.
Since x/kp — 1 in this limit, eqn (83) approaches the PB result
for ¢cou*(r) in eqn (62), at least for sufficiently large r. (For
electrolyte models with a dielectric continuum solvent, the
initial 1 on the rhs should be replaced by ¢, for the solvent.)

These results can be applied to the case of an electrolyte
solution with a molecular solvent consisting of polar, uncharged
molecules. Since such molecules have g; = 0 they do not contribute
to &ing(k), so the sum in eqn (77) runs in practice over the ionic
species only. Furthermore, since these molecules have no net
charge they do not contribute to g* for any species i. In the
expression for «, eqn (78), the solvent molecules solely contribute
to the dielectric factor &,*(x) [apart from their indirect influence
on the distribution functions and other entities, of course].

For a pure polar solvent without ions, &;,g(k) vanishes so
&(k) = Eeg(k). As mentioned earlier the dielectric constant of a
pure polar medium is defined microscopically as & = ]1(111’(1) g(k),

so we have &, = £(0) = &g(0). In a very dilute electrolyte solution
Kk ~ 0 and hence &*(x) ~ &*(0) ~ &. Eqn (78) then becomes

BY_nbaiqi  BY.nPq?
2 i i — 2
K = ~ =K
&*(0)gg £&0 b

(dilute solutions), (85)
where we have used the fact that g;* ~ g; for a dilute electrolyte.
In the last equality we have also identified xp,” for the electrolyte
solution when the solvent is a dielectric continuum with
dielectric constant ¢, eqn (1).

In dilute solutions we have &¢(i) ~ &:%(0) ~ &, since the
last term in eqn (82) vanishes when x — 0 because of the
prefactor ix. This implies that we approximately have when
r— o

e*k’)’

(bCoul* (’)

~ (dilute solutions)

dmeger
with k & Kp, that is, the same as in the PB approximation when
the pure solvent has dielectric constant é,.

For electrolyte solutions in general, £<%(x) and &,*(«) contain,
as we have seen, contributions from the ions. Since 1/&¢ K)
determines the magnitude of the screened Coulomb potential
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for large r, £<(k) can be designated as the effective relative
dielectric permittivity of the entire electrolyte solution. Likewise,
the dielectric factor &,*(k) acts as a kind of relative dielectric
permittivity of the solution since it takes the role that the
dielectric constant of the pure solvent has in the expression for
Kkp. Remember that (i) and &,*() are different from each other
in general.

The only difference between the general equation for the
screening parameter x, eqn (78), and the definition (35) of the
Debye parameter kp is, apart from the factor &,*(x), that
the former contains the factor g,q;* instead of g;°>. While xp, is
given solely in terms of the system parameters #;, q;, and T, the
actual screening parameter x depends on the state-dependent
entities ¢* and &,*(k). The latter are, as we have seen, defined
in terms of dressed charge densities or, equivalently, in terms
of pi° for all i via its relationship to p;* as explained earlier.

In the expression (78) for «, the dressed ion charge ¢;* is a
constant for each system with given system parameters, but the
dielectric factor &,*(x) is a function of x. The latter fact makes
a huge difference compared to the predictions of the PB
approximation. While this approximation predicts a unique
screening parameter kp from eqn (35), the exact equation,
eqn (78), is an equation for x. Apart from the solution x, which
gives the longest decay length, eqn (78) has in general several
other solutions «’, k" etc. (the three solutions can alternatively
be denoted «,, for v = 1, 2 and 3). Each solution gives rise to a
term in @cou*(7) like the rhs of eqn (83), so we haveqq

1 e—KI‘ e—K/)‘ e—h’ r
= + +
dmeg |6 (i) (W) £ (k)r

+ other terms,

¢Coul* (V)
(86)

where the “other terms” are analogous Yukawa function terms
with shorter decay lengths [i.e., with other x values that are
solutions to eqn (78)] and functions with different functional
dependences of r (more about this later). Note that each
Yukawa term has its own value of &<,

Furthermore, solutions to eqn (78) can be complex-valued,
in the case of which there are always two solutions that are
complex conjugates to each other, say, k = kg + ikg and k' = kg + ixs,
where ky and k5 are real. Since the sum of a complex number Z and
its complex conjugate Z is given by Z + Z = 2}(Z), where R(Z) stands
for the real part of Z, we then have

1 e KT e—h"r 1 e—(h‘mqtim})r
— S
e | (1) ET(1)r|  2meor || [eider
1 e—KRr
= ———=———c0s(kgr — J¢
o éfj?ﬂ:|80 r (K\,V t é)7

(87)

where we have written &g, + i) = |(§fff| e % with a real 94. The
two poles hence give rise to an exponentially decaying, oscillatory
term with decay length 1/ky, wavelength 2m/ik5 and phase shift — 9.

€9 This can be shown by contour integration and residue calculus for ¢cou*(k) in
complex k-space.
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We will denote such a function as an “oscillatory Yukawa function.”
The function e™"/r with real x will be designated as a “monotonic
Yukawa function.”

Thus there exist several decay modes for the screened
electric potential, some that give monotonic and others that
give oscillatory decay. In the limit of low ionic densities, one of
the modes approaches the single mode that is included in the
PB approximations. Henceforth, we will use the term ‘“screen-
ing parameters” to denote a set like x, x’, k¥’ etc. that are
solutions to eqn (78), so this term includes the inverse decay
lengths x or xy and the inverse wavelengths x3/2m of all
monotonic and oscillatory Yukawa function contributions to
¢couw™. More generally, the concept of ‘“decay parameters”
denotes the inverse decay lengths and inverse wavelengths of
all kinds of contributions to the various functions.

A well-known example of the occurrence of an oscillatory
term as in eqn (87) is the Kirkwood cross-over'® mentioned
in the Introduction, where two real solutions turn into two
complex-valued solutions when a system parameter like the ion
density is changed. We take the example of two real solutions x
and x’, where k is the smallest and x’ is the second smallest
solution, ie., for large r they give the two leading terms in
dcour*(r) as given by eqn (86) and we have

!
—K'r
(S

ET()

1
~ dreyr

—Kr
€

—+
57 (0)

$cou” (1)

] whenr — oo (88)

with wavelengths 1/k > 1/x’. For low ionic densities we have
seen that k & kp and when the ionic density is increased, the
two solutions « and ' of eqn (78) approach each other as in the
example of Fig. 1 and then merge when the density reaches
the cross-over point. For even higher densities, k and k' become
two complex conjugate solutions, so the leading term for large
r is oscillatory as shown in eqn (87).

Recall that eqn (78) is equivalent to &(ix) = 0, so before the
cross-over ¥ and k' are two consecutive zeros of £(if) as a
function of the real variable ¢. As we have seen, £5(k) > 0
for low ion densities, so from the rhs of eqn (84) we see that
&'(i¢) > 0 for ¢ = k. The next zero of §(i) must have an opposite
derivative, so &(i¢) < 0 for ¢ = x’, which implies that &5™(x’) < 0.
Thus the two terms in eqn (88) have opposite signs. At the the
cross-over point, where the two zeros of £(if) merge, we must have
&) = 6(’) = 0 but the sum of the two terms remains
finite there.

There may also appear another kind of cross-over between a
monotonic and an oscillatory Yukawa function decay, namely
the Fisher-Widom cross-over'? mentioned in the Introduction.
Say that the term with screening parameter x” in eqn (86)
initially has a shorter decay length 1/x” than the oscillatory
term we have just discussed. When the ionic density is increased
it is possible that the former term becomes the leading term
because 1/k” becomes larger than the decay length 1/ky of the
latter. This means that the decay behavior of ¢cou*(7) for large »
changes from oscillatory to monotonic at the density value where
1/k" and 1/ky are equal. This kind of cross-over may, of course,
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also occur in the reverse direction, ie., the decay changes from
monotonic to oscillatory.

3.2.4 Multipolar effective charges. The mean electrostatic
potential /; due to an i-particle is given by eqn (60) and for each
Yukawa function term in ¢cou*() there is a term in y; with the
same screening parameter, say k,,

V;(r2|R;) contribution :

) e—Kvlra—r3] (89)
Jdrw,’ (r3|Ry)

47580g§ff(1€”) [ty —r3]

Each of these contributions are like the single term in the PB
result, eqn (63). The screening parameter i, of some contribu-
tions may, as we have seen, be complex-valued and give rise to
an oscillatory contribution to ;.
Let us investigate some consequences of eqn (89) and we
start with real x,. We will use the fact that
e—xl,\r—r’\

e—x,,(r—i'-r’) e KT

= €

~ Kb
[r—r| r r

when ¥ < r — oo,

where t = r/r. By setting r = r;, and t’ = ry3 (note thatr — ' =
r, — r3) and using the notation introduced in eqn (47), we can
conclude from eqn (89) in the limit r;, — o

V;(r12, w1) contribution
(90)

1 e 2

~ .
dreg6M(k,) 2

P
Jdr/pi* (l", wl)eK,,l'lz T ,

provided that p;* decays sufficiently rapidly with distance. Thus
each contribution decays like a Yukawa function with distance r
but has a magnitude that is different depending on the direc-
tion of the vector r;,, whereby the integral contains the direc-
tion dependence as expressed via t;, in the exponent.

For a spherically symmetric particle, the integral becomes

sinh(r,r’)

Idr//’i* (r’)e””flz'r’ _ de/l)f* (r,) =g (Ku) (91)

K1
and we obtain from the terms in eqn (86) in the limit r;, »

fi —r
()
M (1)1

i(\r,m)) ~—m—
lﬁt( 12 1) 4TE£0 C)@ffr(l(f)rn

1 [q?f%x)ew
(92)

U/
q?ff(KH)e K"rp

+ other terms
gfff(}c”)hz ’

where ¢¢ is an “effective charge” of the i-particle. Note that
each decay mode has its own value of the effective charge since
¢%(x,) depends on «,. Incidentally we also note that g™ is
different from the dressed particle charge g*, which is a
constant that is independent of «,.

This journal is © The Royal Society of Chemistry 2019


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9sm00712a

Open Access Article. Published on 10 June 2019. Downloaded on 10/16/2025 12:44:09 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

In the general case of nonspherical particles eqn (90)
implies that

Vi(r LUI)N_l O (Fp, 1, 6)e ™2 QM (f15, 0y, 1 )e ™12
e 4mey &M (1)1 &M (1)1
off (¢ M e=K"r12
ol (315, w1, K" e
+Q' ( 12’“ 1K) + other terms,
PP
(93)
where
R P
01,k = o (ot (o4

is a direction dependent entity that has the unit of charge.
We may call Q¢ a “multipolar effective charge” of the particle,
where “multipolar” indicates that it is direction dependent.
Each decay mode has its own value since Qf" depends on «,.
The orientation independent part of the potential, the mono-
polar part, is given by the average

Yi(r2) = (Yi(rn, o1)),
! [Q?%)ew

~— + other terms
47[80 édiff(lc)rlz

+...

where
Q) = (QF(R,0,))

is the orientation average of the effective multipolar charge.
Q5™ can be described as a kind of monopolar effective charge of
the particles. The rest of Q?H[flz,wl,xl,) has an orientational
angle dependence with a combination of dipolar, quadrupolar
and higher multipolar characteristics.>® Note that electroneutral
particles, like solvent molecules, acquire nonzero 05 due to the
presence of ions in their neighborhood, so they have nonzero
effective charges in general.

For a pair of complex-valued screening parameters, there is
an oscillatory Yukawa term in y; with a direction dependent
coefficient that can be determined from eqn (93) in a similar
manner as in eqn (87).

Since the theory is valid for particles of any size and shape,
the result in eqn (93) is also applicable to macroscopic particles.
Therefore the decay of the potential from, for example, a planar
surface is also given by the same decay modes. In such cases the
effective particle charges can be translated into effective surface
charge densities by dividing by the surface area.*

The results in eqn (93) and (94) can alternatively be obtained
in Fourier space where y; is given by [eqn (65)]

(95)

pi* (kk, o)

Ui (kk, 1) = p;* (kk, 1) deow” (k) = “a ek

For each pole k = ix,, of ¢pcou*(k), that is, zero of &(k), we obtain a
contribution to /(r,,w;) that decays as e”'/r with the same
prefactor 1/[4ne,&<(x,)] as in eqn (86) times the factor

o (iK,,ﬁ, w) = Jdrpi*(r, a))e""’f” =0 (k, 0, x,), (96)
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where we in ordinary space apply this result with k = £, since
the origin is selected at the particle center. We see that Q™ for
the mode with screening parameter «, is the projection of p;*
on this mode.

There exists an intimate relationship between the screening
parameters r, and the effective charges, i.e., gs" for spherical
and Qf for nonspherical particles. The parameter x is a
solution to &(ix) = 0 and, equivalently, to the general equation
for x, eqn (78). By inserting k = ix into the expression (50) for
&(k) we obtain

. B bls (i Vs E
8(1K) =1 _{‘()?an <O—i(_1Kk7 w)pz (lKk7 w)>u)'

Inserting eqn (96) and using &(ix) = 0 we find that

> B b 0 off ([,
= i i _k7 ) i k7 ) ; 7
K soz[:n‘ (0i(—k,0,1) 0" (k, w,x)) (97)
where we have defined
0i(k, 0, k) = &,(ixk, w) = Jdrai(r, w)erkr, (98)

Eqn (97) is an equation for x that is equivalent to eqn (78).

For a spherical ion with charge g; at the center we have
a{k) = q; so we have Qi(—ﬁ,w,x) = ¢; and Q?ff(f(,w,x) = q?ff(tc).
When we deal with a system consisting solely of such ions,

eqn (97) becomes [cf. eqn (69)]
2P b eff Ca

K™= o Z:n,- qiq;" (k), (spherical ions) (99)
which is similar to the general eqn (78). The differences are that
¢5%(xc) depends on « while g;* is constant and that eqn (99) lacks
&*(x) in the denominator. Incidentally, we may note that for
spherical ions we have Y nPqi¢" (k) = > nPqiqi* /& (i), but in

general ¢§(i) # ¢;*/&*(x). For a binary electrolyte of spherical
ions, the deviation in k from kp can be obtained from

[ 5 } ¢ () — 4" (1)

— spherical ions),
AT :

P (100)
which should be compared to eqn (81).

For the special case of a binary symmetric electrolyte
n® =n® = n® and g, = —q_ = q. If the spherical anions and
cations differ only by the sign of their charges, as in the restricted
primitive model, we have ¢5(xc) = —¢*"(x) = ¢ and ¢.* = —q_* = ¢*.
In this case ¢*(x) = ¢*/&,*(i) and from eqn (100) it follows that

2 *
H _4T) 4
KD q & (k)g
For an RPM electrolyte in the linearized PB approximation,

the mean electrostatic potential due to an ion of species i, the
“central” ion located at the origin, is

(RPM). (101)

Kd e K"
forr>d

Vi) = 22

= —_— LPB
1+ xd 4meeor ( ),

(102)

where k = kp and prefactor for y(r) is dictated by local electro-
neutrality, 4n [ drr?p,(r) = —¢;. We can identify the effective
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charge as ¢f" = ge*Y/(1 + xd) whereby we have Y r) =
¢5™e ""/[4ne.eor]. In the PB approximation, only the central
ion has ¢§ # g, while all ions in its ion cloud are assumed
to be bare, so for them g5 = g; and eqn (101) yields r/xp = 1.
However, since all ions should be treated on the same basis,
they should all have ¢§™ # g,. If we in eqn (101) set ¢°™ equal to
the value from the LPB case but with k¥ # kp, we obtain the
approximation in eqn (2).

We finally note that each Yukawa function term for non-
spherical particles is always accompanied by terms that decay
as e ™/ with [ = 2, 3,... and have different orientational
dependencies.** The term with [ = 2 has an orientational angle
dependence with a combination of dipolar, quadrupolar and
higher multipolar characteristics, but lacks a monopolar part,
while the term with [ = 3 has quadrupolar and higher multi-
polar orientational characteristics, but no monopolar and
dipolar parts. This applies for all screening parameter values,
Kk, k', k" etc. These higher order terms are included in “other
terms” above.

When x — 0, the term with [ = 2 goes over to a purely dipolar
term that decays with distance as 1/r* and the term with [ = 3
goes to a purely quadrupolar term that decays as 1/7*. Thereby
the usual multipole expansion is obtained, which applies to
the electrostatic potential from a fixed charge distribution
immersed in a pure polar liquid.

4 Screened interactions in electrolytes
in the general case

4.1 The main case: all decay modes of the correlations are
determined by the dielectric function

As we saw earlier, the electrostatic potential from a particle can
be regarded as an external potential for the system even when
the particle belongs to the same species as one of the consti-
tuent ones. The total mean potential ;(r|R;) from a j-particle
with coordinates R, can then be treated in the same manner as
¥(r) and when ; is weak, the pair potential of mean force
wy(Ry,R,) for a particle of species i with coordinates R, satisfies
according to eqn (41)

wii(R1,Ry) = Jdrp,-* (r[R1)Y;(r|Ry)  (weak y; and wy)

provided that the screened electrostatic interactions between
the two particles dominate in wy. Here w;; has taken the role of
dW; and y; that of 3% in eqn (41). With this in mind, we define
in the general case the screened electrostatic part of the potential
of mean force as

ws(R,Ry) = Jdrp,-*(r|Rl)np,-(r\R2)
(103)
- Jdrdr/pi* (r|[R1) peou” (Jr — ')} (F|R2)

where we have made use of eqn (60) for the potential y/; due to
the j-particle. Note that the i-particle and the j-particle are
treated in a symmetric manner and that we can also write
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wel (R, Ry) = [dr'yy;(F'|Ry)p/(F'|Ry). The integral on the rhs of
eqn (103) has the same form as a Coulomb interaction energy
between the charge densities p;* and p;*, but with the screened
Coulomb potential ¢coun*(r) instead of the usual unscreened
one. As we will see wgl has a central role for the interparticle
interactions in electrolytes. For spherically symmetric particles
we have

Wi (r2) = |drsdrap; (r13) peou” (r3a)p; (r24)

= dr3p,-*(r13)lﬁj(r32) (104)

= |drayy;(r1a) p; (r2a).

Since eqn (103) and (104) constitute definitions of wz-l, they can
be used irrespectively of the magnitude of the potentials.

A very important task is to relate the decay behavior of
¢cou*(r) to that of w; and the pair distribution functions
gi=1+h;= e Pi. We have the expansions

— Pwi + [[J’lmvif]z/2! —...

—ln(l +hii) ~ —h;,+/1g,2/2— ey

h,‘j =
(105)

ﬁ Wi =

so for large separations, where h; and w;; are small, these two
functions decay in the same manner, that is, #; ~ —fw;;.

To find the connection between the decays of ¢cou* and Ay,
let us introduce another pair correlation function 4;*, which for
spherical simple ions is defined by

hif* (r12) = hy(r2) + 5Jdr4¢f("14)/),-*("24)~ (106)

t

Recall that the total charge density p{°®" associated with a

spherical i-ion is given by

i(r2) + p;(r12)

= 0i(rn) + > gngi(ra),
7

pi*(r12)

= O’,‘(l”lz) + Z (Zjﬂ}’llij(l‘lz).

J

We will now show
given by

that the dressed ion charge density is

pi(r2) = oi(ri) + p>(r12)

oi(ra) + > gmiey (r2)

; (107)

oi(ra) + Y qlhy (ra),
7

which means that the functions #;* and g;* = 1 + h;* have the
same roles vis-a-vis p* as the usual pair functions #; and
gy have vis-a-vis pi°*. In other words, the function g;* is the

distribution function of the dress. Eqn (107) can easily be
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realized from the fact that eqn (106) implies that

i(r2 +Zq, hit (r2) = ai(r2 +Zq, P 7 (r12)
+/32% Jdrw (r1a)p; (ra4)

= p*(r2) — Jdrwf(m)l*(m)’

where we have used eqn (54) to obtain the last equality. The rhs
of this equation is equal to p*(r;,) according to its definition
(40), so eqn (107) follows.

In the general case we define in an analogous manner

hii"(R1, Ra) = hy(Ry, Ry) + ﬁJdrzt%(fzt\Rl)Pj*(rzt\Rz) (108)

and hence

hii" (Ry,Ra) = hjj(R1, Ry)

. (109)
+ ﬁthdrwf* (r3[R1)$cou” (134)p; (ra|Rz),
where we have inserted eqn (60). The charge densities pi® and
p/* are in this case given by

pfOt(l‘z‘Rl) =a;(r2|Ry) + Z JdR3n}’hy(R1 , R3)O’j(l‘2|R3) (110)
J

pi (r2|Ry) = 0;(r2|Ry)

+ Z JdR,zH_}’hij*(Rl,R3)0'j(1’2|R3)» (111)
J

where one can prove the expression for p* by using eqn (40)
and (46) and analogous arguments as in the derivation of
eqn (107). Also in this case, h;* gives p;* in the same way as
hy; gives pi°".
By using the definition (103) of w§! we see that eqn (109) can
be written as

hi(Ry,R,) = hi*(Ry,Ry) — WS (Ry,R,). (112)

The pair correlation function &; has accordingly been split
into two parts: the function s;* of the dresses and the part
—ﬁw that contains the screened Coulomb interaction. As we
will see, the electrostatic term Wy determines the decay behavior
of pair correlation function #; in terms of Yukawa functions.
More precisely, in the overwhelming number of cases

(i) the term —pw in eqn (112) gives rise to all contributions
to h; (and thereby to —fwy) that decays exponentially like a
monotonic Yukawa function e”*/r or an oscillatory one e™**"
cos(agr + 3)/r [with ap = R(a) and az = I(a), the imaginary
part] and

(ii) the decay parameter a of each such contribution satisfies
é(ia) = 0, which means that a is a solution to the general
eqn (78) for «, so a is a screening parameter. This implies that
hy; has the same set of screening parameters as ¢cou*(r) and that
the various a are equal to «, k' etc. in eqn (86).

This journal is © The Royal Society of Chemistry 2019

View Article Online

Soft Matter

Thus, for each Yukawa term in eqn (86) there is a corres-
ponding contribution in /; with the same screening parameters
(but with different prefactor and phase shift, if any). The first
term in eqn (112), the function &;*, also has contributions that
decay like Yukawa functions (with other values of the decay
parameters), but as shown below they do not give any contri-
bution to &; (apart from some rare exceptions to be described
later). Thus, the screened Coulomb potential and the pair
correlation function normally have the same decay modes,
each mode having its own values of the screening parameter,
dielectric factor, effective relative dielectric permittivity and
effective charges.

As we have seen, a contribution that decays like a monotonic
or oscillatory Yukawa function corresponds to a simple pole in
complex k-space. Let us therefore investigate the functions in
Fourier space. Since the pair correlation function #;(R;,R,) in
the bulk phase depends on the separation vector r;, = r, — r; we
can write 71;(R;,R,) = h(r12,01,0,), s0 in Fourier space we obtain
from eqn (103) and (112)

= ﬁij*(k, wi, w2)~
7 (K, 01)beou () (k)
&(k) ’

hij(k, o1, @)

(113)

where we have used eqn (64). For spherical particles this
equation reduces to

~ 5% (k) o *(k
iy P W;(okul)( )pj (k)

i (k) (114)
These two results, which we have obtained here by physical
reasoning, are key equations in DMT and DIT, respectively, that
have been derived earlier*"**>*? from the Ornstein-Zernike (0Z)
equation. The entire theory of the present work, including the
concept of dressed particles, can be formulated in terms of
direct correlation functions, but in this work this has been
avoided because the theory is then more accessible for a wider
readership.

An important result of the current work is that the coupling
between fluctuations in charge density and in number density,
which normally takes place, makes all poles of fz,-j to be given by
the zeros of &(k), whereby they coincide with the poles of
$00u1*(k)- This follows from the fact, shown in Appendix C,
that ﬁij and h~,f‘ cannot have poles for the same k values (apart
from a few exceptional cases that will be treated in Section 4.2).
This result is a consequence of the fact that each pole of h X is
cancelled by a corresponding pole in the last term in eqn (113),
as shown explicitly in Appendix C. For binary simple electro-
lytes this cancellation in eqn (114) has previously been found.?®
Since p;* and p;* are given by linear combinations of hy*, their
poles are also poles of ﬁ,-j* and cannot coincide with any pole of
hy;. Therefore, all poles of the rhs of eqn (113) [for spherical ions
eqn (114)] originate from the zeros of &(k) in the denominator
and the assertions in (i) and (ii) above follow. The dielectric
function &(k) is also a linear combination of ﬁy»* since p/* in
eqn (50) is such a linear combination. The poles and zeros of
&(k) occur, of course, for different k values.
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For spherical particles, these results and eqn (114) imply
that [c¢f eqn (92)]

ﬁ |:q?ff(x)q;ff(K)e_”"‘2 q?ff(lc')qfff(lc’)e_” 2

hyj(ri2) ~

a dmeg é”'frf(lc)rlz (S”frf(lc/)rlz

qle_ff (IC//)q;ff(K//)e—K”rlz

+ other terms
g}fff(}c”)l‘u

(115)

in the limit r;, — oo. The “other terms” in this equation are
additional Yukawa function terms with different x values
(shorter decay lengths) that are solutions to eqn (78) and
functions with different functional dependences of ry, that
normally decay faster than the leading term. The latter kind
of functions always arises for reasons explained at the end of
the current section.

For nonspherical particles, an expression for Z;(r;2,m1,0,)
analogous to that in eqn (115) applies when 1, — o

B .

hij(ri2, 1, 02) ~ — o [Q?ﬂ‘(fu, o1, 1) Q" (—F12, 2, 1).

—Kr
e 12

X ——t ...
éa?ff(K)rlz

+ other terms,

(116)

where we have only shown the first term for «, = k, ¥’ and «”
[¢f eqn (93)]. Note that the vectors &y, in Q" and —t,, in
fof point towards the center of the other particle along the
connecting line. As noted in Section 3.2.4, for these kinds of
systems, each Yukawa function term is always accompanied by
terms that decay as e "/’ with [ = 2, 3,... They are included in
“other terms” together with additional terms that will be
discussed at the end of this section.

When «k is complex, the x and x’ terms combine and form an
oscillatory term [¢f eqn (87)]. By writing Qff(f,w,x) =
| Q5 (#,,1)| e ) with a real-valued 7, for I = i, j, we then
have for r;, » o

B ff yetr| €12
hij(ri2,01,02) ~ —=— )Q9 O o
il ) 2meg 171 {cgf“(,{”m
X cos[mrlg —3¢+7; +y,-] +...| + other terms,
(117)

where y; = yi(R12,01,k), 7j = 7j(—F12,02,k) and where we likewise
have suppressed the arguments of Q" and Qf". Both 7, and
|O5™| depend on orientation. This kind of oscillatory term is, of
course, formed from any pair of complex conjugate screening
parameters &, that are solutions to eqn (78), say, x, and «,4| =K.

As noted in Section 3.2.4, the theory is valid for particles of
any size and shape. Therefore results in eqn (116) and (117) are
applicable for the correlations between, for example, a macro-
particle and an ion. Thereby the potential of mean force acting
on the ion as a function of distance from the macroparticle
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decays as w; ~ —p'hy;. Likewise, the results can be applied for
the interaction between two macroparticles, for example, the
surface forces between two macroscopic surfaces,?*® which
hence have the decay modes that are determined by the bulk
electrolyte that the fluid phase between the surfaces is in
equilibrium with.

The density-density, charge-charge, density-charge correla-
tion functions, Hyn(r), Hoq(r) and Hyq(r) defined in Appendix B,
have the same poles in Fourier space as fz,j, which are in general
determined by the zeros of §(k). This can be realized as follows.
Hyn(k), given in Appendix B, eqn (138), is a linear combination
of h~i]"

I:INN (k) = n]t:)ot + Z n?nfjdwldwzl;,, (kf{, wi, (/\)2)7 (118)
ij

so it cannot have any other poles than those of 7;. By inserting
eqn (66) into Hoo(k) given in eqn (136) and Hyq(k) given in
eqn (140) we obtain

qe2 Z n? <&,~(ka1, )p/ (kk, a))>w
g(k)

Hoo(k) = (119)

e Z ”zb<ﬁi* (kﬁ, wl)>wl
&(k)

Hyo(k) = (120)
and we see that the zeros of (k) are poles of these functions.
Thus Hyn(7), Hqo(r), Hno(7), Ry wii and ¢eou*(r) have the same
screening parameters, apart from in the exceptional cases
mentioned earlier. They will be treated in the next section.

As mentioned earlier there always exist terms in eqn (115)
that have a different » dependence than Yukawa functions.
They appear because when £;(r) and therefore wy(r) contain a
term that decays as e”"'/r with real «, it follows from eqn (105)
that hy(r) contains terms that decay as [e”""/r]?, [e™/r]’ etc.
and that this also applies to wy(r). These higher order terms
that appear because the system is intrinsically nonlinear have
decay lengths (2x)", (3x)™" etc. so they decay faster than the
“original” Yukawa function term, with the same «x, that has
generated them. || | Therefore they give important contributions
mainly for small r. For large r some of them can, however,
dominate over Yukawa function terms with larger x values in
eqn (115), for example the term with e "/r provided ' > 2k.
There also exist terms that decay as {(r)[e ""/r], where {(r) is a
slowly varying function and ! > 2.*' Furthermore, there are
cross-terms from two or more Yukawa functions with different
decay lengths. All these higher order terms are included in
“other terms” in eqn (115) and it is not worthwhile to consider
more than the leading ones individually and explicitly. For
complex-valued x, similar conclusions are valid for exponen-
tially decaying oscillatory terms and the same applies in
eqn (116) for nonspherical particles.

|l The higher order terms give singularities in complex Fourier space that are
different from simple poles, for instance e *'/r” gives a logarithmic branch point
at k = 2ik.
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All of these contributions are generated by the set of
fundamental decay modes with screening parameters x, that
are solutions to the general eqn (78) for k and, equivalently,
solutions to &(ix,) = 0 and to eqn (97). Thus, the decay behaviors
of both the screened electrostatic potential and the correlation
functions originate from fundamental decay modes.

In cases where the non-electrostatic pair interactions u;(r)
do not have a short range (contrary to our assumptions earlier),
but instead have a power law decay like the r ¢ dispersion
interactions, the functions h(r), wy(r) and ¢cow*(r) ultimately
decay like a power law when r — 00.>> These functions still
have Yukawa function terms*** that are given by the present
formalism and the power law terms are included in ‘“other
terms” in the various equations. The Yukawa terms can give
dominant contributions for short to intermediate r values, but
they can never dominate for very large r because they decay
faster than any power law. In many cases the Yukawa function
terms have a dominant influence in 4;(r) for most r. This is, for
example, seen in the simulation results by Keblinski et al.**
mentioned in the Introduction for the realistic model for NaCl
that includes dispersion interactions. Their calculations show
that the monotonic and oscillatory Yukawa function terms give
the dominant contributions.

4.2 Exceptions; charge-inversion invariant systems

Let us now turn to the exceptional cases, that is, cases where ﬁij
and ﬁ,»j* can have poles for the same & values and where Yukawa
function contributions to %; therefore originate both from the
last term in eqn (113) and from fz,-j*. As shown in Appendix D of
ref. 29 this can occur for most systems at exceptional points in the
system’s parameter space (for instance a critical point).7++ This
will not be dealt with any further because the systems behave in
the way we have just described for all other parameter values.
The other exceptional case is a category of systems where
fz,'j*, in contrast to the main case, always gives Yukawa function
contributions to #;;, namely model systems that are invariant
when we invert the sign of all charges of the particles. Such
systems, which we will call charge-inversion invariant systems,
remain exactly the same when one does such a charge inver-
sion, whereby the internal charge distribution ¢,(r|R,) for each
particle changes to —a(r|R,) (positive regions become negative
and vice versa without change in the absolute value of ¢; for
each r). This means, for example, that the anions become
cations and vice versa during charge inversion. For an invariant
system, for each cation species there must exist an anion
species that is identical in all respects apart from the sign of
o,(t|R;), like the same size, same shape and same nonelectro-
static interactions with other particles, and have the same
number density. Examples of such systems include the
restricted primitive model, where the anions and cations of

*** At least for low ionic densities, the leading term Yukawa function term in the
presence of dispersion interactions is oscillatory with a wavelength that is much
larger than the decay length,* so in practice it appears like monotonic Yukawa
functions.

+11 A full treatment of the theory that uses and generalizes the approach in
Appendix D of ref. 29 will be published in a separate paper.
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the same absolute valency are charged hard spheres of equal
size. As soon as there is any difference, however small, between
anions and cations apart from the sign of their charges, the
main result applies, so all Yukawa function terms in &; origi-
nate from the last term in eqn (113) and all poles of ; arises
from the zeros of &(k). For charge-inversion invariant electrolyte
systems, all electroneutral species present must also satisfy
invariance conditions. Examples include electrolyte models
with explicit solvent where the solvent molecules turn into
themselves during a charge inversion, for instance spherical
particles with a dipole at the center.

The reason why charge-inversion invariant systems are excep-
tions is that the extreme symmetry forces the density-charge
correlation function Hyq(r) to be identically zero, so fluctuations
in charge density and in number density are uncoupled from each
other. It is simple to realize that Hyq(r) must be identically equal
to zero in such systems. Suppose that Hyq(7) is, say, positive for a
certain r value and we invert all charges in the system, Hyq(7)
would become negative but since the system is charge-inversion
invariant Hyq(r) must remain the same, which implies that Hyq(r)
must be zero. Alternatively, this can be realized when we consider
correlations between fluctuations in density and fluctuations in
charge at two points separated by distance r, because for a given
fluctuation in density, the probability for positive and negative
fluctuations in charge must be equal, so the fluctuations will
average to zero. Mathematically, the fact that Hyq(r) = 0 can be
realized from the rhs of the definition of Hyq(r) in Appendix B
[eqn (139)]. For each positive contribution on the rhs there must
exist an equally large negative contribution due to the charge-
inversion invariance. This can likewise be realized from eqn (140).
Exactly the same argument applies to eqn (120) because during a
charge inversion p*(k,w,) for each particle changes to —p*(k,w,),
so we must have

(121)

S [0 k) =0
i
and hence Hyq(k)=0.

Let us now consider the density-density correlation function
for charge-inversion invariant systems. By inserting %; from
eqn (113) into eqn (118) we see that the contribution from the
last terms in eqn (113) cancels identically in Axx(k) because of
eqn (121). Therefore we have

y b b b/ 7 % (1]
HnN (k) = ngy + Z”i n; <h,;,~ (kk, o, w2)> ;
i

1,02

(122)

so the poles of Hyx(k) must be poles of A;*. Eqn (119) for Hoq(k)
remains, however, valid and the poles of Hqq(k) are hence given
by the zeros of (k) also in the present case. Thus there are two
different sets of poles that are relevant, the poles of Hqq(k)
[zeros of &(k)] and those of Hyy(k). The poles of the pair
correlation function fz,'j belong to both sets, but as we will see
they enter in £, in different manners.

Consider two species of ions that swap their identities as
anions and cations during a charge inversion. Let us call them
A" and A7, so we have 6,.(r|Ry) = —0,(r|Ry). The common
notation A indicates that they are identical apart from the sign
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of their internal charge distributions. We likewise consider two
other species of ions B and B~ with og:(t|R;) = —g5(r|R,). They
are also identical to each other apart from the sign of ¢;. The
charge-inversion invariance implies that we have the symmetry

hata+r = ha-a-
hB*B* = hB*B*

hA+B+ = 17B+A+ = hA*B* = hB*A*
hA*B* = hB*A* = hA*B* = hB*A*

(we also have hp+p- = hy-p+ and hgwp- = hp-p+, as always). The
first two lines are special cases of the last two (with A = B), so in
the following we will only deal with the latter. The same
symmetry relationships are valid for A;*. In the presence of
more than four species of ions the corresponding relationships
are valid for A, B, C, D, etc.

We now define A ap(r,w1,05), hp a(r,w1,0,) and the corres-
ponding A#* functions from

hS‘AB = hp+p+ + ha+p- hS‘AB* = /’lA+B+* + hA*B**

hDAB = hA+B+ — hA*B* hD,AB* = /1A+B+* — hAJrB—*7

(S stands for sum and D for difference) so we have

1
hA+B+ = hB*A‘ = ha-g- = hp-a- = E[hS’AB + hDAB]
(123)

ha+p- = hp-a+ = ha-p+ = hp+a- = E[hS,AB — hp as]

and likewise for ;. Note that + sign on the rhs of eqn (123)
applies to ions with equal sign of their charges (like A'B*) and
— sign applies to ions with different signs (like A'B~). One can
also define S and D functions for the electroneutral particles
(like solvent molecules) in charge-invariant systems, but we will
not enter into any details here.}i#

Due to the charge-inversion invariance we have pj* =
—pa_* = pa*, which defines p,*, and likewise for pg*. Therefore

we have from eqn (113)
]’;s,AB(kythUz) = ﬁs,AB*(kywhwz) (124)

hpap(k, 01,@2) = hp ap* (K, ©1,2)

_ ZﬁﬁA* (k7 w1 )&Coul(k)pB*(fk’ wz)
#(k) '

(125)

Analogously to the arguments about the poles of 7;* and 7y,
it follows that ﬁD,AB* cannot have poles common to ﬁD,AB So
the poles of A, ap are due to the zeros of &(k) [possibly apart
from exceptional points in the system’s parameter space]. The
functions /s ap and Zp 4p have different decay parameters; the
poles of fzs,AB belong to one of the sets mentioned earlier
[the poles of Hxn(k)] and those of fij s belong to the other
set [the poles of Hqg(k)]. Thus only A, o has the same screen-
ing parameters as ¢cou*(r) and hp ap/2 decays analogously to

i1t The details will be published elsewhere.
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the rhs of eqn (115)-(117). The contribution from #pap in
eqn (123) appears with a plus sign for ions of the same sign
of charge and with a minus sign for ions of opposite sign. The
function Agp (with different decay parameters than 7 ap)
appears with a plus sign in eqn (123) for all ions irrespectively
of their signs of charge.

In fact, Hyn(7) is a linear combination of the S-functions and
Hqq(r) is a linear combination of the D-functions (including
those for any electroneutral particles, if present). Furthermore,
the total particle density Z g,-,-nj‘? around each of the particles in

J

charge-inversion invariant systems is determined by S-functions
and the total charge density p{°* is determined by D-functions,
so these two entities have different decay parameters.

All these facts are well-known for the restricted primitive
model where there are only two species A" and A™ in a dielectric
continuum solvent, but the new findings here are that this
applies in general for charge-inversion invariant systems with
any number of components including solvent molecules and
other electroneutral particles. All particles can have any shape,
size, internal charge density and nonelectrostatic interactions
subject to the conditions of charge-inversion invariance.

In the RPM, where have 7y (r) = hpipe(r) =

1
E[hS.,AA(V) + hpaa(r)], it can happen that hgaa(r) has a longer

we

], 19:20,39

decay length than 7 4a(r) when the ion density is hig
Then, the tail of 4,(r) for large r has the same sign irrespective
of the signs of the i and j-ions. This has been denoted as “core
dominance,”*® because ks 45(r) is decoupled from electrostatics
and is mainly determined by the hard core packing of the ions.
For low ion densities, where hpaa(r) has the longest decay
length, the tails of 4,.(r) and A, (r) have different signs and
there is ‘“‘electrostatic dominance.” Such strict distinction
between core dominance and electrostatic dominance exists
only in charge-inversion invariant systems.

It is interesting to consider systems that are close to being
charge-inversion invariant. This is the case, for example, in the
primitive model of binary symmetric electrolyte solutions when
anions and cations have equal absolute valency but differ
slightly in size. Then, there is no longer a decoupling between
electrostatic and nonelectrostatic correlations, so there is electro-
static coupling in the decay modes where hard core packing of the
ions dominates and vice versa. Systems close to charge-inversion
invariance also occur in more realistic models of symmetric
electrolytes where the anions and cations have nearly the
same nonelectrostatic pair interactions with their own species
u(r) ~ u2 (r), as in the model for NaCl mentioned in the
Introduction. Another example is a model with explicit solvent
where anions and cations are identical apart from their signs but
the solvent molecules are modeled as spheres with a radially
aligned dipole that lies somewhat off-center.

For these systems all poles of ﬁij are given by the zeros of &(k),
while for charge-inversion invariant systems the decay para-
meter values of %; belong, as we have seen, to two distinct sets:
those that are due to poles of h~,'j*‘ and those that are due to zeros
of &(k). Since the two kinds of systems differ very little from each

This journal is © The Royal Society of Chemistry 2019
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other, their decay parameters must be closely related and vary
continuously when one changes a system from being nearly
charge-inversion invariant to being invariant or vice versa. This
must apply not only for the decay parameters that are given
by zeros of &(k) all the time, but also for those that initially are
due to such zeros and then, for the invariant system, belong to
the set that are due to poles of A;* but not zeros of &(k).
In Appendix C it is shown why and how this happens. One
can visualize the findings by following the “trajectories” of the
poles of ﬁij and ﬁij" as functions of the system parameters like
ion sizes etc. For a system that is nearly charge-inversion
invariant, it is found in the appendix that there exist one set
of poles of f; [zeros of (k)] where each pole is close to a pole of
hy* and where the trajectories of the poles of /; and A;* cross
each other at the point where the system become invariant.
At the crossing point the pole of ﬁy ceases to be a zero of &(k)
and becomes instead a pole of both hy* and h The second set
of poles of hy do not have such crossings and these poles
remain zeros of &(k) throughout. These two sets correspond to
the sets for the invariant system introduced above.

More precisely, it is shown in the appendix that there exist
zeros of £(k) for the nearly invariant system that lie close to the
poles of fzij" for the same system. The latter are not poles of
ﬁ,'j while the zeros of &(k) are such poles. Each of these zeros
moves continuously with the system parameters so that when
the system is turned into a charge-inversion invariant one,
it merges with the corresponding pole of h~lj" and ceases to be
a zero of (k) but remains as a pole of /.

4.3 The decay of Hqq(r), Hun(r) and Hyo(7)

Let us now return to the general case of systems without charge-
inversion symmetry, which is the normal, realistic case since
anions and cations virtually always differ by much more than
the sign of their charge and since the positive and negative
parts of the solvent molecules normally differ a lot apart from
the sign of the charge.

Let us consider cases where the leading term in %; is given
by the monotonic Yukawa term shown explicitly in eqn (116).
This term originates from the last term in eqn (113) evaluated
at the leading zero of (k), i.e., k = ik and we assume that « is
real. We will investigate the leading term when r — oo for
Hyn(1), Hqq(r) and Hyq(7), respectively. The decay length is 1/x
for all three functions and we will find that the magnitudes of
the leading term of these functions are interdependent via
common prefactors, which can be obtained from the effective
multipole charges QST. We will also show that the intimate
relationship between the screening parameter x and Q§" found
in Section 3.2.4 has direct consequences for the relative impor-
tance of the different correlation functions.

These results can be obtained from eqn (118)-(120) together
with eqn (116) and we obtain for r - o

ek

2
)~ 4t
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where the coefficient is independent of ¥ due to the average
over the orientations,

KZGH»I
Hoq(r) ~ = ge 22 —k, 0,1k) 05" (k, 0 ’K)>”m
2 A—KTF
H eff ) K e.
Nl Z (07 090) s g o

where we can select k = £ [¢f. eqn (94) and (96)] and where Q; is
defined in eqn (98). The Yukawa function factor arises from
1/&(k) = Kerdpcou*(k) evaluated in r space. By defining the
average entities

ON (k) = Y (O 0,1)), = > x20)"
05 (]) = ="' 3o (@ k0O (ko)) (1)
_ K2 ﬂn?otqe -
= o [Pt
b _

where x? = n?/n2, is the mole fraction of species i and where we
have used eqn (97) to obtain the last equality, we can write
these equations as

Hxn(r) off p—
("5’7 ﬂ[QN( )] Um0l () (127)
HQQ( ) off 2 e KT
oy~ O] o
Hnolr) ) ~eff eff e
() POV WG Gy 29

when r — 0. While Qfff is simply the average over all particles of
the orientation independent part of Q§" [eqn (95)], Q%' contains a
weighing with respect to Q; that depends on the bare charge
density o; of the particles [see eqn (98)].

Hyn(7r), Hng(r) and Hoq(r) have the same decay length, but
depending on the values of the system parameters the leading
term of Hqq(r) can be larger than that of Hyn(r) or vice versa.
Since k? = PnpngcQ&(i)/eo, the decay length 1/x is directly
linked to the magnitude of Hqq(r), while the magnitude of
Hyn(r) does not have such a direct link. For a situation with
long-range density-density correlations, the screening para-
meter x is small and the charge-charge correlations must
be small and become even smaller when the decay length
increases. This is, for example, relevant when a critical point
is approached, whereby the charge-charge correlations become
less and less significant although they have the same decay
length as the density-density correlations. In the present
analysis we do, however, avoid the immediate neighborhood
of critical points, where other considerations have to be made.
We may, however, note that in the limit of 1/x — oo the charge-
charge correlations vanish as they must do.
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For charge-inversion invariant systems Qff" = 0 and Hyq(r) = 0,
while the decay of Hyn(r) can be obtained from

H, 503
NN(’;) = b(r) + let')xjt'%h!'f*(r’ CU|7(,02)>w 0]
(n{’ot) Mot i v

as follows from eqn (122). Hqq(), on the other hand, is given by
the same expression as in the main case, eqn (128). In this case
the behaviors of Hyn(r) and Hqq(r) are independent of each
other and the decay length of Hqggo(r) remains finite even
in situations where the decay length of Hyx(r) becomes very
large. This constitutes a considerable difference compared to
the general case.

Returning to the general case, the conclusions above expressed
in eqn (127)-(129) are valid for the leading term in Hyn(r), Hno(r)
and Hqq(r) when « is real. Analogous conclusions are valid for the
Yukawa terms with other x, values in these correlation functions,
so similar relationships to these equation are valid for all decay
modes (including the oscillatory case where there is also a cosine
factor). The relative magnitudes of |Q§| and |Q§'| varies for the
different modes, so the contributions with some decay lengths
may have |QF'| > |Q| while the reverse can be true for those
with other decay lengths. In this regard it is particularly
illustrative to consider systems that are close to being charge-
inversion invariant, but let us start with the corresponding
invariant systems.

For charge-inversion invariant systems we have seen that
there are two distinct sets of poles for ﬁij: the poles of Hyn(k)
[poles of &;*] and those of Hoq(k) [zeros of &(k)]. This implies
that the Yukawa function terms in Hyn(r) and Hqgo(r) have
distinct decay parameter values; a Yukawa term that is present
in Hyn(r) is absent in Hqq(r) and vice versa. A system that is
close to being charge-inversion invariant has, however, all such
terms present in both Hyn(r) and Hqq(r). These two functions
then have the same decay parameters and, as we saw at the end
of Section 4.2, when one breaks the charge-inversion invariance
all decay parameters vary continuously with the system para-
meters. We also saw that the two sets of poles for ﬁy- remain
in the sense that each pole in one set is close to a pole of 7;*
(and merge with it for the invariant system) and the other set
consists of poles that do not behave in this manner and are
poles of &(k) throughout. For continuity reasons, the magni-
tudes of the Yukawa terms in Hqq(r) with decay parameters in
the first set must be close to zero (they are exactly zero for the
invariant system), while the magnitudes of the terms in Hyn(7)
belonging to the second set must be close to zero for the same
reason. Thus |Q5| > |Q| for the first set and |Q§| « |Q&
for the second. This is the situation for the NaCl system men-
tioned in the Introduction.

Finally, we will turn to dilute electrolyte solutions with
molecular solvent. The leading term in %; for large distances
then has a decay parameter x that approaches the Debye
parameter xp, at high dilution, as we saw in eqn (85). In a dilute
solution where « is small we have Q{™(x) ~ g; which implies that
nO5f(x) is very small because 3" n°0% (k) & 3= nPg; = 0 due

i icions
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to electroneutrality (gsowent = O since the solvent molecules are
uncharged). Thus, the leading term in Hyn(r), which is propor-
tional to [y Q5 ()], is very small. Hoo() is much larger because
its coefficient is proportional to the square of

0,00 (1) = ¢ Y n(0i(—k, 0,x) O (k, 0, 1)),

1
~ Y 4l /ge

icions

where all terms in the sum are positive.

As in other systems, there exist other decay modes with
terms of different decay lengths in the correlation functions, for
example contributions where the density-density fluctuations
of the solvent are prominent. In contrast to the very small terms
in Hnn(r) with decay length 1/xk that we investigated above,
these contributions to Hyn(7) are accordingly substantial.
Such solvent-dominated contributions are given by Yukawa
functions with screening parameters x, that satisfy eqn (78)
and each mode yields terms in Hyn(r), Hnol(r) and Hqq(r) with
the same decay length. As we saw from the examples in the
Introduction, for dilute electrolyte solutions at least one pair of
these screening parameters is complex-valued and gives rise
to an oscillatory component of the correlation functions that
reflects the structure of the molecular solvent.

In the limit of zero electrolyte concentration, the screened
Coulomb potential decays as ¢gou*(r) ~ 1/(4meper) which
originates from the leading term e ""/(4meoé<™(k)r) when
Kk — 0. However, the solvent-dominated decay modes make
¢Pcour*(r) oscillatory for small to intermediate r values as dis-
cussed in more detail for aqueous systems in ref. 29. These
oscillations dominate in ¢cou*(r) for pure water up to quite
large r values where 1/r tail eventually takes over.

At higher concentrations of electrolyte, one cannot clearly
distinguish between contributions to the correlation functions
that are solvent-dominated and those that are electrolyte-
dominated because there is an intricate coupling between the
different constituents of the solution. In all cases there are
several decay modes with different screening parameters that
are simultaneously present.

5 Summary and concluding remarks

In this section we will give an overview of the key results and
also give some perspectives on their usage in experimental and
theoretical investigations.

Perhaps the most important finding in this work is the fact
that all decay modes in electrolytes, with the exception of
charge-inversion invariant electrolyte systems, are governed
by the dielectric response and that the decay lengths hence
are determined by the parameters x, that are solutions to
eqn (5), which are the screening parameters for the electrostatic
potential. Accordingly, all decay modes of the pair potential of
mean force w; for the particles are the same as for the screened
Coulomb potential ¢cou*(r); the latter modes are shown expli-
citly in eqn (86). This applies for both the monotonic and the

This journal is © The Royal Society of Chemistry 2019
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oscillatory exponential modes, including those that are domi-
nated by ‘“packing” of molecules in dense liquids. It also
applies to the long-range monotonic modes at high ionic
densities and the long-range density-density correlations on
approach of criticality (but not at the critical point itself).
All these facts are a consequence of the coupling between
fluctuations in charge density and fluctuations in number
density.

Another very significant result is that each decay mode has
its own value of the effective relative dielectric permittivity
&%(x,), which determines the magnitude of the mode’s con-
tribution to ¢eou*(r) [eqn (86)] and, for oscillatory modes,
determines also the phase. £¢(k,) is the physical entity for
electrostatic interactions in electrolytes that corresponds to
the dielectric constant ¢, for pure polar fluids and other non-
electrolytes. In contrast to ¢, it is not given by the infinite
wavelength dielectric response (k — o0) and does not solely
contain the dipolar orientational dielectric polarization.
As discussed in more detail in ref. 31, the values of the effective
dielectric permittivities result from all kinds of polarizations:
orientational polarizations (dipolar, quadrupolar, octupolar
etc.) and from changes in ion distributions, including transient
aggregate formations like ion pairing. The value of &(x,)
reflects the polarization response of the electrolyte to an
exponentially decaying disturbance with decay parameter «x,.

Furthermore, the dielectric factor &,*(ic,) that appears in the
expression for the screening parameter «,, eqn (5), has different
values for the various modes. As we have seen, &,*(k,) replaces
the dielectric constant ¢, that appears in the expression for the
Debye parameter kp, [eqn (1)]. It is not correct to use a dielectric
permittivity obtained from the dielectric polarization response
at infinite wavelength instead of &¢™(x,) and &:*(x,), except
possibly as an approximation for modes with long decay
lengths. Thus, when «, is not close to zero, one cannot use
experimental ‘“‘dielectric constants” for electrolytes evaluated
macroscopically at £ = 0 from measurements at low frequencies.
Furthermore, theoretical estimates of such dielectric constants
based on dipolar polarizations including the effect of ions on
dipolar orientations are clearly inadequate, since they leave out
the polarization from changes in ion distributions and multi-
pole orientations.

It is shown in Section 4.1 that the decay modes of h; and w;;
are determined by the screened electrostatic pair interaction
wgl, which is a part of w;;. The entity wgl is equal to the electro-
static interaction energy of the dressed particles of species i and
J (with charge densities p;* and p;*) as mediated by the screened
Coulomb potential ¢pcou*(r) [eqn (103) and (104)], that is, w§ =
pi* ® Pcow* ® p*, where ® denotes a convolution integral.
Alternatively this can be expressed as follows: wgl is equal to the
interaction energy between the mean electrostatic potential ; due
to the particle of species i and the charge distribution p* of a
dressed particle of species j (or vice versa). Thereby we have used the
fact that y; = p* ® ¢cour™, that is, y; is obtained via Coulomb’s law
for the screened potential, eqn (60), where p/* is the source for ;.

The screened Coulomb potential ¢pcou*(7) is @ Green’s func-
tion that describes the spatial propagation of electrostatic

This journal is © The Royal Society of Chemistry 2019
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interactions in electrolytes. It is closely related to the dielectric
function &(k); in Fourier space we have d;CDul"(k) = d;cOul(k)/é(k),
where (/;Coul(k) =1/(gok?) is the Fourier transform of the ordinary
unscreened Coulomb potential ¢cou(r). The decay modes of
$cou*(r) are given by the poles of deou*(k) in complex k-space,
i.e., the zeros of k), whereby the screening parameter
satisfies &(ix) = 0, where the imaginary unit i appears because
the dielectric response is evaluated for an exponentially decay-
ing field. The condition &(ix) = 0 is equivalent to the general
exact equation for the screening parameter, eqn (5).

In analyses of experimental measurements of interparticle
interactions in electrolytes, including surface force measurements,
it is important to realize the existence of the various decay modes
with different values of the screening parameter «,. It is therefore
suitable to analyze the data using several decay modes with various
decay lengths and, when appropriate, wavelengths. Thereby, the
various modes may dominate in different distance intervals.

In both experimental and theoretical work, one can make
curve fits to force curves and similar data plots on a log scale in
order to find the decay lengths and the wavelengths. In cases
where the decay modes have quite different decay lengths, it
should be feasible to identify the modes, but if, say, two modes
have nearly the same decay lengths, it is in general difficult to
distinguish them. It can also be difficult to know if one has
determined the functions for sufficiently large distances so the
results cover the ultimate decay where the mode with the
largest decay length dominates. Furthermore, if the magnitude
of a mode is small it may not be possible to detect it.

In theoretical work, including simulations, one should, if
practically feasible, solve eqn (5) for the decay parameter or the
equivalent equation &(ix) = 0 in order to determine the various
K,. One can then also determine modes that are difficult to
detect by fitting. For spherical ions, eqn (99) is an option. The
solutions should then be compared with the decay parameters
obtained by fitting. Thereby, one has two independent ways to
determine the decay modes. Ref. 18 gives examples of how this
can be done in practice in simulations of electrolytes with
spherical ions.

For binary electrolytes, in particular, it can be useful to
plot k,/kp as a function of, for example, temperature or
concentration since this ratio has a simple relationship to g;*
and &,*(k,), see eqn (81). For spherical ions there is also a
simple relationship to the effective ionic charges, see eqn (100).

A central theme of the present work is the demonstration of
the fact that when one deals with the screened electrostatic
interactions in electrolytes, it is appropriate and often advanta-
geous to use the concept of a dressed particle instead of the
entity composed of the particle together with the entire ion/
solvent cloud that surrounds it. This cloud consists of the
charge distribution p; due to excess ions and solvent molecules
close to the particle, including the effects of their orientational
ordering due to interactions. A dressed particle is the particle
together with its dress, which has a charge distribution p{™ that
is different from p;. The total charge density of the particle and its
surrounding cloud is pi** = g; + p; where o; is the internal charge
density of the particle. Likewise, we have p* = ¢; + pdress While the
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ion/solvent cloud p; is described by the pair distribution functions
g7 = hy + 1, the dress p{™* is described by the distribution
functions g;* = h;* + 1 that are related to the former by the simple
relationship g;* = g;; + ﬁwgl [eqn (112)]. The dressed particle charge
g/ that occurs in eqn (5) for the screening parameter is the total
charge of p/*.

The reason why it is appropriate to use dressed particles is
apparent already when considering the linear polarization
response of the bulk electrolyte due to a weak external electrostatic
potential 3P, as discussed in Section 2. This response can be
described microscopically from the point of view of the free energy
of interaction for each constituent particle in the fluid (ion, solvent
molecule or any other particle). The interactional free energy 6W;
for a particle of species i is simply equal to the electrostatic inter-
action energy 8W; = pi** ® 3P between 3% and p{** [eqn (16)
and (23)]. However, 3% is the potential from the external charges
in the absence of the electrolyte, while the total potential 3%,
which also includes the potential 3%P°' from the induced polariza-
tion charge density, is the actual potential in the presence of the
electrolyte. The latter gives the real situation for the particles in the
system and, as shown in Section 3, the free energy 6W; is equal to
the electrostatic interaction dW; = p* ® 3 between d¥ and p;*
[eqn (41)]. Thus, the use of dressed particles reflects the actual
conditions for the particles in the weakly polarized electrolyte.

The strong, nonlinear polarization in the immediate neigh-
borhood of the i-particle, which is due to the interactions
between the particle and its surroundings, is included in the
dress. The linear part of the electrostatic polarization due to the
particle, p!i, is included in p'° but not in p;*, and we have p{°t=
pi* + pi™ [eqn (44)]. The contribution from this linear part to the
potential of mean force dW; = p* ® 8V is instead included
in the factor 6% via the collective response to the external
potential from all particles in the electrolyte.

A similar decomposition in linear and nonlinear parts of the
electrostatic polarization due to a particle is done in the calculation
of ; via Coulomb’s law. The mean potential y; can be obtained
from p{* by using the usual unscreened Coulomb potential,
bcoul(r) = 1/(4meyr) in this law [eqn (38)]. As mentioned above,
exactly the same potential ; can alternatively be obtained from
o7 by using ¢pcou*(r) in Coulomb’s law [eqn (60)]. The difference is
that the linear part of the electrostatic polarization in the latter case
is included via ¢cou*(7), which contains an electrostatic linear
response via &(k), while in the former case the linear part is
included in p{°.

The decay modes of ; are always the same as those of
¢Pcou*(r). The magnitude of each of these decay modes of y; is
proportional to a kind of effective charge Qf" of the dressed
i-particle, which has different values for the different modes,
and inversely proportional to &< [eqn (93)]. The values of
Q¢ are determined by the projections of p* on the various
modes, which define Qf" for each mode [eqn (94)]. For the
oscillatory modes there is also a phase shift determined by p/*.
In this case, QST is complex-valued and its absolute value
gives the magnitude of the mode and its phase gives the phase
shift. It is clear that the concept of dressed particle has a
fundamental role since p;* directly determines the magnitudes
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and the phase shifts of the modes of ;. For a nonspherical
particle, the effective charge and the phase shift are direction
dependent quantities which reflect the anisotropy of the mean
potential ;. The former is therefore denoted as the “multipolar
effective charge” [Section 3.2.4].

The fundamental role of the dressed particles is further
accentuated from their appearance in wz-l as mentioned earlier
and the fact that wZ‘ in general determines all decay modes of
h; and wy;. The magnitude of each decay mode of A; and wy; is
proportional to the product fofQ]evH as evaluated for each mode
[eqn (116)]. For oscillatory modes the phase shift contains the
sum of the phases of Q" and Q¢ [eqn (117)].

The correlation functions Hyn(7), Hnol(7) and Hqg(r) have in
general the same set of decay modes as wgl and all three
functions therefore have the same decay lengths. Their magni-
tudes are proportional to a set of prefactors Qff' and Q' that
constitute averages of the effective charges of the particles in
the electrolyte [eqn (126)]. The modes of Hyn(r) are propor-
tional to (Qf)? those of Hyq(r) proportional to Q8Q§" and
those of Hqq(r) proportional to (Q%')* [eqn (127)-(129)].

For charge-inversion invariant systems, where Hyq(r) is
identically equal to zero, the decay modes of Hqq(r) are deter-
mined by wz-l, but those for Hyn(7) are different. The latter are
instead determined by the correlation functions A;* of the
dresses [eqn (122)], so the concept of dressed particles has in
this case yet another fundamental role. The decay modes of
Hyn(r) are here given by the poles of 7;*, which are different
from the poles of Peou*(k). Only in charge-inversion invariant
systems there is a strict distinction between “‘electrostatic domi-
nance” and so-called “core dominance” (in the latter, packing
effects dominate), for example in the restricted primitive model.*
The former kind of dominance occurs when Hqq(r) has the long-
est decay length and the latter when Hyy(7) has the longest one.

There exist electrolytes that are nearly charge-inversion invariant,
for example the NaCl system mentioned in the Introduction and
any binary system in the primitive model that have anions and
cations of the same valency but with slightly different sizes. For
such systems, the conclusions for the main case apply and #;,
Wi, Poou™(7), Han(r), Hqqlr) and Hyg(r) have the same set of
decay modes. In this case the poles of dcou*(k) [i.e., zeros of &(k)]
can be divided into two categories depending on what takes
place when the system is converted into one that is charge-
inversion invariant; in the given primitive model example this
happens when the ion sizes are made equal. Each pole in the
first category lies close to a pole of A;* and the two poles move
towards each other when the system is converted into an
invariant one. When the system becomes invariant the pole
of q’;COm*(k) vanishes. The decay mode remains but is instead
determined by the pole of h~,'j* for the invariant case. Each pole
of <[;COu1*(k) in the second set continues to be such a pole
throughout. For the decay modes given by first set of poles
|OR) > |0 and Q' becomes zero when the system becomes
charge-inversion invariant, while for the second set |Q8f| «
|Q8ﬁ| and Q% becomes zero for the invariant case. Thereby, the
various modes are smoothly changed when the electrolyte is
turned into a charge-inversion invariant one.
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Appendices

A Response due to variation in external electrostatic potential
for the nonspherical case

For an inhomogeneous fluid of nonspherical particles Yvon’s
first equation is

oni(Ry) = — pni(Ry) [SVi(R1)~

+ Z/: Jdth,»,-(Rl , Rz)n,-(Rz)Sv,-(Rz)}

and for a bulk fluid perturbed by the weak external potential
d;(R) = dv;(r,w) this becomes

on;(Ry) = —ﬁn}’

SVI‘(Rl) + Z ‘dth,-j(Rl,Rz)n}’Svj(Rz) .
Joe

When the external potential is solely due to the electrostatic
potential §%*(r) we have

(SV/'(Rz) = Jdr3a,-(r3|R2)6‘Pe’“(r3)
and hence we obtain

on;(Ry) = —ﬁnf’ Udr3 (a,-(rg\Rl)..

+ Z Jdth(j(Rl ) Rz)njba,(r3|R2)) B'PCXK(I'3):| .
(130)

We now introduce the charge density p,(r;|R;) at r; around a
particle with coordinates R, (i.e., it is located at r; and has
orientation w,)

prlR) = 3 [dRag (R, Rajnter ([ Re)
J
(131)
— ZJdRZIzU(Rl7R2)n_/l?q/(r3|R2),
J
where we have obtained the last

dezl’l o (l‘z‘Rz)

equality by using
Zn ¢; =0 that follows from electro-

neutrahty Note that jdwz [[dr20;(r23, 02)] = [dwag; = q;, where
0;(t23,05) = 0;(r3|12,0,) for given w, is a function of r,; only.

Thus we can write eqn (130) as

smi(R1) = = | [arle R0 + (e RO )|
— g {Jdr3p}°[(r3|R1)8 qﬁ“(n)} ,
where pi°* is the total charge density of the particle and its

surroundings. The change in charge density, 8p(r,) at a point r,,
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is hence given by

dp(ry) = ZJdeai(rde)Sni(Rl)

i

(132)
= — ﬁqeszrsHQQ(W)5 P (r3),

where Hqq is the charge-charge correlation function given in
eqn (134).

B The Hqq, Hyn and Hyg correlation functions

The charge-charge correlation function Hqq is defined as

HQQ(V|2) HQQ(rl,l'z 2ZJdR3n G,(l‘||Rz) (1’2|R3)

ZZJdR;dRm oi(r1[R3)/;(R3, Ry)nfo;(x2|Ry),

(133)

which can be written as

HQQ I'12 (134)

22 [nga, (r1|R3)p}* (r2|R3).

Hqq(ry,1,) describes the correlations in fluctuations in charge
densities at r; and at r,. The first term on the rhs of eqn (133)
originates from the self-correlations of the particles. Using the
notation introduced in eqn (47) we can write eqn (134) as

Hqq(rin) = ZZ Jdr3dw;o, 131, @3)p;" (132, 3)
(135)
1 \
= Pz:n}’Jdu(a,-(m,(u3)p§°t(r32, @3)),,
€ i -
and in Fourier space this is
- 1 N N 5 N
Hoq(k) = PZ ny (Gi(—kk, 3)p* (kk, 03)),, . (136)
€ i h

which is independent of k = k/k.
The density—-density correlation function Hyy is defined as

Han(r2) = Han(r, 1)

Zn?éw (ri2) + Z deldwznlt-’h,j(rlz, i, wz)n}-’,
i ij

(137)
where we have written 7;(Ry,Ry) = hy(ri2,01,0,). Hyn(712)

describes the correlations in fluctuations in total number
densities at r; and at r,. Its Fourier transform is

Hyn (k) = ny + > nPnb <ﬁi/(kf<, w1, w2)> (138)
i

1,02

where 10, =

Zn
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Finally, the density-charge correlation function Hyq = Hon
is defined as

1
Hno(r2) = Hno(ri,r2) = *Zjdwm}’ﬂi(l‘mwl)

€

1

+— Z del Jdrgdwgn?
€

x ht/(rl?awb013)71,[’0’;(1‘327603)

= —Zjdwﬂ”lb tot 1‘1270)1).
(139)

It describes the correlations in fluctuations in total number

density at r; and the charge density at r, and vice versa.

In Fourier space this is
FINQ

an<plot kk U)l)>

(140)

C Relationships between the poles of ﬁ,-j* and fzij

In this appendix we will investigate the relationships between
the poles of h~,'j and ﬁij". In particular we will show that each pole
of A;*(k) in eqn (113) is normally cancelled by a corresponding
pole in the last term of this equation. This implies that h and
hy* cannot have poles for the same k values (apart from some
exceptional cases treated in detail in Section 4.2). We will also
investigate some cases where poles of ﬁij* can influence where
the poles of fz,'j appear.

The existence of a simple pole for ﬁij* at k = +ix means that
hy* diverges like

ﬁii (iaﬁ, i, (1)2)

ﬁif*(kvwl’wz) ~ kz + 3(2

when k — 1o,

where Fij(kf(,wl,wz) is a function that is finite at k = £io. One can
show that Fy; factorizes§§§ at k =
[ =1,j is a function of orientation for a given o and k and where
K = K(v) is a constant, and we have

(K, o1, 0)t;(—
(k2 +o?)K

io as Fy = 11 /K, where 1; for

~ —k, ms, -
]7,']'*(](7001,602) = ( ) o) + h;}rESt(k,wl,wz),

(141)

§§§ The factorization is a consequence of a general result for matrices that turn
singular at some parameter value because the determinant becomes zero, which
in the present case occurs at k = +io. In the notation of Appendix D in ref. 29 the
matrix H*k) = {f;*(kw.,0,)} is the solution of the Ornstein-Zernike (OZ)
equation (N + NH*N) % (N~' — C¥) = 1, where C*(k) = {¢;*(k,w1,0,)} is the matrix
of the short-range part of the direct correlation function ¢;* = c; + fuf, N is the
diagonal matrix of the densities n? and 1 is the unit matrix (note that there is a
misprint in ref. 29 for the OZ equation). The inverse matrix (N~' — C*)™' =
Adj(N~" — C*)/D*, where Adj denotes the adjugate matrix and D* = Det(N " — C¥)
is the determinant, becomes singular because D* turns zero at k = +ia. The
adjugate matrix can in this situation be factorized at k = +ix in the manner
indicated. These and other matters regarding the direct correlation function
approach to the general exact theory will be dealt with in more detail in a
forthcoming publication by the author.
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where };jfjres‘ is a part of ﬁ,»j* that stays finite at k& = ix. This
means that this pole gives a term in %;* in ordinary space that
decays as

7;(F, w1, o) T (—F, W), o)e ™™

hi" (r, 01, w7) term: 4K (o)r

when r — 0.

The factorization in eqn (141) is crucial for the cancellation
of poles as we now will see. The Fourier transform of eqn (111)
is given by the first line in the following equation and by
inserting eqn (141) we obtain the second line

i)i*(k’ (,01) = &i(k» a)l) —+ Z Jda&n}’}ﬁl‘[]" (k7 w1, 0)2)6'_1‘(1(, wz)
J
. Ti(lszlva)E(lg O() ~xrest
- G,(k,@])+ (k2+062)K(OC) +p1 (k,(l)]),
(142)
where
E(k,0) = Z den}’r/(—ﬁ, ,0)6;(k, w) (143)

li

and p;/™" is the part of p* originating from lﬁi‘“t. E(k,o) does
not depend on the direction of k due to the averaging over .
The dielectric function (k) [given by eqn (50)] can be written as
the first line in the following equation and by inserting
eqn (142) we obtain the second line

#(k)

1+ﬁr7>c0ul<k>zjdwn i (k, )51k, )

1

(144)
E*(k, )
(k2 + 02)K ()

1+ ﬁ¢Coul (k) + éreSl(k)v
where £ is the part of &(k) originating from &; + pi™". Since
E(k,%)|s=i» is normally nonzero, the functions A;*, p* and &(k)
diverge when k — ix due to k&> + o® in the denominator. The
remaining terms in the expressions stay finite for k = io

We now insert eqn (142) and (144) into the last term in
eqn (113) and since p/*, p* and &(k) are dominated by the
diverging contributions for k values close to i«, it follows that
we have when k — io

Bo; (k, 1) Pou (k) (—k, 2)

&(k)

wi(k, w1, 0) E(k, %) -
(K + o?)K ()

t;(—k, 0, 0) E(k, )
¢Coul( ) (k2 T (ZZ)K((X)
~ Ez(k7 a)
ﬂ(bCoul(k)m

(K, o1, )7 (—
(k> 4+ o2)K

p

—K, w2, 1)
(@)

so on the rhs of eqn (113) this pole cancels the pole of h~,-j" given
by the first term on the rhs of eqn (141). This means that
provided E(k,») is nonzero, the only poles of the entire rhs of

This journal is © The Royal Society of Chemistry 2019
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eqn (113) are those that originate from the zeros of £(k) in the
denominator.

Charge-inversion invariant systems, which are treated in
Section 4.2, are, however, different. For such systems E(k,x) is
identically equal to zero because for each positive contribution
on the rhs of eqn (143) there is an equally large negative
contribution. Therefore, the pole of ﬁij" at k = io is not cancelled
in fz,-j. For other systems it may happen at exceptional points
in the system’s parameter space that E(k,o)|si, fortuitously
happens to be equal to zero, which means that the cancellation
may not take place at such points. Otherwise the cancellation
always occurs and the poles of fly» are given by the zeros of (k).

For systems that are close to being charge-inversion invariant,
E(k,) is small but nonzero. Such systems should have properties
that are very similar to the corresponding charge-inversion
invariant system. For the latter, it is shown in Section 4.2
that the decay parameter values of 4; belong to two groups:
those that are poles of ﬁ,j* and those that zeros of £(k). When
the system deviates only slightly from being charge-inversion
invariant and all poles of ﬁij are given by the zeros of £(k), the
former group must have turned into zeros of (k) because the
poles of h~,'j* are not poles of ﬁy This is indeed the case as we
now are going to see.

When E(k,) is small but nonzero and #;* has a pole at k = io,
the function fz,j does not have a pole there, but instead there is,
in fact, a pole of ﬁ,j close to this k value, that is, there exist a zero
of £(k) close to k = i«, say, at k = ix,. This can be realized as
follows. Since £(ix,) = 0 we obtain from eqn (144)

BE? (iry, o)

- g*'(ix,) = 0. 145
a0k, 2 (22 — 1,2)K (2) + &% (i) (145)
Provided that E(ix,,) # 0 we can write this as
. E2(ix,, o)
1 grest 2 _ . 2) ﬁ v 146
( + & (Uc,,)) (:x Ky ) —Sok,,zK(OC) , (146)

When E”(ix,,z) ~ 0 this equation has a solution «,, ~ F« with
the property x, - o when E(ix,,o) — 0. This is the solution
that we are looking for. Its existence can also be inferred
directly from eqn (145) because E*(ix,,o)/(«> — k,*) must remain
finite in this limit since £*°*(ix,) stays finite there. Likewise,
there exist solutions of £(k) = 0 that are connected in the same
manner to other poles of flij". The remaining solutions x,, of
eqn (146) are not interesting here because in the same limit
they go to the solutions of 1 + §*(ix,,) = 0, which is the same as
&(ix,/) = 0 as seen from eqn (144) with E(k,x) = 0. Thus they
belong to the second group mentioned above for charge-
inversion invariant systems (these solutions are poles of 7 ap
in eqn (125) and not poles of A;*).
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