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ructural and chemical features of
biological short hydrogen bonds†

Shengmin Zhou and Lu Wang *

The three-dimensional architecture of biomolecules often creates specialized structural elements, notably

short hydrogen bonds that have donor–acceptor separations below 2.7 Å. In this work, we statistically

analyze 1663 high-resolution biomolecular structures from the Protein Data Bank and demonstrate that

short hydrogen bonds are prevalent in proteins, protein–ligand complexes and nucleic acids. From these

biological macromolecules, we characterize the preferred location, connectivity and amino acid

composition in short hydrogen bonds and hydrogen bond networks, and assess their possible functional

importance. Using electronic structure calculations, we further uncover how the interplay of the

structural and chemical features determines the proton potential energy surfaces and proton sharing

conditions in biological short hydrogen bonds.
1 Introduction

The structure, dynamics and energetics of a hydrogen bond
strongly depend on its donor–acceptor distance, R. While
typical hydrogen bonds have R between 2.8 and 3.2 Å,1 short
hydrogen bonds (SHBs) with R # 2.7 Å occur extensively in
organic and inorganic small molecules, both in crystalline
phases and in aprotic solvents.2–5 These SHBs have the donor
and acceptor atoms reside much closer than the sum of their
van der Waals radii, and hence exhibit prominent covalent
characters arising from the quantum delocalization of elec-
trons.2,6 As hydrogen is the lightest element, the zero-point
energies associated with the O–H or N–H vibrations oen act
to strengthen the SHBs and promote the sharing and trans-
ferring of protons.7–12 As such, properties of SHBs can be
signicantly altered by electronic and nuclear quantum effects,
in stark contrast to the conventional description of hydrogen
bonds as classical dipole–dipole interactions. As a manifesta-
tion, SHBs have distinctive spectroscopy features such as
considerably red-shied stretching frequencies, highly down-
eld 1H NMR chemical shis and prominent isotope effects
when H is replaced by deuterium (D).2–4,6,13,14

SHBs have been widely observed in proteins,15–18 possibly
because the three-dimensional folds of these biological
macromolecules can help position the hydrogen bonded groups
in close proximity. In particular, low-barrier hydrogen bonds
have R around 2.5 Å and have been associated with diverse
biological functions, ranging from accelerating enzymatic
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reactions to promoting protein structural stability and medi-
ating antibiotic resistance.19–29 For example, recent NMR
experiments have revealed that a serine protease from the
Dengue type II virus contains a low-barrier hydrogen bond in
the active site.29 In the presence of a bound ligand, the enzyme
is observed to have a large downeld 1H chemical shi of
19.93 ppm and a weak N–H bond coupling, indicating that the
proton is shared in the hydrogen bond formed between its
catalytic residues.29 Despite the importance of biological SHBs,
their structural features, energetics and the protein environ-
ment suitable for their formation are still under debate.30–33

Complications arise from the experimental difficulty to observe
the electron density of hydrogen atoms using X-ray diffraction
and to directly probe specic protons in a large biomolecule.
While neutron diffraction has enabled unambiguous determi-
nation of the proton positions in biological SHBs,24,28,34,35 its
application to proteins are limited by the small number of high-
ux neutron sources globally.36

The Protein Data Bank (PDB), which contains over 153 000
biological macromolecular structures,37,38 offers a unique
opportunity to dissect the features of SHBs. For example,
previous analysis of the database has provided valuable insight
into the geometries and locations of SHBs in proteins and on
protein–ligand interfaces.15,16,18,39,40 In this work, we systemati-
cally examine the top 1% highest-quality structures in the PDB
to unravel the structural and chemical factors that promote the
formation of SHBs. For this purpose, we evaluate biomolecules
that are rened with resolution better than 1.1 Å from X-ray or
neutron diffraction measurements, and reveal that SHBs and
their networks are prevalent in proteins, protein–ligand
complexes and nucleic acids. Combining statistical analysis
and electronic structure calculations, we further uncover their
preferred patterns in connectivity and amino acid composition
This journal is © The Royal Society of Chemistry 2019
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and evaluate the impact of quantum effects on the proton
behavior.

2 Computational methods

We conducted a search of the PDB for biomolecular structures
that are determined by X-ray or neutron diffraction and have
resolution of 1.1 Å or higher. This search yields 1663 structures,
which include 103 nucleic acids and 1564 proteins. There are 4
protein–nucleic acid complexes among them, which we treat as
both proteins and nucleic acids.

Except for the potential energy surfaces, all the calculations
and analyses were performed using the Amber 2016 soware
package.41 The biomolecules and ligands were modeled using
the Amber14SB force eld42,43 and the generalized Amber force
eld,44 respectively. For each structure, we removed the crys-
tallographic waters and added the H atoms using Amber 2016,
and optimized the geometry with all the non-hydrogen atoms
maintained at their positions in the crystal structures. A
hydrogen bond A–H/B is considered to be a SHB if it satises
all of the following criteria: (1) the donor and acceptor atoms
are N or O; (2) 2.3 Å # R # 2.7 Å; (3) the A–H–B angle, qAHB $

135�. When both the A and B atoms are in the backbone of
a protein, we determined the corresponding secondary struc-
tures using the DSSP45 algorithm as implemented in Amber
2016.41 In protein–ligand complexes, we dened a ligand as
a compound that is not an amino acid, nucleotide, water, OH�

or metal ion. Ligands must also contain N or O atoms so that
they are capable of forming hydrogen bonds.

We used electronic structure methods to obtain the opti-
mized geometries and proton energy surfaces of the SHBs that
formed from the side chains of Tyr, Lys, Arg, His, Asp and Glu. If
the SHBs were involved in hydrogen bond networks, we further
carried out electronic structure calculations in the presence of
the networks. All calculations were performed with the non-
hydrogen atoms xed at their positions in the crystal struc-
tures, using the TeraChem soware package.46,47 The electronic
structures were described with the B3LYP density functional,48

the D3 dispersion correction49 and the 6-31+G(d) basis set. To
represent a side chain of an amino acid, we included all the side
chain atoms and the a-C atom, which was capped with hydro-
gens to saturate the bonds. In each SHB or hydrogen bond
trimer, we computed the potential energy surface by scanning
the A–H or D–H bond length and optimizing the position of all
the protons at each step. This procedure was taken because the
H atoms that were added using Amber 2016 might not be at
their optimal positions in the electronic structure calculations.
In addition, the protons can have concerted movements when
the SHBs or their networks involve the side chains of Lys or Arg,
which contain multiple N–H bonds. To assess the performance
of the basis set, we repeated the calculations on 101 randomly
chosen SHBs using the 6-31+G(d,p) and aug-cc-pVDZ basis sets
and found that the equilibrium proton position and the barrier
for proton sharing predicted from the three basis sets agreed
well with each other, as shown in Fig. S1.† On average, the
equilibrium proton position calculated from the 6-31+G(d,p)
and aug-cc-pVDZ basis sets differed from that of the 6-31+G(d)
This journal is © The Royal Society of Chemistry 2019
basis set by 0.0039 and 0.0046 Å, respectively. Similarly, the
average barrier differed from the value obtained from 6-31+G(d)
by 0.54 and 0.45 kcal mol�1, respectively. These results veried
that the 6-31+G(d) basis set was sufficient to capture the correct
proton potential energy surfaces in the SHBs. We carried out all
the electronic structure calculations in the gas phase. To vali-
date this approach, we considered 648 single SHBs and
repeated the geometry optimization by representing the protein
environment as point charges, as described using the
Amber14SB force eld.42,43 The resulting proton positions were
in quantitative agreement with the gas-phase results with an
average error of 0.03 Å.
3 Results and discussion
3.1 Validation of the biomolecular structures

In this work, we consider the top 1% highest quality structures
from the PDB that have resolution equal to or above 1.1 Å.
Before conducting the analysis, we rst examine their R-factor
and R-free values to validate the 1663 crystal structures. 98.2%
of the biomolecules have the R-factor # 0.20 and the difference
between the R-free and R-factor # 7%, demonstrating that they
are reliable structures.50 The rest of them have slightly larger R-
factor between 0.21 and 0.28.

As we dene a SHB based on its heavy atom distance, the
statistical analysis strongly depends on the accuracy of the atom
position and R in the biomolecular structures. In our dataset, all
the biomolecules are at atomic resolution51 and the coordinate
errors are expected to be around 0.03 Å.40,52,53 To verify this rule
on our dataset, we nd that 946 structures contain the esti-
mated overall coordinate error calculated by the maximum
likelihoodmethod,54 Dx, in their PDB les. In each biomolecule,
the Dx value measures the coordinate error of all the non-
hydrogen atoms and is expected to give an upper limit to the
error in specic SHBs. In the 946 structures, Dx values vary from
0.004 to 0.3 Å with an average of 0.04 Å, conrming the accuracy
of the atom positions. The average Dx gives rise to an error of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:042 þ 0:042
p ¼ 0:057 �A in the heavy atom distance, R.55 Given
that the coordinate error can extend beyond the average value,

we nd that 94% of the structures have Dx # 0.1 Å, which

corresponds to an error up to 0.14 Å in R. Therefore, by focusing
on biomolecular structure that are at atomic resolution, we can
reliably analyze the SHBs as the errors in atomic position and R
are relatively small.
3.2 Short hydrogen bonds in biological macromolecules

Aer examining 1663 high-quality crystal structures, we have
found that 1504 biomolecules contain at least one SHB. These
include 1475 proteins and protein–ligand complexes as well as
30 nucleic acids, among which there is 1 protein–nucleic acid
complex. We have identied a total of 15 968 SHBs, which gives
an average of 11 SHBs in each structure. Moreover, when
considering both short and regular hydrogen bonds in the 1663
structures, we nd a total of 258 753 cases with 2.3 Å # R # 3.0
Å. This suggests that one can observe 1 SHB in every 16
Chem. Sci., 2019, 10, 7734–7745 | 7735
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Fig. 2 Distribution of 11 814 SHBs in 7 enzyme classes.
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hydrogen bonds, highlighting the prevalence of these special
structural elements in biological macromolecules.

A small amount of 57 SHBs are present in nucleic acids,
which form in Watson–Crick base pairs, guanine–uracil wobble
base pairs and between the backbone ribose and phosphate
groups of adjacent nucleotides. The majority of SHBs are
distributed among proteins and protein–ligand complexes, with
the number varying from 1 to 215 in each structure. As shown in
Fig. 1, 50.6% of these biological SHBs have R between 2.65 and
2.7 Å. However, there are 3314 very short hydrogen bonds with R
< 2.6 Å. Considering that the van der Waals radii for the N and O
atoms are 1.55 and 1.52 Å, respectively,56 these SHBs are con-
formationally highly compact with the donor and acceptor
groups in much closer proximity than those typically observed
in the condensed phase. Chemically, 98.8% of the SHBs have O
as the acceptor atom, and O–H/O is the most commonly
observed type. This is followed by N–H/O hydrogen bonds,
which are more likely to occur when R is shorter than 2.55 Å.

Given the observation that SHBs are extensively distributed
in biological systems, they might play a role in enhancing the
functions of proteins and nucleic acids. While it is not the main
focus of this work, we will use two categories of proteins to
demonstrate the possible functional importance of SHBs. In the
rst category, we have identied 226 SHBs from the analysis of
37 proteins that are crucial for cellular signal transduction.
These include Ras the RAF proteins, which are pivotal compo-
nents in the Ras-RAF-MARK pathway to mediate mammalian
gene expression,57–59 and response regulatory proteins for
bacterial photo- and chemotaxis.60–62 As an example, the light-
sensing chromophore in photoactive yellow protein, a photore-
ceptor that controls the negative phototaxis of purple sulfur
bacteria, forms a network of SHBs with residues Tyr42 and
Glu46 with R of 2.49 and 2.58 Å, respectively.24,35,61,62 The SHB
network is proposed to stabilize the deprotonated chromophore
in the hydrophobic protein interior and maintain the ground
receptor state of the protein in its signal transduction
pathway.24,63 In the second category, we have found a total of
11 814 SHBs in 900 enzymes. As shown in Fig. 2, SHBs exist in
Fig. 1 Percentage distribution of R in all the 15 968 biological SHBs
and in 2187 SHBs that involve ligands.

7736 | Chem. Sci., 2019, 10, 7734–7745
all 7 classes of enzymes,64 which include 484 hydrolases, 208
oxidoreductases, 86 lyases, 59 transferases, 57 isomerases, 5
ligases and 1 translocase. SHBs are most abundant in hydro-
lases, followed by oxidoreductases, lyases and transferases, in
accordance with the fractions of these enzymes in our dataset.
On average, we nd that each hydrolase and lyase contain 12
SHBs, whereas each oxidoreductase, transferase and ligase
contain 17 SHBs. In addition, we nd an average of 8 SHBs in
each isomerase, and there are 5 SHBs formed in the only
translocase structure. For example, as one of the largest groups
in hydrolases, serine proteases utilize a highly conserved Asp–
His–Ser catalytic triad to facilitate the hydrolytic cleavage of
peptide bonds.65–67 From the statistical analysis, we have iden-
tied SHBs in serine proteases ranging from trypsin to
proteinase K and elastase,68–70 and these SHBs in the catalytic
triad have been proposed to aid the initiation of the enzymatic
reactions and stabilize the reaction intermediates.20,21,29

From our analysis, 99.6% of the observed SHBs are present
in protein and protein–ligand complexes. In the following, we
will focus on these systems and characterize SHBs and
hydrogen bond networks that form from amino acids, and show
how the interplay of their geometric and chemical features
determines the proton potential surfaces. We will then identify
the types of amino acids and ligands that commonly participate
in the formation of SHBs in protein–ligand complexes.
3.3 Structural and chemical features of short hydrogen
bonds in proteins

A total of 13 724 SHBs occur between amino acids in proteins.
As shown in Fig. 3a, 5281 SHBs are backbone–backbone (BB–
BB) and backbone–side chain (BB–SC) hydrogen bonds. 82.2%
of these backbone-involving SHBs have the peptide bond C]O
as acceptors and the side chain O–H or N–H groups as donors,
and they are the predominant types across all hydrogen bond
lengths. The rest have the main chain N–H groups as donors
and the backbone or side chains as acceptors, which are more
frequently observed when R is around 2.7 Å.

From Fig. 3a, 90.5% of the acceptors in the BB–BB and BB–
SC hydrogen bonds are the amide bond C]O groups, consis-
tent with the nding that O is the most common acceptor in
biological SHBs. As shown in Fig. 3b, these backbone acceptors
are distributed among all types of secondary structures. 40.1%
of them are in ordered protein congurations, including a- and
310-helices and b-sheets. In BB–BB hydrogen bonds, this ratio
increases to 63.9%, indicating that regular protein structural
This journal is © The Royal Society of Chemistry 2019

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9sc01496a


Fig. 3 Distribution of SHBs in (a) the backbone and side chains of
proteins at different hydrogen bond lengths, and (b) in different
secondary structures when the donor or acceptor groups are in the
protein backbone.

Fig. 4 Chemical features of BB–SC and SC–SC SHBs. (a) Occurrence
of 11 proteinogenic amino acids as acceptors or donors in SHBs. (b)
Distribution of charged and neutral SHBs at different hydrogen bond
lengths.
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patterns can facilitate the formation of SHBs. In contrast, in BB–
SC hydrogen bonds, the majority of the backbone carbonyl
acceptors reside in more disordered regions of the proteins
such as coils, bends and turns, in agreement with a previous
study of the PDB.16 Similarly, when the backbone N–H groups
serve as donors in the SHBs, their preferred locations are in
disordered secondary structure motifs. Therefore, Fig. 3b
suggests that proteins can not only use regular secondary
structures to position backbone amide groups in close prox-
imity, but also take advantage of exible structural elements to
bring backbone and side chain groups together and facilitate
the formation of SHBs.

In Fig. 3a, the side chains of amino acids are present in 13 284
SHBs, and they account for over 95% of SHBs at each R. Among
them, there are 4841 BB–SC SHBs and 8443 side chain–side chain
(SC–SC) SHBs. To elucidate their chemical features, we have
examined the occurrence of 11 proteinogenic amino acids with
polar side chains that are capable of forming hydrogen bonds.
These amino acids include Ser, Thr and Tyr with side chain –OH
groups, Asp and Glu with –COO� groups, Asn and Gln with
–CONH2 groups, Lys with the –NH2 group, Trp with the indole
group, Arg with the guanidinium group, and His with the imid-
azole group. Fig. 4a shows that except Trp, all the other 10 amino
This journal is © The Royal Society of Chemistry 2019
acids are frequently involved in the formation of SHBs. In all the
BB–SC and SC–SC hydrogen bonds, 80.0% have the negatively
charged Asp and Glu as acceptor residues while 9.5% have the
neutral Asn and Gln as acceptors. In contrast, the donor residues
in these SHBs are predominantly amino acids with neutral side
chains. For example, Ser and Thr have aliphatic side chains with
hydroxyl groups and serve as donors in 52.8% of SHBs. Tyr
contains the aromatic phenol side chain and acts as donors in
26.9% of SHBs. The remaining 20.3% of SHBs mainly have the
positively-charged Lys, His and Arg as donor groups. From
Fig. 4a, the most favorable acceptor and donor residues in the
BB–SC and SC–SC hydrogen bonds contain carboxyl and hydroxyl
groups, respectively, which contribute to the observation that
O–H /O is the most common type of biological SHBs. In addi-
tion, many N–H/O hydrogen bonds form when the side chains
of Lys, His and Arg are the donor groups. Here the observations
that amino acid side chains are present in the majority of SHBs
and that the charged Lys, His, Arg, Asp and Glu as well as the
neutral Tyr, Ser and Thr are enriched in the SHBs are consistent
with a recent study by Qi and Kulik on close contacts in the
crystal structures of proteins.40

Fig. 4a indicates that the charge and aromaticity of the
amino acids are important chemical factors in the formation of
Chem. Sci., 2019, 10, 7734–7745 | 7737
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BB–SC and SC–SC SHBs. To further elucidate the role of side
chain charges, we have computed the distribution of “charged”
and “neutral” SHBs at different hydrogen bond lengths. While
residues involved in SHBs might have considerably disturbed
acidity, it is computationally demanding to accurately calculate
their pKa in the protein interior. Therefore, we use the solution
pKa values as references to determine the ionization states of
the amino acid side chains. A SHB is dened as charged if at
least one hydrogen bond participant bears a charge, and as
neutral if both the donor and acceptor groups are neutral. As
shown in Fig. 4b, both types of SHBs are abundant at all
hydrogen bond lengths. The majority (71.7%) of neutral SHBs
are BB–SC hydrogen bonds in which the peptide bond C]O
groups are acceptors. In contrast, 89.2% of charged SHBs are
SC–SC hydrogen bonds. Consistent with the ndings in Fig. 4a,
the most favorable acceptor residues in the charged SHBs are
Asp and Glu, whereas the most common donors are the neutral
Tyr, Ser and Thr as well as the positively charged Arg, Lys and
His. As there are almost twice as many SC–SC hydrogen bonds
as BB–SC hydrogen bonds, it is more likely to nd charged SHBs
when R is between 2.35 and 2.65 Å. Accordingly, Fig. 4b
demonstrates that possession of charges in the donor or
acceptor groups facilitates the formation of SC–SC SHBs. From
recent symmetry-adapted perturbation theory calculations by Qi
and Kulik, this phenomenon arises because the electrostatic
and induction interactions are signicantly enhanced when
a charged residue is present, providing stabilization to the
SHBs.40
3.4 Proton potential energy surfaces for SC–SC short
hydrogen bonds

Shortening R in a hydrogen bond oen results in a larger degree
of proton sharing between the donor and acceptor groups.2–4,11,71

As such, compared to hydrogen bonds that are typically
observed in the condensed phase, SHBs can have distinct
electronic energy surfaces when the proton is moved between
the donor and acceptor atoms. To uncover how the structural
and chemical features impact the SHBs in proteins, we have
used electronic structure methods to compute the proton
potential energy curves for 3665 SC–SC hydrogen bonds that are
composed of Tyr, Lys, Arg, His, Asp and Glu. Here we only
consider SC–SC SHBs that contain specic amino acids because
the backbone amide groups and the side chains of Trp, Ser, Thr,
Asn and Gln are protonated under neutral pH conditions, and
hence are energetically unfavorable to participate in the sharing
or transferring of protons.

To characterize a SC–SC hydrogen bond A–H/B, we have
determined the donor and acceptor atoms from its optimized
geometry and dened the proton sharing coordinate as n ¼ dAH
� dBH, where dAH and dBH are the distance from the H atom to
the donor and acceptor, respectively. From this denition, the
equilibrium proton positions, neq, in all of the 3665 SHBs are
negative. As shown in Fig. 5 and S2,† the proton potential
energy curves fall into 3 categories, and their fractions depend
heavily on R. For relatively long hydrogen bonds with R > 2.55 Å,
the potential energy surfaces can take the form of a symmetric
7738 | Chem. Sci., 2019, 10, 7734–7745
or asymmetric double well curve (Fig. 5a). In addition to the
negative neq, they have a second minimum at n > 0, suggesting
that the proton can form a stable B–H bond aer being trans-
ferred to the acceptor group. However, these SHBs are more
likely to adopt a single-well potential curve with a small
shoulder (Fig. 5b). Here the proton transferred conguration is
not thermodynamically stable, as evident from the presence of
a shoulder rather than a second minimum at n > 0. When R <
2.55 Å, over 70% of the SHBs have a single-well potential energy
surface, and this ratio increases to 100% when R becomes
shorter than 2.4 Å. As shown in Fig. 5c, neq in the single-well
potentials are closer to 0 than those in other types of surfaces,
indicating that protons are more shared in the hydrogen bonds
as their lengths shorten. Fig. 5 hence demonstrates the well-
known phenomenon that as R of hydrogen bonds shorten, the
proton energy surfaces change from double-well to single-well
potentials,2–4,21,73,74 and it has been extensively shown that
these differences in the shape of the potential energy curves
lead to unique residual entropy and spectroscopic properties in
small molecule crystals such as ice and biuoride ions.2,3,75–77

The compact structures of SHBs strongly impact the extent to
which quantum effects modulate the potential energy surfaces
and the proton behavior. From the electronic structure calcu-
lations, we have examined the optimized geometries of the
SHBs and calculated the conditional probability of nding
a hydrogen bond with length R and the proton at neq, Pcp(R, neq)
¼ P(R, neq)/P(R), where P(a) represents the probability distribu-
tion of the property a. As shown in Fig. 6a, while the 3665 SC–SC
hydrogen bonds have different donor and acceptor residues,
their equilibrium proton positions follow the same trend with
the change in R. At R of 2.7 Å, neq distributes between �0.4 and
�0.9 Å with an average value of �0.7 Å. As R shortens, the
average neq increases almost linearly with a slope of �1.2
(Fig. S3†). When R < 2.4 Å, the average neq becomes larger than
�0.3 Å and noticeable amount of the SHBs has neq close to 0,
where the proton resides equidistantly between the donor and
acceptor atoms. To disentangle the impact of electronic
quantum effects, we compare Fig. 6a with the conditional
probability obtained using the Amber14SB force eld (Fig. S4†).
In both cases, we observe the strong correlation between neq and
R, demonstrating that the classical force eld is capable of
providing a qualitatively correct description of the proton
behavior in SHBs. However, the interplay of R and electronic
quantum effects results in two distinct features. First, explicit
inclusion of the quantum nature of the electrons promotes
proton sharing in the SHBs, because the average neq is larger at
any given R and moves more rapidly towards 0 as R shortens as
compared to the classical results (Fig. S3†). Second, electronic
quantum effects signicantly increase the uctuations of neq

around their average values, hence capturing the sensitivity of
the proton positions to the surrounding chemical environment.

To further delineate the potential energy surfaces, we dene
the barrier for proton sharing in the SHBs as the energy
required to move the proton from its equilibrium state to the
equally shared position, DEn¼0, as illustrated in Fig. 5. Similar to
the case of neq, we have examined the 3665 SC–SC hydrogen
bonds and computed the conditional probability Pcp(R, DEn¼0)
This journal is © The Royal Society of Chemistry 2019
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Fig. 5 Three types of proton potential energy surfaces in biological SHBs. (a) A double-well potential, calculated from the Arg331–Glu328
hydrogen bond in a glucose isomerase (PDB ID 4A8I). (b) A single-well potential with a shoulder, calculated from the Asp35–Tyr109 hydrogen
bond in a cellobiohydrolase (PDB ID 2V3I). (c) A single-well potential, calculated from the Arg947–Glu972 hydrogen bond in a mineralocorticoid
receptor (PDB ID 4PF3).72 neq and DEn¼0 are highlighted for each system.

Fig. 6 Conditional probabilities (a) Pcp(R, neq) and (b) Pcp(R, DEn¼0)
from electronic structure calculations of 3665 SC–SC SHBs. In each
graph, the probabilities are normalized by their maximum value.
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¼ P(R, DEn¼0)/P(R). As shown in Fig. 6b, DEn¼0 of the SHBs
exhibit a strong positive correlation with R. When R is at 2.7 Å,
DEn¼0 of the SHBs can go up to 34.6 kcal mol�1 and have a large
average value of 10.3 kcal mol�1 (Fig. S5†). Due to the high
barrier, the protons in these relatively long hydrogen bonds are
covalently linked to the donor atoms with highly negative neq

values, as observed from Fig. 6a. When 2.4 Å # R # 2.6 Å, the
average barrier decreases to 2.6–6.7 kcal mol�1, which makes
the proton more shared in the SHBs with the average neq

between�0.3 and�0.6 Å. These SHBs are also in the low-barrier
This journal is © The Royal Society of Chemistry 2019
hydrogen bond regime, where DEn¼0 is comparable to the zero-
point energy of the O–H or N–H vibration (�5 kcal mol�1). The
zero-point energy hence promotes the quantum delocalization
of the proton in the SHBs, as demonstrated in previous simu-
lation studies of a hydrogen bond network in the active site of
an enzyme.78,79 When R further shortens to below 2.4 Å, the
potential energy curves becomes a single-well potential (Fig. 5c)
with the average DEn¼0 smaller than 3 kcal mol�1. Accordingly,
both electronic and nuclear quantum effects will facilitate the
sharing of protons in these very short hydrogen bonds. Note
that while nuclear quantum effects allow the proton to be
delocalized between the donor and acceptor groups and
strengthen a SHB, they also enhance the motions of the proton
in other directions that act to distort and weaken the hydrogen
bond. Therefore, the net impact results from a delicate balance
between two competing effects, with their relative importance
depending strongly on R. From a series of recent simulations on
hydrogen bonded systems, it has been shown that nuclear
quantum effects strengthen shorter hydrogen bonds and
weaken longer ones.10,12,79–83
3.5 Hybrid hydrogen bond networks in proteins

Properties of a SHB can be signicantly changed when it is
involved in a hydrogen bond network. From all the proteins, we
have identied a total of 4967 networks that contain at least 1
SHB. We refer to these structures as hybrid hydrogen bond
networks because 96.2% of them are formed from both SHBs
and regular hydrogen bonds. As schematically represented in
the top panels of Fig. 7, the hybrid networks exhibit 5 charac-
teristic connectivity patterns. 76.4% of them are hydrogen
bonded trimers, which take a V-shaped chain geometry (Fig. 7a).
The second largest population have 4 hydrogen bond partici-
pants, among which 792 systems adopt a chain structure that
provides 2 hydrogen bonds to each of the central residues and 1
hydrogen bond for the terminal groups (Fig. 7b). 95 of these
tetramers take a branched geometry, in which the central
residue forms 3 hydrogen bonds with the surrounding terminal
Chem. Sci., 2019, 10, 7734–7745 | 7739
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Fig. 7 Patterns of hybrid hydrogen bond networks. The top panels are
schematic representations of the networks, in which nodes and lines
represent atoms and hydrogen bonds, respectively. The bottom panels
show example structures in proteins. The structural patterns include (a)
the chain geometry of hydrogen bonded trimers (PDB ID 2BCH),84 the
(b) chain and (c) branched geometries of tetramers (PDB IDs 2CI1 and
2EVW),57,85 and the (d) chain and (e) branched geometries of the
pentamers (PDB IDs 5A0Y and 3RWN).86,87 Silver, red, blue and white
represent C, O, N and H, respectively, and the hydrogen bonds are
represented by dotted lines.
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groups, as shown in Fig. 7c. In addition, 168 networks are
hydrogen bonded pentamers that are in either a chain or
branched conguration, as demonstrated in Fig. 7d and e,
respectively.

The protein backbone amide groups and the polar side
chains, except that in tryptophan, have the capacity to form
multiple hydrogen bonds. From Fig. 7, the two amino acids in
a SHB can reside in the center or terminal of a hybrid hydrogen
bond network. We hence examine their preferred locations in
hybrid networks and plotted the distributions in Fig. 8. 44.3% of
Fig. 8 Occurrence of the protein backbone and side chains in the
center or terminal of hybrid hydrogen bond networks. The amino acids
are donors or acceptors in SHBs.

7740 | Chem. Sci., 2019, 10, 7734–7745
hybrid networks have the negatively charged Asp and Glu as
central residues, possibly because multiple hydrogen bonds can
act to stabilize the negatively charged carboxylate groups in the
protein interior. The neutral side chains in Ser, Thr and Tyr are
commonly observed both in the center and terminal of hybrid
networks, demonstrating that the –OH functional group is
highly favored in the hybrid networks. Furthermore, the protein
backbone amide groups frequently occur in the centers of
hybrid networks and are the most favored terminal residues,
highlighting their prevalence in hydrogen bond networks that
involve SHBs.

Next, we investigate how the presence of a hydrogen bond
network alters the proton energy surface of a SHB. Here we only
consider hydrogen bonded trimers because the hybrid networks
predominantly take a trimer structure and that the most
prominent inuence on a SHB comes from its closest hydrogen
bond partner. To directly compare the properties of SHBs in the
absence and presence of the network, we have carried out
electronic structure calculations on 947 trimers in which the
SHBs are formed from the side chains of Tyr, Lys, Arg, His, Asp
and Glu. Their structures are schematically presented in the
insets of Fig. 9: the terminal residue T1 forms a SHB with the
central residue C, which is further linked to another terminal
residue T2 to form a hydrogen bond network. In the reference
state, the pair of T1 and C is treated as an isolated single SHB
and its proton energy curve is characterized by the equilibrium
proton position, nsingleeq ¼ dT1H � dCH, and the barrier for proton
sharing, DEsinglen¼0 . When the SHB is involved in a network, its
barrier becomes DEnetworkn¼0 . As shown in Fig. 9, the impact of the
hydrogen bond network on the barrier for proton sharing,
DDEn¼0 ¼ DEnetworkn¼0 � DEsinglen¼0 , depends heavily on nsingleeq in the
reference state.

In the reference state that residues T1 and C forms a single
SHB, 77.8% of the systems have the protons reside closer to T1

and nsingleeq < 0 and hence belong to Quadrants I and II in Fig. 9.
In the presence of residue T2, 650 of them have increased
Fig. 9 Correlation between DDEn¼0 and the proton positions in the
reference state, nsingleeq . Insets shows the most probable configurations
of the hydrogen bonded trimers in each quadrant.

This journal is © The Royal Society of Chemistry 2019
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Table 1 5 most commonly observed amino acids and ligands as
acceptors or donors in protein–ligand SHBs

SHB acceptor SHB donor

Amino acid Occurrence Amino acid Occurrence

Asp 407 Ser 211
Glu 319 Tyr 129
Thr 77 Thr 110
Ser 63 Lys 95
Tyr 46 His 95
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barrier (Quadrant I). In these cases, residue C are almost
exclusively Asp or Glu that accept hydrogen bonds from both T1

and T2, as shown in the inset picture. Because of this connec-
tivity, the electronic induction effects from T2 result in a slight
decrease in neq in the SHBs and an increase in their barriers
(DDEn¼0 > 0) as compared to the reference state. In contrast, 87
SHBs are in Quadrant II and have reduced barriers upon
forming the hybrid networks. Over 50% of these systems have
DDEn¼0 <�1 kcal mol�1 and lysine as the central residue, which
accepts a hydrogen bond from T1 and donates a hydrogen bond
to T2. As such, T2 electronically induces the proton to be more
shared in the SHBs and lowers the barrier for proton sharing. In
fact, the reduced barriers lead to proton transfer from residues
T1 to C in a few systems. As an example, the proton potential
energy surfaces of a Glu–Lys SHB are shown in Fig. S6a.† When
the side chain of a Gln residue is hydrogen bonded to Lys,
a proton transfer occurs and the shape of the energy curves
qualitatively changes, as the barrier decreases by 3.7 kcal mol�1

and neq shis from �0.6 to 0.5 Å.
In the reference state, a total of 210 SHBs have residue C as

the hydrogen bond donor and nsingleeq > 0. When involved in
hydrogen bond networks, the majority of them have decreased
barriers and are in Quadrant IV of Fig. 9. In these systems, the
most common central residue is Lys, which is followed by Asp
and Glu. As illustrated in the inset picture, residue C donates
a hydrogen bond to T1 and accepts one from T2. From this
connectivity, the presence of T2 stabilizes residue C, facilitates
the sharing of the proton in the SHB and reduces the potential
energy barrier. For example, we have observed 3 cases where
DDEn¼0 < �17 kcal mol�1, all of which have a Tyr–Tyr SHB
connected to a Glu residue as T2. Due to the barrier reduction,
proton transfer occurs in 32% of the SHBs in Quadrant IV,
particularly when T2 are the side chains of Arg, Lys or His as
their positive charges provide stronger induction effects. This is
demonstrated in Fig. S6b† using a Glu–Tyr SHB. In the presence
of a third His residue, the barrier for proton sharing decreases
by 5.8 kcal mol�1, leading to a proton transfer and a shi in neq

from 0.6 to �0.5 Å. Finally, a small number of 34 SHBs are in
Quadrant III, which have increased barrier when hydrogen
bond networks are formed. When DDEn¼0 > 2 kcal mol�1, Arg is
the predominant residue C as it contains more than one
hydrogen atoms in the side chain and can serve as dual donors
in the hydrogen bond networks. In these cases, residue T2 are
Asp or Glu and their strong electrostatic interactions with
residue C increase the barrier for proton sharing in the SHBs
(DDEn¼0 > 0). Therefore, Fig. 9 demonstrates that the potential
energy curves, and hence the proton behavior in the SHBs are
signicantly inuenced by the geometries and chemical
features of the hydrogen bond networks.
SHB acceptor SHB donor

Ligand Occurrence Ligand Occurrence

FAD/FMN 51 NADP/NAD 96
Heme 45 a-L-Fucose 77
NADP/NAD 38 FAD/FMN 59
N-Acetyl-D-glucosamine 19 a-D-Mannose 40
a-L-Fucose 13 Heme 36
3.6 Short hydrogen bonds in protein–ligand complexes

Apart from the protein–protein hydrogen bonds, we have iden-
tied 2187 SHBs that have ligands as donor or acceptor groups.
These SHBs are distributed in 827 protein–ligand complexes,
ranging from signaling proteins to transport proteins and
enzymes. Structurally, hydrogen bonds that involve ligands are
This journal is © The Royal Society of Chemistry 2019
more likely to have shorter R compared to those between amino
acids, as demonstrated in Fig. 1. For example, 34.6% of these
SHBs have R < 2.6 Å, whereas the ratio in protein–protein SHBs is
only 18.6%. From Fig. 6, we expect to observe more prominent
proton sharing in the ligand-containing SHBs, which arise from
an interplay of R and quantum effects in both the electronic and
nuclear degrees of freedom.

We have found a total of 1966 protein–ligand SHBs. To
characterize their chemical features, we have listed the most
commonly observed amino acids in Table 1. The predominant
acceptors in protein–ligand SHBs are Asp and Glu, which also
favor the formation of shorter hydrogen bonds with R < 2.6 Å.
Similar to the cases in protein–protein SHBs, the neutral amino
acids Ser, Thr and Tyr are frequently observed as both donors
and acceptors, whereas the positively charged Lys and His are
common donors in the formation of protein–ligand SHBs.

Many of the ligands involved in protein–ligand SHBs are
inorganic anions and polyols such as SO4

2�, PO4
3�, ethylene

glycol and glycerol. We will not consider them since they are
mainly used in the solvation of biomolecules for experimental
measurements. We then identify the most commonly observed
ligands in the formation of SHBs, and nd them to belong to 4
types of molecules that have important biological functions. As
shown in Table 1, the rst type is avin nucleotides, which
include avin adenine dinucleotide (FAD) and avin mono-
nucleotide (FMN). These molecules are rich in hydroxyl groups
and can form both intra- and intermolecular hydrogen bonds.
As such, FAD and FMN are widely observed as SHB acceptors
and donors in avoproteins, in which they serve as cofactors to
catalyze cellular redox reactions.88–90 As an example, the FAD-
binding domain of alditol oxidase, a avoprotein that selec-
tively oxidizes the terminal hydroxyl groups of sugar alcohols, is
shown in Fig. 10a.90 The pyrophosphate group of FAD forms two
SHBs with residues Ser44 and Ser47 with R of 2.60 and 2.54 Å,
respectively, and the FAD–Ser47 SHB is highlighted in Fig. 10a.
These SHBs likely act to position the FAD cofactor in the FAD-
Chem. Sci., 2019, 10, 7734–7745 | 7741
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Fig. 10 Examples of SHBs formed between proteins and (a) FAD (PDB
ID 2VFR),90 (b) heme (PDB ID 1X8O),92 and (c) NADP (PDB ID 5FI3).96

Silver, red, blue, white and pink represent C, O, N, H and Fe, respec-
tively. The SHBs are represented by dotted lines.
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binding domain of the enzyme to facilitate catalysis. The second
type of ligand is heme, which is composed of an iron ion
coordinated to protoporphyrin IX. The heme-containing SHBs
are distributed in a variety of proteins ranging from nitrophorin
4, myoglobin to cytochrome c and dehaloperoxidase hemo-
globin.91–95 For example, nitrophorin 4 is used by the insect
Rhodnius prolixus to transport nitric oxide (NO) for cell
signaling, and its active-site in the presence of a NO molecule is
shown in Fig. 10b.92 Two residues Asp70 and Lys125 are
hydrogen bonded to the protoporphyrin IX, with R of 2.50 Å in
both cases, possibly stabilizing the heme for NO binding.92

The third type is pyridine nucleotides, which include nico-
tinamide adenine dinucleotide (NAD+), nicotinamide adenine
dinucleotide phosphate (NADP+) and their reduced forms
NADH and NADPH. These enzyme cofactors are composed of
two nucleotides joined through the phosphate groups, and are
crucial electron carriers in a range of important redox reactions
in metabolism. To simplify the notation, we will represent NAD+

and NADH as NAD, and NADP+ and NADPH as NADP. As shown
in Table 1, pyridine nucleotides, in particular NADP, are widely
found in oxidoreductases and are frequent donors and accep-
tors in protein–ligand SHBs.96–98 As an example, Fig. 10c shows
the active-site cavity of a heteroyohimbine synthase, which plays
key roles in the biosynthesis of heteroyohimbine.96 NADP is
anchored by residue Glu59 through bidentate hydrogen bonds,
one of which is a SHB with R of 2.49 Å. Furthermore, NADP
accepts a hydrogen bond from Ser211 at an R of 2.59 Å, and
these SHBs hold NADP in place for enzymatic redox reactions.96

As the fourth ligand type, carbohydrates are commonly involved
in the formation of SHBs, as listed in Table 1. In particular, N-
acetyl-D-glucosamine, a-L-fucose and a-D-mannose regularly
participate in protein–ligand SHBs in lectins, cholera toxins and
at the glycosylation sites of enzymes such as glycoside hydro-
lases, manganese peroxidases and polysaccharide mono-
oxygenases.99–104 In these proteins, a carbohydrate molecule is
oen involved in multiple SHBs, suggesting that living organ-
isms might take advantage of these specialized structural
motifs to achieve specic binding to mono- and polysaccharides
and mediate their biological functions.

4 Conclusion

In this work, we statistically analyze the PDB and nd that on
average, each of the 1504 high-resolution biomolecular structures
7742 | Chem. Sci., 2019, 10, 7734–7745
contains 11 SHBs. This observation demonstrates that SHBs are
ubiquitous in proteins, protein–ligand complexes and nucleic
acids, and indicates the importance to incorporate these special
structural elements in X-ray or NMR structure renement as
conventional methods tend to avoid the formation of very close
contacts between atoms. Structurally, these SHBs all have R# 2.7 Å
and are frequently involved in the formation of hydrogen bond
networks. Chemically, they oen contain the charged side chains
of Asp, Glu, Arg, Lys and His as well as the neutral side chains of
Ser, Thr and Tyr. SHBs can also be functionally important as they
are widely distributed in signaling proteins and enzymes andmany
of them are in the form of active-site protein–ligand hydrogen
bonds. As such, our ndings can potentially be used for the design
of novel proteins and bio-inspired materials that incorporate these
compact structural elements to achieve enhanced functions.

The interplay of the structural and chemical features results
in characteristic proton potential energy surfaces that are
universal for all biological SHBs. In particular, as R shortens,
the potential energy barrier decreases and the proton is more
shared in the hydrogen bond, and the inuence of quantum
effects becomes prominent. For example, our calculations have
shown that the classical Amber14SB force eld can only provide
a qualitative description of this relation, and explicit inclusion
of electronic quantum effects is required to accurately predict
the equilibrium proton positions and the barrier for proton
sharing in the SHBs. Note that we have carried out all the
calculations with the non-hydrogen atoms xed at their posi-
tions in the crystal structures, and one can further investigate
the impact of conformational uctuations using molecular
simulations that obtain forces from instantaneous quantum
mechanical calculations.105–109 Moreover, our results conrm
that when R is between 2.4 and 2.6 Å, one enters the low-barrier
hydrogen bond regime as the barrier for sharing the proton
between the donor and acceptor groups is comparable to the
zero-point energies of typical O–H and N–H vibrations. To
elucidate how quantum effects facilitate the sharing and
transferring of the protons in these SHBs and unravel their
functional importance, one can exploit simulations that incor-
porate the quantum mechanical nature of both the electrons
and nuclei, which have offered crucial insight into hydrogen
bonded systems in proteins and nucleic acids.27,78,83,110–114 These
simulations will also provide benchmark data for the develop-
ment of new force elds that accurately and efficiently describe
the conformations and proton sharing conditions in biological
SHBs.
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Structure, 2006, 14, 901–911.

86 T. Wagner, J. Kahnt, U. Ermler and S. Shima, Angew. Chem.,
Int. Ed., 2016, 55, 10630–10633.

87 A. Bhardwaj, I. J. Molineux, S. R. Casjens and G. Cingolani,
J. Biol. Chem., 2011, 286, 30867–30877.

88 A. Y. Lyubimov, P. I. Lario, I. Moustafa and A. Vrielink, Nat.
Chem. Biol., 2006, 2, 259.

89 J. Key, M. Hei, E. B. Purcell and K. Moffat, Biochemistry,
2007, 46, 3614–3623.

90 F. Forneris, D. P. H. M. Heuts, M. Delvecchio, S. Rovida,
M.W. Fraaije and A.Mattevi, Biochemistry, 2008, 47, 978–985.

91 D. Leys, T. E. Meyer, A. S. Tsapin, K. H. Nealson,
M. A. Cusanovich and J. J. Van Beeumen, J. Biol. Chem.,
2002, 277, 35703–35711.

92 D. A. Kondrashov, S. A. Roberts, A. Weichsel and
W. R. Montfort, Biochemistry, 2004, 43, 13637–13647.

93 E. M. Maes, S. A. Roberts, A. Weichsel and W. R. Montfort,
Biochemistry, 2005, 44, 12690–12699.

94 E. R. Schreiter, M. M. Rodŕıguez, A. Weichsel,
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