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in hydration dynamics by
encapsulation or crowding of ubiquitin: strong
correlation between time-dependent Stokes shift
and intermolecular nuclear Overhauser effect

Philipp Honegger, ‡ Esther Heid, ‡ Stella Schmode, Christian Schröder
and Othmar Steinhauser *

The local changes in protein hydration dynamics upon encapsulation of the protein or macromolecular

crowding are essential to understand protein function in cellular environments. We were able to obtain

a spatially-resolved picture of the influence of confinement and crowding on the hydration dynamics of

the protein ubiquitin by analyzing the time-dependent Stokes shift (TDSS), as well as the intermolecular

Nuclear Overhauser Effect (NOE) at different sites of the protein by large-scale computer simulation of

single and multiple proteins in water and confined in reverse micelles. Besides high advanced space

resolved information on hydration dynamics we found a strong correlation of the change in NOE upon

crowding or encapsulation and the change in the integral TDSS relaxation times in all investigated

systems relative to the signals in a diluted protein solution.
1 Introduction

The interactions of biomolecules such as proteins with the
environment are crucial for their functionality. For example, the
formation of hydrogen bonds to the surrounding water mole-
cules is mandatory to build the three-dimensional protein
structures responsible for biological activity.1 Furthermore,
transport mechanisms strongly depend on processes like
hydration and encapsulation, e.g. necessary to channel enzymes
into a cell passing biomembranes.2

During the last decades, the solvation of biomolecules such
as proteins has been studied extensively, where mainly diluted
samples in buffer solutions were examined.1,3–5 However, living
matter usually features a crowded and conned matrix.6 In
biological cells, a variety of solutes is present at high concen-
trations.7 The resulting macromolecular crowding was shown to
induce a slowing down8–10 and/or diminishing11,12 of protein
hydration. The encapsulation of biomolecules likewise affects
the hydration behavior13,14 and was shown to suppress the
hydrogen exchange between protein and water in NMR experi-
ments.13,15 In order to understand protein function under real
life conditions, it is therefore inevitable to examine the changes
in protein hydration dynamics brought about by encapsulation,
macromolecular crowding, or a combination of them. Since
such changes are site-specic, a method to obtain local
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hydration dynamics at various sites around a protein is neces-
sary. Experimentally, the time-dependent Stokes shi (TDSS), as
well as the intermolecular Nuclear Overhauser Effect (NOE)
between protein and water protons in principle offer (limited)
site-specic hydration information as discussed in the
following.

The TDSS is a frequently used observable to examine local
hydration dynamics in the terahertz regime.16 This technique
requires the incorporation of an optical probe into the molec-
ular setup. The probe is excited by an ultrafast optical pump
laser pulse, which induces an electrostatic perturbation to the
system. The resulting rearrangement of the surroundings is
monitored by probing the change in emission energy over time
by a second ultrafast probe pulse. TDSS measurements and
computer simulations were readily employed to characterize the
dynamic properties of liquids in bulk phase,17–25 and close to
biomolecules such as proteins.26–32 The TDSS is rather short-
ranged (<6–7 Å),33,34 and can thus be employed as local probe
of water dynamics. However, in recent investigations the use of
TDSS was shown to be problematic for characterizing local
hydration dynamics around large exible biomolecules.35–41 The
electrostatic perturbation of the probe not just affects water
motions but exible parts of the protein in its immediate
vicinity as well. The absolute contribution of protein motion to
the TDSS, as well as the respective timescales can not be sub-
tracted from the overall signal, since they are usually unknown.
Thus, the total TDSS is unable to reect hydration dynamics due
to the large direct and indirect contributions of protein
motion.41 Nevertheless, the TDSS was used successfully to track
This journal is © The Royal Society of Chemistry 2019
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changes in protein hydration caused by drug binding or
dimerization,27,42,43 where instead of the absolute TDSS time-
scales only the respective relative changes were monitored. In
fact, the change of the TDSS relative to a reference system may
offer a chance to measure the retardation of the hydration
dynamics timescales despite the inability of the TDSS to cover
absolute timescales. The current study underlines this
assumption. We are therefore not interested in the TDSS time-
scales of a single system, since they do not contain any usable
information about hydration dynamics, but in the differences of
TDSS timescales in two systems.

A different approach to measure local protein hydration
dynamics, the intermolecular NOE between protein and water
protons was proposed already decades ago,44–47 discarded later
on48–51 and revived recently.52 In fact, we could show that the
ratio sNOE/sROE between the NOE cross-relaxation rates in the
laboratory and rotating frame, corresponding to NOESY and
ROESY measurements respectively, is able to represent local
hydration dynamics, namely the water residence times close to
the respective proton.52 The cross-relaxation rates are calculated
from a protein surface proton with respect to the spins of all
water molecules. Although both sNOE and sROE are long-ranged,
their ratio is rather short-ranged.53 In a previous study,52 we
could show that the ratio sNOE/sROE correlates strongly with
local water residence times at the protein surface. Thus, the
intermolecular NOE can be employed to obtain a map of locally
resolved protein hydration dynamics. However, for large
systems like proteins in a realistic chemical environment the
analysis of measured NOE data is challenging due to the enor-
mous number of crowded NMR signals.

Another possibility of measuring local hydration dynamics,
the Overhauser dynamic nuclear depolarization relaxometry, is
physically equivalent to nuclear Overhauser enhancement with
one of the spins being an electronic instead of a nuclear one.
This method was shown to reveal site-specic hydration
dynamics54–56 but necessarily requires the insertion of a radical
label. To omit the addition of labels to our system we therefore
only focus on TDSS and NOE calculations in this study.

Since both the change in TDSS, as well as the change in NOE
upon alteration of the environment describe the change in the
local hydration dynamics, we were interested in the amount of
correlation between the two observables. Namely, can the local
intermolecular NOE at a specic site of a protein be anticipated
by measuring the TDSS at this site? This would require the
protein motion to contribute about equally to the TDSS in the
reference system and the investigated system, as well as negli-
gible contributions from species only present in the investi-
gated system but not in the reference system. Since NOE
measurements are much more complicated and time-
demanding than low-resolution TDSS measurements, such
a correlation could be extremely useful. On the other hand, if
intermolecular NOE information is available, the solvation
dynamics as measured by the TDSS could be estimated easily
also at sites that contain no natural chromophores, or no
possibilities to attach a chromophore.

To investigate the extent of correlation, we calculated the
TDSS and NOE at eight sites of the protein ubiquitin (UBQ) in
This journal is © The Royal Society of Chemistry 2019
different environments, namely in diluted aqueous solution, as
well as in a crowded and/or encapsulated environment. UBQ is
small (76 amino acids) and comprises different secondary
structures, such as a ve-stranded b-sheet, a long a-helix and
a short 310 helix.13,57 Since UBQ participates in many protein–
protein interactions in protein-degradation pathways,58 it is an
ideal test case to study the effects of crowding and encapsula-
tion, since the preferential side of interaction, the b-sheet, is
known.15,58

2 Methods
2.1 Simulation setup

The UBQ structure was obtained from the RCSB Protein Data
Bank,59 entry 1 UBQ.57 The cell environment was modeled via
a reverse micelle (RM) where amphiphilic surfactant molecules
surround a nanopool of water immersed in a medium of low
polarity. Furthermore, different concentrations of UBQ were
investigated, where either a single, or ve proteins were
encapsulated per RM, as described in the following.

In total, ve systems of varying UBQ concentration and RM
composition were investigated, each consisting of ve inde-
pendent replica with a production length of 100 ns each, aer
hundreds of nanoseconds equilibration periods. For each
system, furthermore different force eld variations were
applied, where protein–water interactions, as well as surfac-
tant–water interactions were slightly scaled as suggested in
literature.60,61 This was necessary to detect possible simulation
artifacts since current force elds are optimized for one solvated
protein and may yield considerable errors for crowded/conned
systems, like exaggerated aggregation behaviour and incorrect
solvation energies.60,62 The applied scaling was taken from Best
and Mittal60 with l ¼ 1.1, where some van der Waals interac-
tions are scaled by multiplying the respective well depth 3 of the
Lennard Jones potential by l. The term ‘unscaled’ refers to the
standard force eld as described below. ‘Half-scaled’ corre-
sponds to a scaling of protein–water interactions as suggested
by Best and Mittal, whereas ‘full-scaled’ furthermore scales
surfactant–water interactions. We note that the described
effects of TDSS and NOE correlation were observed regardless of
the use of force-eld scaling, thus ruling out the inuences of
artifacts caused by force eld defects.

An overview of all trajectories is given in Table 1 where the
applied force-eld scaling, the number of molecules, the box
length a, the number of independent replica and the lengths of
the equilibration and production runs are listed. Simulations of
one UBQ in 45 000 water molecules were reused from ref. 63, as
well as single UBQ64 and ve UBQ molecules65 in a RMmade up
of uncharged surfactants. A mixture of the zwitterionic laur-
yldimethylamine-N-oxide (LDAO) and the neutral mono-
glyceride 1-decanoyl-rac-glycerol (DMAG) acted as surfactants.
This novel surfactant mixture was developed by Wand et al. to
facilitate mild and safe encapsulation of proteins.66 However,
the most popular surfactant to date is the harsh anionic tensid
sodium bis(2-ethylhexyl) sulfosuccinate (AOT), which leads to
degradation of most proteins less robust than UBQ.67 Since
important proof-of-concept encapsulation studies were
RSC Adv., 2019, 9, 36982–36993 | 36983
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Table 1 Overview of simulated systems of this work

Scaling #UBQ #H2O #Na+ #Cl� #AOT #LDAO #DMAG #IOCT a #reps t (equil.) t (prod.)

UBQ in water (reference system)
Unscaled 1 45 000 150 150 0 0 0 0 110.9 Å 5 100 ns 100 ns

AOT reverse micelle
Unscaled 1 1500 105 5 100 0 0 4500 112.7 Å 5 400 ns 100 ns
Half-scaled 1 1500 105 5 100 0 0 4500 112.7 Å 5 400 ns 100 ns
Full-scaled 1 1500 105 5 100 0 0 4500 112.7 Å 5 400 ns 100 ns

LDAO/DMAG reverse micelle
Unscaled 1 1500 0 0 0 50 100 9000 140.07 Å 5 300 ns 100 ns
Half-scaled 1 1500 0 0 0 50 100 9000 140.07 Å 5 300 ns 100 ns
Full-scaled 1 1500 0 0 0 50 100 9000 140.07 Å 5 300 ns 100 ns

LDAO/DMAG reverse micelle, crowded
Unscaled 5 7500 0 0 0 250 500 9000 147.55 Å 5 200 ns 100 ns
Half-scaled 5 7500 0 0 0 250 500 9000 147.55 Å 5 200 ns 100 ns
Full-scaled 5 7500 0 0 0 250 500 9000 147.55 Å 5 200 ns 100 ns

Crowded, non-micellar system
Unscaled 5 17 369 58 58 0 0 0 0 83.17 Å 5 100 ns 100 ns
Half-scaled 5 17 369 58 58 0 0 0 0 83.17 Å 5 100 ns 100 ns
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performed with AOT,13,15 UBQ was also conned in a RM made
up of AOT, where the trajectories were reused from ref. 53 and
68. Furthermore, trajectories of ve UBQ molecules in water
were partly reused from ref. 61, where additional 100 ns were
calculated solely for this study to improve statistics. Simulation
details are given in the respective references,53,61,63–65,68 and are
only summarized in the following. The CHARMM36 force
eld69–72 was used to describe UBQ, as well as sodium and
chloride ions. The SPC/E model was used in previous dielectric
studies to describe water73 since it reproduces experimental
dielectric observables better than the TIP3P water model,74,75

which is paramount to the accuracy of the dielectric analysis as
a whole. While SPC/E water combines well with the CHARMM36
protein force eld in practice,76 we want to add the caveat that
force elds should not be mixed in general due to possible
incompatibilities resulting in irreproducible outcomes. In this
study, the two compared observables are calculated from the
same trajectory hence the analysis is self-consistent in this
regard.

Isooctane (IOCT) was modeled with the united atom force
eld from GROMOS 45A3 (ref. 77) with charges set to zero. This
force eld was devised for lipid aggregates like membranes and
micelles and was demonstrated to yield accurate dielectric
relaxation spectra,63 nuclear quadrupole resonance68 and ter-
ahertz absorption signals78 in conjunction with the force eld
setup explained above. LDAO and DMAG force elds were taken
from ref. 79, as well as the AOT force eld from ref. 68 with the
aliphatic surfactant tails modelled with united atoms like the
isooctane immersion medium and the polar head groups
modelled atomistically.

The RMs used in this study were preassembled using the
PACKMOL program with numerical seeds.80 Both the water
loading w0 ¼ [H2O]/[surfactant] ¼ 15 for the UBQ bearing AOT
36984 | RSC Adv., 2019, 9, 36982–36993
RMs,13 w0 ¼ 10 for the LDAO/DMAG RMs66 and the RM size81

were decided in accordance with experimental data for the 1-
UBQ systems. For the 5-UBQ RM, the size was simply scaled up
by a factor of 5 to facilitate better comparability without dilution
effects.

All following simulation steps were carried out using DOM-
DEC CHARMM.82,83 The initial geometries were minimized by
2000 steps of steepest descent, then equilibrated as isothermal–
isobaric ensembles (NPT) until the length of the cubic simula-
tion box converged. The trajectory was then produced as
a isothermal–isochoric ensemble (NVT) employing periodic
boundary conditions with a temperature of T ¼ 300 K kept
constant with a Nosé–Hoover thermostat.84,85 The equations of
motion were integrated using a leap-og scheme.86 High-
frequency oscillations of covalent bonds involving hydrogen
were constraint with the SHAKE algorithm87 allowing for a time
step of 2 fs with a total trajectory length of at least 200 ns and
a write frequency of 1 ps. Non-bonded non-electrostatic inter-
actions were cut off at 12 Å and long-ranged electrostatic
interactions were calculated as Ewald sums using the Particle
Mesh Ewald (PME) method88,89 on a 64 � 64 � 64 grid (bulk
system) or else a 128 � 128 � 128 grid (crowded and RM
systems) with cubic splines of order 6 and k ¼ 0.41 Å�1 (tinfoil
boundary conditions).

In total, 60 simulations of 100 ns were analyzed, summing
up to 6 ms, disregarding an even larger amount of additional
equilibration periods. By employing such a wide variety of
systems, we can investigate the changes in protein hydration
brought about by encapsulation using neutral/zwitterionic or
charged surfactants, as well as macromolecular crowding in
great detail. The long equilibration periods and simulation
times are furthermore necessary to sample a sufficiently large
variety of conformations.
This journal is © The Royal Society of Chemistry 2019
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2.2 Analysis routines

The TDSS was calculated at eight amino acids at different
locations and secondary structure elements, which were chosen
to match the investigated sites in ref. 41 apart from histidine. In
this work the TDSS is solely derived from equilibrium simula-
tions via linear response theory (LRT). In ref. 41 we could show
that LRT is valid for tyrosine and articial lysine excitations, but
not for histidine excitations. Lysine, although not a natural
chromophore and thus not visible in experimental TDSS
studies, was chosen since it is abundant in UBQ. Due to the
hydrophilic character it is always located on the surface of the
protein. Amino acids which are no chromophores were also
used in literature to calculate an articial TDSS.38,41On the other
hand, tyrosine is a natural chromophore in UBQ, and thus an
obvious choice for TDSS calculations. NOE measurements of
tyrosine, however, are tricky due to proton exchange reactions,13

which are absent in simulation.
To obtain the TDSS at a chosen site, the (hypothetical)

change in electrostatic interaction energy DU(t) between ground
and excited state of the respective amino acid with the
surroundings is monitored over time. Fig. 1 depicts the
considered partial charge changes of lysine and tyrosine in the
excited state. Since we rely on LRT, the amino acids never
undergo an actual excitation, instead the solvent response is
extrapolated from the (hypothetical) uctuations around the
mean change in interaction energy, dDU(t)¼DU(t)� hDUi, if the
amino acid would have been excited at timestep t. Thus, the
analysis of the TDSS only requires ground-state trajectories in
equilibrium with standard partial charges. We furthermore
note that the chosen change in partial charge upon excitation
does not affect the obtained TDSS timescales (only their
magnitudes) if LRT is valid. However, the validity of LRT needs
to be carefully evaluated for each system and excitation. In ref.
41 we could prove that LRT is valid for the excitations consid-
ered in this study. If LRT is applicable, the time correlation
function S(t) of the uctuations around the mean change in
electrostatic interaction energy,

SðtÞ ¼ hdDUð0Þ$dDUðtÞi
hdDU2i (1)

is equivalent to the true non-equilibrium TDSS (monitored by
non-equilibrium simulations, where the chromophore
undergoes an actual excitation).90–93 Retardation factors are
calculated from the integral relaxation times of S(t) in the
Fig. 1 Excitations (partial charge changes of the ground state and the
excited state) of lysine and tyrosine for the TDSS analysis, as well as
hydrogen atoms taken into account for the NOE analysis (small black
filled circles).

This journal is © The Royal Society of Chemistry 2019
system of interest compared to the reference system of a single
protein in water (termed Sref(t)) as

RTDSS ¼
Ð X
0
SðtÞdtÐ X

0
SrefðtÞdt

: (2)

RTDSS depends on the upper integration limit to some extent,
thus X is specied for each analysis in the following. Since
a correlation function gets statistically more unreliable for large
t, X should be chosen much smaller than the simulation length
to avoid artifacts. The longer the simulation, the more reliable
S(t) gets for large t, thus sufficiently long trajectories are
mandatory for the evaluation of the TDSS. In this study, we
evaluate integration intervals ranging from X¼ 10 ps to X¼ 500
ps, where small intervals mainly describe fast processes like
water motion, and long intervals describe a mixture of fast and
slow processes resulting from water, protein and surfactant
motion, as well as couplings between them. Choosing small X
thus favors the contribution of water to the observed RTDSS. The
variation with X will be discussed in the article.

The intermolecular NOE is evaluated as the ratio between the
homo-nuclear NOE cross-relaxation rates in the laboratory
frame and the rotation frame

sNOE

sROE

¼ 0:6Jð2n0Þ � 0:1Jð0Þ
0:3Jð2n0Þ þ 0:2Jð0Þ (3)

with the spectrometer frequency n0 (in MHz) and spectral
density functions J(n)

JðnÞ ¼ 2K

ðN
0

cosð2pntÞGNOEðtÞdt (4)

obtained from the time correlation functions GNOE(t)

GNOEðtÞ ¼
X
S

�
1

rIS3ð0ÞrIS3ðtÞ
�
3

2
cos2ðqISðtÞÞ � 1

2

��
(5)

for a protein proton of spin I interacting with all water proton
spins S at internuclear distances rIS and angles qIS swept over
time t.52 We calculate this correlation function directly fromMD
data as opposed to the more popular analytical models despite
the high computational effort. Hence, we avoid intrinsic model
assumptions that may not hold up in reality. For example, time
correlation functions are usually assumed to be exponential, yet
experiments have found non-exponential time correlation
functions for some molecular liquids.94,95 The observed retar-
dation in the intermolecular NOE upon change in environment
is calculated as

RNOE ¼ sNOE

sROE

�
�
sNOE

sROE

�
ref

(6)

where we have used a difference instead of a ratio, since the
NOE correlates with surface residence times (and thus
hydration properties) on a logarithmic scale,52 and the
logarithm of a ratio yields a difference. We furthermore note
that RNOE cannot take on arbitrary values, since the ratio
sNOE/sROE itself is typically limited by values between �0.5
(slow dynamics) to 1.0 (fast dynamics). Thus, the largest
expected NOE retardation is RNOE ¼ �1.5 where a very fast
RSC Adv., 2019, 9, 36982–36993 | 36985
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site in the reference simulation is slowed down heavily.
Computationally, we track the temporal evolution of all
protein-hydrogen water-hydrogen joining vectors ~rIS as
described by eqn (5). We created 500 starting points evenly
spaced on the analyzed trajectory. At each starting point, we
positioned the UBQ molecule in the center of the simulation
box to ensure minimum distance of the protein center-of-
mass to all water molecules. This ensures that all the
water molecules proximate to the protein residues due to
periodic boundary conditions are spatially close as well. For
each such correlation function, the box was unfolded indi-
vidually to produce a no-jump trajectory. This allows for
a natural diffusive motion of the protein–water pairs
unperturbed by sudden coordinate jumps caused by peri-
odic boundary conditions.
3 Results and discussion

Fig. 2 depicts the TDSS around the seven lysine residues, as well
as around tyrosine for a single proton of UBQ encapsulated in
an AOT RM compared to the reference system. For LYS-27, LYS-
29 and TYR-59, no or nearly no changes in TDSS occur upon
encapsulation. This is directly connected to their respective
positions, where LYS-27 and LYS-29 have access to water, but
are located within the two pockets of UBQ,52,96 referred to as A
and B site (c.f. ref. 41 and 52). Within the pockets, hydration
dynamics is not affected by a change in environment. TYR-59 on
the other hand is located in the interior of the protein and has
only limited access to water.97,98 Thus, a change in environment
does not change the solvation dynamics around tyrosine. The
ve other lysine residues are located at the protein surface and
are not in proximity to any pockets. Thus, they sense the change
in hydration dynamics brought about by encapsulation, with
largest retardations at LYS-48 and LYS-6, followed by LYS-11. We
note that we are only examining relative retardations compared
to the dilute protein solution reference. On absolute terms, for
Fig. 2 Time-dependent Stokes shift at eight ubiquitin sites in bulk
water (red) and encapsulated in the AOT RM (blue). The terms
‘unscaled’, ‘half-scaled’ and ‘scaled’ correspond to the respective
force-field variations.

36986 | RSC Adv., 2019, 9, 36982–36993
example LYS-27, which is located in a pocket, shows much
slower dynamics than the other amino acids.

The retardation of sNOE/sROE (in the following simply

referred to as NOE retardation) at the seven d-, 3- and z lysine
protons, and the aromatic and hydroxyl tyrosine protons upon
encapsulation in the AOT RM is displayed in Fig. 3, where blue
denotes large retardation and red no retardation. Note how the
lysine residues on the b-sheet in proximity to the surfactant wall
exhibit strong hydration retardation, while both the residues in
water pockets (LYS-27, LYS-29) and the residue facing the bulk-
like RM core (LYS-33) on the a-helix show no signicant
hydration dynamics slowdown compared to bulk diluted solu-
tion. A comparison of the TDSS retardation and the NOE
retardation also conrms the selective retardation of some of
the sites.

In Fig. 4, the NOE is plotted for four different spectrometer
frequencies (top) and compared to the TDSS retardation factors
at different upper limits of integration (bottom). We note that
the spectrometer frequencies and integration limits only
slightly affect the observed retardation in a quantitative, but not
qualitative fashion. The NOE conveys the same information as
already observed in the TDSS, namely LYS-48 and LYS-6 are
largely retarded, followed by LYS-11, LYS-63 and LYS-33. An
experimental study on NOE measurements of Wand and
coworkers13 could show that mainly the b-sheet of UBQ shows
very slow hydration when encapsulated in an AOT RM. Our
computational results reproduce these experimental ndings
well. Both TDSS and NOE data conrm that the three most
retarded sites are LYS-6, LYS-11 and LYS-48, which are all
located in the b-sheet region. Indeed, 15N–1H NMR experiments
of UBQ encapsulated in AOT carried out by Flynn et al. revealed
increased Lipari–Szabo order parameters for b-sheet amino
acids, indicative of an increased rigidity due to a direct b-sheet
surfactant interaction.99–101
Fig. 3 Snapshot of UBQ encapsulated in an AOT RM. The surrounding
surfactants are pictured as black lines. The seven lysine residues are
drawn with explicit d-, 3- and z-hydrogens. The proton color gradient
indicates the extent of retardation RNOE ranging from red (no retar-
dation) to blue (strong retardation).

This journal is © The Royal Society of Chemistry 2019

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9ra08008b


Fig. 4 RNOE and RTDSS of ubiquitin encapsulated in the AOT reverse
micelle. (Top) Change in intermolecular NOE at the lysine and tyrosine
protons at different spectrometer frequencies n0 (cf. eqn (6)). (Bottom)
Change in the timescales of the time-dependent Stokes shift at
different integration limits X (cf. eqn (2)).

Fig. 5 (Top) Time-dependent Stokes shift at eight ubiquitin sites in
bulk water (red) and encapsulated in the LDAO/DMAG reverse micelle
(blue). Middle and bottom panel: RNOE and RTDSS of ubiquitin encap-
sulated in the LDAO/DMAG reverse micelle. (Middle) Change in
intermolecular NOE at the lysine and tyrosine protons at different
spectrometer frequencies n0. (Bottom) Change in the timescales of the
time-dependent Stokes shift at different integration limits X.
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The TDSS and NOE of UBQ in the AOT RM thus correlate and
also agree well with experimental results. However, this nding
is only of interest if the observed correlation holds also for other
systems and less strong retardations. The TDSS, as well as the
TDSS retardation factors and changes in NOE timescales upon
change in environment are given in Fig. 5 for a single UBQ in
the LDAO/DMAG RM, in Fig. 7 for ve UBQ molecules in the
LDAO/DMAG RM and in Fig. 6 for ve UBQ molecules in water
without micelle. Each system is analyzed in detail in the
following.

In the LDAO/DMAG RM holding a single UBQ molecule the
retardation upon encapsulation is far less pronounced than in
the AOT RM. Again, mainly the amino acids LYS-6, LYS-11 and
LYS-48 are affected by the encapsulation, visible both in the
TDSS and NOE signals since the position of the protein in the
RM is similar irrespective of surfactant: The b-sheet site faces
the surfactant wall, while the a-helix site is oriented towards the
bulk-like core.

Switching from encapsulation to macromolecular crowding,
Fig. 6 depicts the TDSS and NOE signals for ve UBQ molecules
in water without a micelle. This scenario models the effect of
a high macromolecule concentration on the hydration
dynamics of proteins without forming a complex. We see
hydration retardation effects, i.e. TDSS ratios and NOE/ROE
differences do also report on protein sites interacting with
other proteins. Note that the retardations are very modest
(between 0 and �0.4 for the NOE), which is much less than the
previously observed retardations of up to �1.0. This is possibly
due to rather short-lived protein–protein contacts as opposed to
the continued interaction with the RM wall encountered in the
case of the encapsulated UBQ. Also, the contact sites differ to
This journal is © The Royal Society of Chemistry 2019
some degree; while interactions with the b-sheet are still
observed, crowding contacts take place via LYS-29 as well.

Combining crowding and encapsulation by increasing the
protein loading of the LDAO/DMAG RM (from one molecule to
ve) we observe in Fig. 7 that the extent of retardation increases
compared to bulk crowding, but is still lower than in the same
RM containing just one UBQ and retardation can mainly be
observed for LYS-6 and LYS-48. This is due to the UBQ mole-
cules exploring a greater diversity of positions in the RM as
opposed to the more simple single-protein system in constant
contact with the surfactant wall. However, LYS-29 hydration
dynamics is again more strongly retarded in the crowded RM
than the single-protein one, probably due to protein–protein
contacts.

Note that the crowded systems depend more strongly on the
level of l-scaling than the single-molecule ones. As presented in
RSC Adv., 2019, 9, 36982–36993 | 36987

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9ra08008b


Fig. 7 (Top) Time-dependent Stokes shift at eight ubiquitin sites in
bulk water (red) and encapsulated in the LDAO/DMAG reverse micelle
holding 5 UBQ (blue). Middle and bottom panel: RNOE and RTDSS of
ubiquitin encapsulated in the LDAO/DMAG reverse micelle holding 5
UBQ. (Middle) Change in intermolecular NOE at the lysine and tyrosine
protons at different spectrometer frequencies n0. (Bottom) Change in
the timescales of the time-dependent Stokes shift at different inte-
gration limits X.

Fig. 6 (Top) Time-dependent Stokes shift at eight ubiquitin sites in
bulk water (red) and in a crowded environment, 5 UBQ in water (blue).
Middle and bottom panel: RNOE and RTDSS of 5 ubiquitin molecules in
water. (Middle) Change in intermolecular NOE at the lysine and tyro-
sine protons at different spectrometer frequencies n0. (Bottom)
Change in the timescales of the time-dependent Stokes shift at
different integration limits X.
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the methods section, l-scaling was initially conceived to correct
protein solvation/protein–protein aggregation behavior for
standard force elds via non-bonded, non-charged interac-
tions.60 We have shown previously that l-scaling alters the
mutual orientation of UBQ from parallel to orthogonal in bulk
solution61 and from parallel/orthogonal to anti-parallel in
crowded RMs.65 On the other hand, simple RM systems are
governed mostly by other interactions, e.g. of electrostatic
nature,79 thus l-scaling only barely affects protein hydration
dynamics.

Now, is there a correlation between the observed retardation
in TDSS and NOE throughout all investigated systems? Fig. 8
depicts RNOE at n0 ¼ 1000 MHz averaged over the protons in the
respective amino acid (lled black circles in Fig. 1) versus RTDSS

at X¼ 10 ps. The very small value of X increases the contribution
of water motion (instead of protein motion) to the calculated
RTDSS. Analogous plots for different values of X and n0 are given
36988 | RSC Adv., 2019, 9, 36982–36993
in Fig. 9, as well as Spearman correlation coefficients for each
combination, which range up to r ¼ �0.81 for X ¼ 10 ps and n0

¼ 1000 MHz with p < 0.001. The p value indicates the probability
that the observables are not correlated and their relationship
was observed by chance. Larger X decrease the observed corre-
lation to some extent. Ideally, the protein contribution to the
TDSS would be the same in the observed and the reference
system and thus cancel out in RTDSS. In that case, both small
and large X should lead to the same results. From Fig. 4–7 we
can infer that different X lead to slightly different RTDSS, thus the
protein contribution to the TDSS changes to some extent upon
encapsulation or crowding. Further, the surfactant molecules
also contribute to the response, mainly on long timescales. To
keep the inuence of protein and surfactant motion to RTDSS as
small as possible, a small X should be chosen. For n0 ¼ 1000
MHz and X ¼ 10 ps, the correlation between RNOE and RTDSS is
This journal is © The Royal Society of Chemistry 2019
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Fig. 8 Change in intermolecular NOE at n0¼ 1000MHz averaged over
protons at respective sites versus change in the timescales of the time-
dependent Stokes shift at X ¼ 10 ps. (Top) Coloring according to the
respective system. (Bottom) Coloring according to the respective
amino acid.

Fig. 9 Change in intermolecular NOE averaged over protons at
respective sites versus change in the timescales of the time-depen-
dent Stokes shift for different integration intervals X and spectrometer
frequencies n0. The Spearman correlation coefficient r gives the
strength of correlation, and p the probability that the correlation was
observed by chance.
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very strong (indicated by the large |r| value), of >99.9% con-
dence (indicated by the small p < 0.001), and negative, i.e.
a lower RNOE corresponds to a larger RTDSS. In fact, taking into
account the diversity of the investigated systems, the correlation
is high. We furthermore note that RNOE cannot exceed �1.5, so
that the observed correlation is not (and cannot be) of linear
nature, and instead reaches a plateau for strong retardations, so
that very large RTDSS yield the same RNOE. Also, the correlation
between RTDSS and RNOE is rather qualitative (no, small or large
water retardation at a protein site), instead of quantitative, and
should be interpreted as such. We have therefore omitted an
analytical expression of the correlation function.

The colors in the top panel of Fig. 8 refer to the four different
systems. The largest changes in NOE and TDSS are observed for
the AOT RM, which is known to create very harsh conditions
due to the charged surfactants and large concentration of
counter-ions.67 The mild LDAO/DMAG RM leads to less drastic
changes in protein hydration dynamics if one UBQ is encap-
sulated, and even weaker effects in a crowded environment. The
least effects are observed for the crowded, non-micellar system,
where only moderate retardation is observed. The colors in the
bottom panel of Fig. 8 refer to the respective amino acids. LYS-
48 and LYS-6 are affected most by changes in the environment.
They surround the hydrophobic patch (LEU-8, ILE-44, VAL-70)
which is responsible for recognizing UBQ binding domains in
other proteins.102–105 In connement, this b-sheet region pref-
erentially interacts with other interfaces, i.e. the RM wall with
only a thin layer of water in between protein and surfactant
molecules.53 We found this effect to take place both using the
ionic AOT surfactant or the neutral LDAO/DMAG surfactant, in
all independent replica and at all levels of l-scaling. The same
protein behaviour was reported previously by us,68 by another
group employing a vastly different force eld14,106 and by
This journal is © The Royal Society of Chemistry 2019
empirical NMR-experiments.100,101 Also, UBQ was found to bind
to peptides preferably via the b-sheet, and especially via LYS-
48.107 On the other side, LYS-27 and LYS-29, which are located in
surface pockets, are barely inuenced by encapsulation at all,
reecting the invariance of protein hydration in cles or
pockets to the surroundings. LYS-27 and LYS-29 are further-
more located in the a-helix part of UBQ, where the hydration
dynamics were shown to be far less slowed-down in
experiment.13

Now, should this correlation between relative TDSS and NOE
have been expected? If so, why has it been overlooked previ-
ously? One the one hand, a correlation could have been ex-
pected since both the relative TDSS and intermolecular NOE
report on pair-diffusive motion of charges and nuclear spins,
respectively, by recording the temporal evolution of the protein–
water connecting vectors ~r Thus, both methods inherently
contain similar information about local hydration changes of
a test system with regards to a reference system, although the
TDSS is of more collective nature, and the NOE is summed over
individual spins. On the other hand, the TDSS does not only
monitor water motion, but the motion of all molecules
surrounding the chromophore, including amino acids, surfac-
tants or ions, while the NOE reports exclusively on water
RSC Adv., 2019, 9, 36982–36993 | 36989
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dynamics. The processing of the TDSS relaxation times, as well
as the choice of reference system affects the ability of the TDSS
to report on water dynamics. In this study, we observed that the
TDSS only reports on water dynamics if one forms the ratio to
a reference system to eliminate contributions from the protein
scaffold.41 The TDSS of a single system cannot be used to infer
NOE timescales. Also, the protein motion should not change
largely compared to the reference system, otherwise its contri-
butions will not cancel out. Furthermore, the contribution of
species only present in the test system but not in the reference
system must the low. In this study, the contribution of the wall,
i.e. the surfactants, to the total TDSS affects the amount of
correlation of TDSS and NOE to some extent. By choosing small
integration limits X, the contributions from the wall can be kept
low, since they occur mostly on long timescales. In general, we
strongly recommend to use reference systems which are as
similar as possible to the system of interest. Regarding the NOE,
the correct processing of the raw signals is essential, too, since it
is in principle long-ranged,48 and thus cannot directly convey
information about local hydration dynamics. However, elimi-
nation of long-ranged protein–water contributions can be ach-
ieved by forming ratios, e.g. between the laboratory-frame NOE
and the rotating frame NOE (ROE). Inuences from the change
in chemical environment can then be obtained by forming the
difference of the two sNOE/sROE ratios.53 Following this protocol,
a correlation between the relative TDSS and NOE can be
observed.

While shown here for the specic instances of macromo-
lecular crowding and connement of UBQ in comparison to
bulk water, the correlation of relative TDSS and NOE is expected
to hold for comparison of any two chemical environments
involving a common protein, and not limited to crowding or
connement effects. For a different system, we thus expect
a similar correlation function as obtained in this study, and are
currently working on a generalization to other proteins, which
will be the topic of a future article. If the observed RNOE versus
RTDSS curves might look slightly different in a different system,
they can be calibrated by measuring the TDSS and NOE at
amino acids that can serve as intrinsic chromophores (trypto-
phan, phenylalanine), or extrinsic chromophores covalently
linked to the protein, for an arbitrary combination of n0 and X.
We note that the employed chromophores in this study, lysine
and tyrosine, led to the same correlation function between
relative TDSS and NOE although they differed largely in size,
degrees of exibility and change of partial charges upon exci-
tation. We therefore expect also other chromophores such as
tryptophan or phenylalanine to exhibit this uniform behavior,
i.e. that chromophore specic contributions to the TDSS cancel
out upon forming the ratio to a reference system. A proof of this
assumption is beyond the scope of this article and will be the
topic of future studies, as well as the applicability of our results
to extrinsic chromophores. In summary, by following the data
processing proposed in this article, RTDSS can be interconverted
to RNOE at sites that are invisible to NOE measurements. Anal-
ogously, RNOE can be interconverted to RTDSS at sites that are no
chromophores and are thus not accessible in TDSS measure-
ments. Although such a conversion cannot be made in a fully
36990 | RSC Adv., 2019, 9, 36982–36993
quantitative fashion, qualitative information (retardation of
water dynamics at specic sites) can be obtained. In combina-
tion, this allows for a more detailed and comprehensive
mapping of the changes of hydration properties upon a change
in environment of a protein.

4 Conclusion

With our comparative approach for the rst time we could
correlate the change in TDSS to NOE data to show site selective
hydration dynamics in a conned or crowded protein system.
Both methods, in principle, can provide detailed space-resolved
information on hydration dynamics, but come with severe
limitations. Especially the absolute timescales of the TDSS are
heavily inuenced by protein dynamics, so that the TDSS is
usually disregarded when investigating protein hydration
dynamics. However, this obstacle can be partly overcome by
comparing TDSS measurements or calculations to a reference
system, i.e. by investigating relative instead of absolute time-
scales. In this case, both the TDSS and NOE reect the changes
in protein hydration dynamics caused by encapsulation or
macromolecular crowding. The retarded hydration dynamics
are caused by particularly slow water molecules caught inter-
stitially between two surfaces.53 We furthermore observed that
water molecules in cles or pockets of the protein (measured via
LYS-27 and LYS-29) are less affected by a change in environment
than other water molecules at the protein surface.

The localized dynamic data can be exploited to track the
protein position inside the reverse micelle and elucidate
whether a specic side of a protein is facing the surfactants.
From that, we see that hydration dynamics not only slows down
in proximity of interfaces and thus contains spatial informa-
tion, but that the extent of slowing down is correlated when
looking at fast hydration phenomena (TDSS time scale, <0.5 ns)
or slow ones (NMR time scale, >1 ns). In a crowded environ-
ment, large retardations in the TDSS and NOE indicate that
another protein is quite close to the respective site, thus slowing
down water dynamics. Such information is invaluable to char-
acterize protein hydration dynamics in a cellular environment,
and could also be used to study ligand binding or dimerization
processes.

In summary, the individual challenges of both methods
including unpredictable contributions of protein dynamics to
the TDSS and exorbitant long measurement times to generate
crowded nearly inscrutable NMR spectra for the NOE analysis
could be reduced by combining both techniques. The funda-
mental limitations of the TDSS to capture absolute hydration
dynamics close to proteins can be overcome by calculating or
measuring only comparative timescales, relative to a non-
conned, non-crowded system. Thus, the TDSS can be used to
obtain accurate relative timescales of water retardation upon
a change in environment. The long-range contributions to the
NOE can be eliminated by forming a ratio to the rotating frame
NOE. The strong correlation between RNOE and RTDSS further-
more allows for time-intensive NOE measurements to be
replaced or enhanced by TDSS measurements in large systems
and at sites that are invisible to the NOE, whereas NOE
This journal is © The Royal Society of Chemistry 2019
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measurements can help to estimate TDSS timescales at protein
locations which hold no chromophore. A combination of NOE
and TDSS experiments thus seems to be ideally suited to char-
acterize protein hydration in different environments.
Conflicts of interest

There are no conicts to declare.
Acknowledgements

E. H. is recipient of a DOC Fellowship of the Austrian Academy
of Sciences at the Institute of Computational Biological Chem-
istry. S. S. acknowledges funding by the Austrian Science Fund
FWF in the context of Project No. FWF-P28556-N34.
References

1 N. Nandi, K. Bhattacharyya and B. Bagchi, Chem. Rev., 2000,
100, 2013–2046.

2 R. Dutta, M. Gosh, A. Pyne and N. Sarkar, J. Phys. Chem. B,
2019, 123, 117–129.

3 R. J. Ellis, Trends Biochem. Sci., 2001, 26, 597–604.
4 T. I. Igumenova, K. K. Frederick and A. J. Wand, Chem. Rev.,
2006, 106, 1672–1699.

5 M. Grossman, B. Born, M. Heyden, D. Tworowski,
G. B. Fields, I. Sagi and M. Havenith, Nat. Struct. Mol.
Biol., 2011, 18, 1102–1108.

6 A. P. Minton, J. Cell Sci., 2006, 119, 2863–2869.
7 S. B. Zimmerman and S. O. Trach, J. Mol. Biol., 1991, 222,
599–620.

8 P.-H. Wang, I. Yu, M. Feig and Y. Sugita, Chem. Phys. Lett.,
2017, 671, 63–70.

9 S. Biswas, S. K. Mukherjee and P. K. Chowdhury, J. Phys.
Chem. B, 2016, 120, 12501–12510.

10 S. K. Mukherjee, S. Gautam, S. Biswas, J. Kundu and
P. K. Chowdhury, J. Phys. Chem. B, 2015, 119, 14145–14156.

11 E. Spiga, L. A. Abriata, F. Piazza and M. D. Peraro, J. Phys.
Chem. B, 2014, 118, 5310–5321.

12 D. Karandur, K.-Y. Wong and B. M. Pettitt, J. Phys. Chem. B,
2014, 118, 9565–9572.

13 N. V. Nucci, M. S. Pometun and A. J. Wand, Nat. Struct. Mol.
Biol., 2011, 18, 245–249.

14 J. Tian and A. E. Garcia, Biophys. J., 2009, 96, L57–L59.
15 N. V. Nucci, M. S. Pometun and A. J. Wand, J. Am. Chem.

Soc., 2011, 133, 12326–12329.
16 Y. Xu and M. Havenith, J. Chem. Phys., 2015, 143, 170901.
17 M. Maroncelli and G. R. Fleming, J. Chem. Phys., 1988, 89,

5044–5069.
18 R. Jimenez, G. R. Fleming, P. V. Kumar and M. Maroncelli,

Nature, 1994, 369, 471–473.
19 N. Nandi, S. Roy and B. Bagchi, J. Chem. Phys., 1995, 102,

1390–1397.
20 S. J. Rosenthal, X. Xie, M. Du and G. R. Fleming, J. Chem.

Phys., 1991, 95, 4715–4718.
21 M. Maroncelli, J. Chem. Phys., 1991, 94, 2084–2103.
This journal is © The Royal Society of Chemistry 2019
22 P. V. Kumar and M. Maroncelli, J. Chem. Phys., 1995, 103,
3038–3060.

23 M. Maroncelli and G. R. Fleming, J. Chem. Phys., 1987, 86,
6221–6239.

24 C. F. Chapman, R. S. Fee and M. Maroncelli, J. Phys. Chem.,
1995, 99, 4811–4819.

25 D. Bingemann and N. P. Ernsting, J. Chem. Phys., 1995, 102,
2691–2700.

26 S. K. Pal, D. Mandal, D. Sukul, S. Sen and K. Bhattacharyya,
J. Phys. Chem. B, 2001, 105, 1438–1441.

27 S. K. Pal, J. Peon and A. H. Zewail, Proc. Natl. Acad. Sci. U. S.
A., 2002, 99, 15297–15302.

28 S. K. Pal, J. Peon and A. H. Zewail, Proc. Natl. Acad. Sci. U. S.
A., 2002, 99, 1763–1768.

29 S. K. Pal, J. Peon, B. Bagchi and A. H. Zewail, J. Phys. Chem.
B, 2002, 106, 12376–12395.

30 S. M. Bhattacharyya, Z.-G. Wang and A. H. Zewail, J. Phys.
Chem. B, 2003, 107, 13218–13228.

31 S. K. Pal and A. H. Zewail, Chem. Rev., 2004, 104, 2099–2124.
32 D. Zhong, S. K. Pal and A. H. Zewail, Chem. Phys. Lett., 2011,

503, 1–11.
33 M. Sajadi, F. Berndt, C. Richter, M. Gerecke, R. Mahrwald

and N. P. Ernsting, J. Phys. Chem. Lett., 2014, 5, 1845–1849.
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