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a robust tool to extract Mulliken
and Löwdin charges from plane waves and its
application to solid-state materials†

Christina Ertural,a Simon Steinberg a and Richard Dronskowski *abc

Chemically understanding the electronic structure of a given material provides valuable information about

its chemical as well as physical nature and, hence, is the key to designing materials with desired properties.

For example, to rationalize the structures of solid-state materials in terms of the valence-electron

distribution, highly schematic, essentially non-quantum-mechanical electron-partitioning models such

as the Zintl–Klemm concept have been introduced by assuming idealized ionic charges. To go beyond

the limits of the aforementioned concept, a Mulliken and Löwdin population analytical tool has been

developed to accurately calculate the charges in solid-state materials solely from first-principles plane-

wave-based computations. This population analysis tool, which has been implemented into the

LOBSTER code, has been applied to diverse solid-state materials including polar intermetallics to prove

its capability, including quick access to Madelung energies. In addition, a former weakness of the

population analysis (namely, the basis-set dependency) no longer exists for the present approach which

therefore represents a comparatively fast and accurate wave-function-based alternative for plane-wave

calculations for which density-based charge approaches (e.g., Bader like) have been very popular.
Introduction

Chemically envisioning intermetallic compounds with
desired electrical, magnetic, and optical properties has
stimulated an enormous impetus among chemists, physi-
cists, and materials scientists.1 While designing such new
materials requires a proper knowledge and, equally impor-
tant, understanding of the electronic structures of such
materials in terms of atoms and bonds,2,3 intermetallic
compounds still lack “universal” counting rules for the
valence electrons, which would clearly facilitate recognition
of the relationship between a given crystal structure and the
underlying electronic structure.4–6 And yet, certain concepts
including those of Hume-Rothery7–9 and Zintl10–12 have been
demonstrated as benecial means in rationalizing the
crystal-structure�electronic-structure relationships for
several intermetallics. In the cases of the Hume-Rothery
phases,7,8 electronically favorable situations, i.e., posi-
tioning the Fermi levels in pseudogaps, are accomplished for
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specic values of the valence-electron concentration, e/a, in
which e and a represent the amounts of the valence electrons
and the atoms, respectively. In the framework of the Zintl–
Klemm concept,10–12 the valence electrons are assumed of
having been transferred from the “electropositive” to the
electronegative elements, thereby assembling clusters or
fragments (“Zintl anions”) which are also encountered in the
crystal structures of elements being isoelectronic to the
anions. Such anions are typically assembled by elements
from main groups IV to VI, while the cations are metals from
main group I, II, III, as well as the transition metals. And yet,
previous research has shown that this classic delineation is
not strict, as, for instance, the late transition metals may also
act as p-metals.13–15

Among the different classes of intermetallic compounds,
Zintl phases have received an increased attention because of
their potential use for clean-energy technologies, particu-
larly, if used in devices for thermoelectric energy conver-
sion.16–20 In the quest for previously unknown thermoelectric
materials, Zintl phases have also attracted greater interest
because of their transport features being inuenced by the
complexity of a given crystal structure and the presence of
a band gap at the Fermi level; several intermetallic
compounds, however, which are charge-balanced following
to the Zintl–Klemm rule, exhibit attributes of metallic
conductors (in contrast to the strict semiconductor deni-
tion).16 Indeed, several thermoelectric materials, which are
structurally related to Zintl phases, do not fulll the
RSC Adv., 2019, 9, 29821–29830 | 29821
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aforementioned strict denition.16 Also, applying the Zintl–
Klemm concept to certain intermetallic compounds
comprising low-dimensional fragments leads to electron-
imprecise charges, thereby demonstrating the concept's
limits even in the light of hypervalency.21 More precise
pictures of the actual electronic structures and nature of
bonding for such polar intermetallic compounds are obvi-
ously needed, and they should be gained from rst-principles
computations.12,22,23

Because previous research on polar intermetallics demon-
strated that certain hurdles exist in recognizing Zintl–Klemm
charge distributions, we aim at identifying the actual valence-
electron distribution and, furthermore, the effective atomic
charges in such materials. For the exemplary case of polar
intermetallic compounds, we now present a robust and fast tool
allowing for accurately projecting both Mulliken and Löwdin
charges from rst-principles computations. We rst provide the
mathematical apparatus of this tool, then validate its perfor-
mance for simple molecular examples, and nally apply it to
ionic as well as polar intermetallic compounds.
Methodological approach and
computational details

Full structural optimizations (lattice parameters and atomic
positions) and electronic-structure computations of the mate-
rials inspected herein were carried out with the projector-
augmented-wave (PAW) method, as implemented in the
Vienna Ab initio Simulation Package (VASP).24–28 Correlation and
exchange were described by the generalized gradient approxi-
mation (GGA) by Perdew, Burke, and Ernzerhof (PBE)29 with an
energy cutoff of 500 eV. The k-points sets employed to generate
the meshes according to the Monkhorst–Pack method30 may be
found in the ESI (cf. Table S6†). For partial band occupancies,
the tetrahedron method with Blöchl's correction was used. In
addition to the structural optimizations, real-space density-
based charges according to Bader31–36 were calculated for the
compounds to facilitate a comparison to the here obtained
wave-function-based Mulliken and Löwdin charges. Further-
more, (static) single-point calculations were carried out prior to
the projection of the PAW functions to local orbitals37 with the
Local Orbital Basis Suite Towards Electronic-Structure Recon-
struction program (LOBSTER).38,39 It has been traditionally
impossible to directly calculate charges from plane waves
because of severe technical difficulties, so indirectly deriving
Bader charges from the real-space plane-wave density was the
time-consuming way to go. More precisely, the plane-wave-
based computations required for obtaining the Bader charge
densities are quite consuming with respect to computational
resources as we will show below. This problem no longer
persists in the LOBSTER framework as accurately projecting
from a delocalized description of the electronic structure to
a local one is now analytically possible, and this enables to
regain formerly lost chemical information, such as bonding
characteristics (e.g., via COHP analysis40) or charges as well.41 To
do so, the crystal wave function jj(k) is constructed as a linear
29822 | RSC Adv., 2019, 9, 29821–29830
combination of Bloch sums42 of atomic orbitals cm(k) at certain
values of k38 using the normalized, non-orthogonal basis set c
in the LCAO-CO approximation43,44

��jjðkÞ
� ¼ X

m

CmjðkÞ
��cmðkÞ

�
; (1)

with the so-called LCAO-CO coefficient Cmj(k) in reciprocal
space. The coefficient matrix elements are obtained via the so-
called transfer-matrix38,45 elements Tmj(k), the key step in the
LOBSTER projection process, which are calculated as overlap
integrals between the atomic orbitals cm(k), typically given as
contracted STOs, and the crystal wave function jj(k), usually
a plane-wave expansion. The crystal wave function jj(k) is
requested to coincide with the projected band functions |cj(k)i.

TmjðkÞ ¼
�
cmðkÞ

��jjðkÞ
�

¼ �
cmðkÞ

��ΧjðkÞ
�

¼
X
n

SmnðkÞCmjðkÞ:
(2)

By using eqn (9) in ref. 38, the coefficient matrix elements
Cmj(k) can be obtained from the transfer matrix elements Tmj(k).
A fully detailed description of the LOBSTER algorithms for both
coefficients and wave functions has been reported else-
where.38,39 Themathematical apparatus of Mulliken and Löwdin
population analysis,41,46–48 which has been briey mentioned
recently,49 is also implemented within LOBSTER, as described
below and in the appendix.

Both Mulliken and Löwdin population analyses are compu-
tationally straightforward. The Mulliken or Löwdin charges qA,
given in units of the elementary charge e, of an atom A are
obtained from the difference of the number of the atom's
valence electrons N (when using pseudopotentials) and the so-
called gross population (GP),

qA ¼ N �
X
m˛A

GPm : (3)

Here, GPm is the gross orbital population including all orbitals m
belonging to atom A; please see appendix for details as regards
population analyses and determining GPm.

In the molecular quantum-chemical literature, both Mul-
liken and Löwdin population analyses are well known but
sometimes described as suffering from what is dubbed “basis-
set dependency” because the atomic charges derived from
those population analyses scatter as a function of the local basis
set. Indeed, the charges as calculated for hydrogen in a 10-
electron series of simple molecules (methane, ammonia, water,
hydrogen uoride) taken from a superb textbook50 show exactly
that, and we simply reproduce these numbers (obtained from
self-consistent Hartree–Fock calculations) to plot the trend in
Fig. 1a and b. Clearly, the charges on H increase as the elec-
tronegativity of the bonding partners increase (C / N / O /

F) for both Mulliken and Löwdin, making perfect chemical
sense, but in each series the charges increase upon going from
STO-3G/ 4-31G/ 6-31G* but then decrease when reaching 6-
31G**. As we will show in a moment, neither the Mulliken nor
the Löwdin scheme can be blamed for that effect; on the
This journal is © The Royal Society of Chemistry 2019
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Fig. 1 Population analyses for the ten-electron series of CH4, NH3, H2O and HF. (a) Mulliken and (b) Löwdin charges of the hydrogen atom based
on Hartree–Fock calculations for basis sets STO-3G, 4-31G, 6-31G* and 6-31G**. Values taken from ref. 50. (c) Mulliken and (d) Löwdin charges
of the hydrogen atom based on PAW plane-wave LDA calculations with varying energy cutoffs (¼ size of the plane-wave basis set).
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contrary, both schemes correctly reproduce the fact that the
local basis sets signicantly change their character upon going
from 6-31G* (by adding d functions to C, N, O, and F) to 6-31G**
(by adding p functions to H).

Aforementioned qualitatively changing basis-set charac-
teristics of a local basis set do not exist, in principle, for
a completely delocalized plane-wave basis which does not
“know” about atoms. Instead, Hilbert space is continuously
lled with plane waves with an ever increasing kinetic energy
(up to about 500 eV and more) until energetic convergence is
reached in terms of typically 10�9 eV, thereby continuously
and steadily improving the quality of the calculation. How do
the Mulliken and Löwdin schemes perform in such
a scenario? For testing, we repeated the aforementioned
molecular calculations with combinations of plane waves
using a box with one k-point while correlation and exchange
were described by the simplest functional, the local-density
approximation51 (LDA), with energy cutoffs from 100 to
500 eV. The auxiliary local basis set for projection consisted
of LOBSTER's standard contracted multiple-z STO as derived
by Bunge, Barrientos, and Bunge37 which is known for its
supreme accuracy of only a few mHartrees above the numer-
ical Hartree–Fock limit and ca. 0.002% concerning the
average error of the electron density of the free atoms in the
rst and second period.52 Alternatively expressed, these local
This journal is © The Royal Society of Chemistry 2019
functions represent the numerical optimum and are practi-
cally complete. As shown in Fig. 1c and d, the Mulliken and
Löwdin charges as projected from plane waves resemble the
molecular ones as regards the electronegativity trend. With
respect to the completeness of the plane-wave basis set,
however, the values of the Mulliken and Löwdin charges
easily converge to a certain value for each computation. For all
four cases, an energy cutoff somewhere between 200 and
300 eV already marks the beginning convergence. Since these
energy cutoffs are way below typical plane-wave DFT calcu-
lations, we regard the Mulliken and Löwdin charges as
effectively basis-set independent in the new plane-wave
setting, a very assuring sign for all what follows. For
reasons of completeness, aforementioned Mulliken charges
taken from the literature50 and computed by VASP (LDA) were
recalculated by using state-of-the-art Hartree–Fock tech-
niques (i.e., Gaussian,53 cf. Table S5 and Fig. S2†). Only the 6-
31G** calculations yield improved results as compared to the
literature but still face the problem of basis-set dependency
due to being local. Reiterating the effective basis-set inde-
pendence of Mulliken and Löwdin charges as derived from
plane waves, it results from a fortunate synergy of (i) the
nonlocality of the plane-wave basis set for DFT calculation
and (ii) the superb quality (completeness) of the local basis
set for analysis by LOBSTER.
RSC Adv., 2019, 9, 29821–29830 | 29823
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Results and discussion

Both orbital-based Mulliken and Löwdin population analyses as
implemented in LOBSTER automatically and accurately derive
atomic charges in solid-state materials, and we will demonstrate
their performance as regards ionic compounds, polar intermetal-
lics, including commonly known archetypal Zintl phases, as well as
another polar intermetallic compound, i.e., stützite.54 The latter
mineral was chosen for the prototypical application of the tool, as
more recent research54 revealed that applying the Zintl–Klemm
concept to it should be taken with a pinch of salt.

For comparison, density-based Bader charges were also calcu-
lated for the present compounds. Ahead of chemical comparisons,
a word as regards technical performance (i.e., time and resource
consumption) seems appropriate. On average, Bader charge anal-
yses (cf. Tables S7 and S8, Fig. S3 and S4†) consume signicantly
more time (5.1�) and slightly more resources (1.1�) than the
respective LOBSTER calculations, the latter of which include the
entire projection ahead of Mulliken and Löwdin population anal-
yses, and also COHP and COOP analyses. In comparison to
LOBSTER, the best Bader performance is achieved for LiAl and, in
general, for high-symmetry compounds adopting the [NaCl] and
[CsCl] type structures. In contrast, LOBSTER's population analyses
excel in examining complex structures with low symmetry or
disordered fragments. For instance, just 1/3 of Bader's resource
requirements and 1/20 of its time consumption was required by
LOBSTER for the case of S8(AsF6)2.

Nonetheless, we note that Bader's density-based (and
extremely quick) algorithm for charge calculation can not be
blamed for that. On the contrary, VASP needs to perform
resource-hungry all-electron calculations for the core charge
densities as a prerequisite for Bader, and this is the numerical
price paid for working with the density. Because LOBSTER
operates directly with the wave function, its prior VASP calcu-
lations are signicantly faster (see again Tables S7 and S8,
Fig. S3 and S4†), a natural advantage of the non-density-based
Mulliken and Löwdin approaches.
Ionic compounds

Alkaline halides MX with M ¼ Na, K, Cs and X ¼ F, Cl, Br, I are
prototypical examples of salt-like materials. NaX, KX and CsF
Fig. 2 (a) Representations of the crystal structures of sodium chloride
being isostructural with NaX (X ¼ F, Br, I), KX (X ¼ F, Cl, Br, I), CsF, and
LiAl, and (b) cesium chloride being isostructural with CsBr, CsI, and LiTl.
The respective Mulliken charges are included.

29824 | RSC Adv., 2019, 9, 29821–29830
crystallize with the [NaCl] type (Fm�3m; no. 225; Fig. 2a), while
the remaining Cs-containing compounds adopt the [CsCl] type
(Pm�3m; no. 221; Fig. 2b).55–64 The Mulliken charges (given in
Table S1†) evidence that the new method implemented in
LOBSTER reproduces the expected ionicity trend of the series,
which is even clearer based on the Löwdin charges. The Mul-
liken charge is around �0.8e for every alkali halide compound
with the exception of CsF (with �0.87e). The alkaline uorides
show the largest Löwdin charges with �0.8 to 0.9e, whereas the
alkaline iodides exhibit the lowest charges with �0.6 to 0.7e.
Bader charges are closer to Mulliken charges (cf. Table S1†) but
do not reproduce the electronegativity trend as nicely as Mul-
liken's approach does.

Zintl phases and polar intermetallics

To probe the validity of formal valence-electron distributions
following the Zintl–Klemm idea, archetypal Zintl phases, i.e., LiAl,
LiTl, NaTl, KTl, CaSi, and several polyanionic (CsTe4, Cs2Te5, Cs2I8)
as well as polycationic (S8(AsF6)2, Te6(AsF6)4) compounds were
chosen as prototypical examples for Mulliken and Löwdin pop-
ulation analyses.22,65–73 Furthermore, the computed charges were
compared to freshly computed Bader charges and those which had
been previously reported in the literature. NaTl (Fig. 3a) crystallizes
with space group Fd�3m (no. 227) and its crystal structure is
Fig. 3 (a) Representations of the crystal structures of sodium thallide,
(b) potassium thallide, (c) CsTe4, (d) Cs2Te5, (e) Cs2I8 and (f) calcium
silicide. Mulliken charges are shown. To distinguish bonds within the
anions from those contacts between the anions, the contacts within
the anions have been highlighted using different colors.

This journal is © The Royal Society of Chemistry 2019
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composed of a diamond-like network formed by the Tl anions
enclosing the Na cations. LiAl is isostructural to NaCl (Fig. 2a),
whereas LiTl crystallizes with the [CsCl] type of structure (Fig. 2b).
KTl (Fig. 3b) crystallizes within Cmce (no. 64), a subgroup of Fmmm
(a subgroup of I4/mmm, which is a subgroup of Fm�3m) because of
the presence of distorted Tl6

6� octahedra.22 Although NaTl, LiAl,
LiTl and KTl are isoelectric compounds, they exhibit different
charge tendencies (cf. Table S2†). With aMulliken charge of +0.81e
for the sodium cation and�0.81e for the thallium anion, the NaTl
result almost coincides with the idealized Zintl–Klemm charges
this is seemingly enough to allow for four Tl–Tl bonds per Tl anion,
typical for a main-group IV pseudo element. Nonetheless, LiAl
(�0.5e) and LiTl (�0.4e) show much lower charges. Because the
charge transfer is lower, neither Al nor Tl become sufficiently
main-group IV-like, so LiAl and LiTl do not adopt the [NaTl] type
with Al–Al or Tl–Tl bonds but the [NaCl] and [CsCl] types, respec-
tively.22 Since the structure of KTl is disordered, the Mulliken
charges for the potassium cations range from +0.56e to +0.74e and
for Tl� from �0.55e to �0.73e, resulting in an average charge of
�0.67e. Astonishingly enough, the computed Bader charges for
NaTl (�0.7e), LiAl (�0.8e) and LiTl (�0.9e) do not t in the
aforementioned picture (cf. Table S2†) and, thus, are chemically
less meaningful. The average Bader charge of KTl (�0.66e),
however, coincides with that obtained from Mulliken charge
analysis since the Bader charges for K+ range from +0.64e to +0.68e
and for Tl� from �0.57e to �0.72e.

CsTe4 (Fig. 3c) and Cs2I8 (Fig. 3e) crystallize with space group
no. 14 (P21/c and P21/a), while Cs2Te5 (Fig. 3d) and CaSi (Fig. 3f)
follow Cmcm (no. 63), S8(AsF6)2 (Fig. 4a) adopts P21/c (no. 14) but
C2/c (no. 15) for Te6(As(V)F6)4$As(III)F3 (Fig. 4b). The crystal
structures of the tellurium-, iodine-, and sulfur-containing
compounds comprise both anionic (Te4

�, Te5
2�, I8

2�) and
cationic (S8

2+, Te6
4+) units (Fig. 3c–e and 4a–b), while the

respective counter ions are located between them. The charges
for the cesium polytellurides and Cs2I8 perfectly match with
those expected from applying the Zintl–Klemm concept (Table
S2†). The Te4

� anionic unit in CsTe4 exhibits a total charge of
�0.83e, the Te5

2� unit in Cs2Te5 a total charge of�1.67e and the
I8
2� unit in Cs2I8 a total charge of�1.82e. The individual atomic

charges in those units can be taken from Fig. 3c–e. The Bader
charges of the compounds (cf. Table S2†) show similar values.
CaSi, a typical example of a Zintl phase, arrives at Mulliken and
Löwdin charges of �1.4e (Table S2†) and, therefore, indicates
a less ionic character than expected if considering the Zintl–
Klemm concept (�2e). And yet, this nding agrees well with
previous research,71 which revealed, by means of experimental
and theoretical techniques (e.g., Bader charges �1.28e, which
also coincides with Bader charges of �1.26e calculated in this
work, cf. Table S2†), that the Ca–Si bond in CaSi must have
a somewhat covalent character, too. In the cases of the
compounds incorporating polycationic units, S8(AsF6)2 and
Te6(AsF6)4, the total Mulliken and Löwdin charges of +1.9e and
+3.5e for the S8

2+ cation unit and Te6
4+ unit, respectively, (Table

S2,† individual charges of the atoms in Fig. 4a–b) agree well
with the expectations. Here, Bader charges also coincide with
Mulliken charges (cf. Table S2†).
This journal is © The Royal Society of Chemistry 2019
The quaternary phase NFAl2Ca6, which adopts the elpasolite
type of structure (Fm�3m, no. 225; Fig. 4d), was also investigated
in this work because this compound exhibits a rather exotic
oxidation state for Al, that is, Al(�II), with a Bader charge of
around�2e, otherwise found in signicantly larger Zintl phases
like Sr14(Al4)2(Ge)3 (R�3, no. 148; Fig. 4c).74,75 The density-based
Bader charges of the strontium cations in Sr14(Al4)2(Ge)3 were
previously reported75 to range from +1.13 to +1.20e, while that of
aluminum is �1.7e, indicating an oxidation state of –II, as
written before, and that of germanium is �2.2e. These charges
are conrmed by the present orbital-based Mulliken and
Löwdin population analyses (Table S3†) which reveal the Mul-
liken charges for Sr to range from +1.17 to +1.29e (Löwdin
charges +1.28 to +1.36e), for Al from �1.18 to �1.41e (Löwdin
charges �1.28 to �1.45e), and for Ge, the Mulliken charge is
�2.23e (Löwdin charge �2.40e). Note that the Mulliken and
Löwdin charges are lower than the Bader charge for aluminum.
It is striking that all three charge analyses only yield half of the
charge that is expected based on the Zintl–Klemm recipe. In the
case of NFAl2Ca6, the Bader,74 Mulliken and Löwdin charges
depict the same picture of the electronic situation (Table S3†).
While the computed Bader charge and the one from the liter-
ature for nitrogen is �2e and the Mulliken/Löwdin charge is
around �2.3e, the charge for uoride is around �1e in all three
cases. Aluminum exhibits a rather unexpected Bader charge of
�2.27e (computed) and �2.13e (literature), respectively, and
a Mulliken/Löwdin charge of �2.5e. The calcium cation has
a similar Bader and Mulliken/Löwdin charge with +1.2e and
+1.4e, respectively.

In summary, the implemented Mulliken and Löwdin pop-
ulation analysis method has been successfully applied to
a series of salt-like compounds as well as polar intermetallics in
order to accurately calculate the valence-electron distributions,
directly using the electronic structure in reciprocal space. And
yet, certain deviations between the Mulliken and Löwdin
charges and the charges expected from Zintl–Klemm concept
have been identied.

Previous research on polar intermetallics revealed the exis-
tence of certain compounds which are also composed of poly-
anionic units but are poorer in valence electrons relative to the
Zintl phases.5,6,76 In particular, the mineral stützite Ag5�xTe3, for
which a homogeneity range from x¼�0.25 to x¼ 1.44 has been
identied,77–79 was chosen as a prototypical example for the
application of the population analysis tool, as its crystal struc-
ture comprises building units similar to those observed for Zintl
phases, but its electronic structure can scarcely be recognized
by the Zintl–Klemm idea.54 The crystal structure of stützite
(P�62m, no. 189; Fig. 5) is composed of tellurium dumbbells
[Te�]2 and, furthermore, honeycomb (h)- and Kagome (K)-
fashioned tellurium nets, which are not Te–Te bonded
(because of interatomic distances larger than 4.7�A) but stacked
in a sequence of –h–K–h–K–. The silver atoms are distributed
between the tellurium nets and surround the tellurium atoms,
thereby forming different types of polyhedra. A detailed struc-
tural analysis of stützite also revealed the presence of positional
disorder for diverse silver as well as tellurium sites; details
RSC Adv., 2019, 9, 29821–29830 | 29825
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Fig. 4 (a) Representations of the crystal structures of S8(AsF6)2, (b) Te6(As(V)F6)4As(III)F3, (c) Sr14(Al4)2(Ge)3, and (d) NFAl2Ca6 (elpasolite structure).
Mulliken charges are shown.

Fig. 5 Representation of the crystal structure of stützite: tellurium
(blue) as well as silver (red) atoms related to smaller site occupancy
factors have been omitted for the benefit of a better representation.
The Kagome-fashioned tellurium nets have been highlighted in yellow.
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regarding the structure determinations have been reported
elsewhere.54,80

When attempting to describe this material by means of the
Zintl–Klemm concept, formal electron distributions such as
29826 | RSC Adv., 2019, 9, 29821–29830
(Ag+)34(Te
2�)13([Te

�]2)4 and (Ag+)36(Te
2�)13([Te

�]2)4(e
�)2 come to

mind for a “Ag34Te21” composition and a “Ag36Te21” composi-
tion, respectively. Because previous research on the phase
widths of stützite (see above) identied the existence of
compositions being poorer in silver content relative to the
electron-precise Ag34Te21 (¼Ag4.86Te3), one may raise the ques-
tion how the valence-electron distributions in such electron-
poorer intermetallics can be understood. In this connection, it
should also be noted that the difference between absolute
electronegativities81 of silver (4.44 eV) and tellurium (5.49 eV) is
rather small. Hence, as the application of the Zintl concept is
a clear oversimplication and probably reaches its limits in the
present case, we employed the Mulliken and Löwdin population
analysis tool to extract the charge distributions in this telluride
from rst-principles.

An application of Mulliken's approach yields an average
charge distribution – note that the crystal structure is disor-
dered – of (Ag+0.37)32(Te

�0.66)13([Te
�0.40]2)4 for “Ag32Te21”, of

(Ag+0.36)34(Te
�0.68)13([Te

�0.36]2)4 for “Ag34Te21”, and of
(Ag+0.33)36(Te

�0.64)13([Te
�0.42]2)4 for “Ag36Te21”; the lesser

charged Te atoms play the role of X halogen atoms (forming X2

dumbbells) whereas the higher charged Te atoms stay isolated
and, hence, resemble noble-gas atoms with a lled octet. The
This journal is © The Royal Society of Chemistry 2019

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9ra05190b


Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
Se

pt
em

be
r 

20
19

. D
ow

nl
oa

de
d 

on
 6

/2
7/

20
25

 5
:2

7:
40

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
corresponding Löwdin charges are similar, cf. Table S4.†
Clearly, the electron transfer from Ag to Te is mirrored by the
computed (and signicant) charges, and the charge distribu-
tions resemble the tendencies proposed from a Zintl–Klemm
treatment in a certain way; however, as also pointed out by
more recent research,54 the (electronic) structure and, so, the
electron (or charge) distribution are apparently not strongly
inuenced by the silver content of the compound. And yet, is it
possible to extract further information about the tendency to
adopt a certain composition based on the computed charges?

In fact, the knowledge of the charges allows computing the
Madelung energies, 3M, for all three stützite models. There is
a plethora of (historical) publications demonstrating that
Madelung energies can serve as a reliable method for quickly
examining the electronic structures and stabilities of solid-state
compounds,82–85 including a very recent study.86 In the present
case, the Madelung energies were achieved using the Fourier
method as implemented in VESTA87,88 by taking the Mulliken
charges as obtained by LOBSTER's population analysis. For the
Madelung calculations, the radii of anionic spheres were set to
1.3 �A (less than half of the smallest interatomic distance), and
the reciprocal-space ranges were set to 3.2�A�1. The convergence
of the Madelung energies with variations of the parameters was
also ensured. In addition to the Madelung energies, the
formation enthalpies of all stützite models were evaluated as
independent theoretical data. The formation enthalpies were
derived from the total energies E of the respective stützite
models and elemental silver and tellurium – a procedure that is
valid for a pressure close to zero, as the pV term in H ¼ E + pV
vanishes, so that the total energy is equivalent to the enthalpy E
¼ H.41

A look at the formation enthalpies (Table 1) yields that all
inspected stützite models are exothermic compounds. In addi-
tion, a comparison with the Madelung energies (also Table 1)
not only reveals that the lowest energy corresponds to the
“Ag34Te21” model, which is also related to the lowest formation
energy, but the courses of formation enthalpies and Madelung
energies run parallel. In other words, the Madelung energies
mirror the total energies which is surprising for a phase in
which the absolute electronegativities are quite close. We also
note that recent research54 on the vibrational properties of the
three stützite compositions, i.e., “Ag36Te21”, “Ag34Te21”, and
“Ag32Te21”, showed all three of them to be dynamically stable,
although “Ag34Te21” is energetically most favorable. Thus, how
can the trends seen from both the formation enthalpies as well
as Madelung energies be understood at the atomic scale? An
additional inspection of the densities-of-states (DOS) curves
Table 1 Formation enthalpy DHf, Madelung energy 3M (per unit cell),
and numerical value of the density-of-states (DOS) at the Fermi level of
the three stützite compositions

Compound DHf (kJ mol�1) 3M (kJ mol�1) DOS (3F)

“Ag32Te21” �275.78 �4138.2 19.96
“Ag34Te21” �301.00 �4302.8 0.00
“Ag36Te21” �221.41 �3873.3 12.63

This journal is © The Royal Society of Chemistry 2019
(Fig. S1†) and crystal-orbital-Hamilton-populations for the
aforementioned stützite models reveals a rather subtle interplay
between the location of the Fermi level at a maximum of the
DOS in the silver-poorest telluride and the occupations of
antibonding Ag–Te states for the silver-richer compositions.
Furthermore, the Fermi level in “Ag34Te21” falls into a band gap
– an electronically favorable situation (cf. DOS (3F) in Table 1).
Accordingly, “Ag34Te21” is related to the most negative Made-
lung energy as the electronically most favorable situation –

a gap at the Fermi level is achieved for that model. The
composition “Ag36Te21” corresponds to the least exothermic
formation enthalpy and least negative Madelung energy and,
hence, is the least favorable model due to the occupations of
additional antibonding states. DHf and 3M of “Ag32Te21” are
located in-between those of “Ag34Te21” and “Ag36Te21”, since the
Fermi level is located at a maximum of the DOS, but fewer
antibonding states are occupied for this composition (cf. ref. 54
and ESI of ref. 54). In summary, it can be inferred that the wave-
function-based computations of the atomic charges (and
Madelung energies) for the three models provide a straightfor-
ward way to identify the stability trends for the (structurally)
complex intermetallic, irrespective of the size of the charge
transfer. For reasons of completeness, we also mention alter-
native density-based approaches (e.g., DDEC) which have been
specially proposed to reproduce the electrostatic potential and
energy of systems based on DFT calculations.89

Conclusions

Implementing both Mulliken and Löwdin population analyses
into the LOBSTER package has been demonstrated as a way to
effectively and accurately calculate basis-set independent
charges from plane-wave calculations. By doing so, one arrives
at straightforward and inexpensive means to recognize the
charge distributions in ionic as well as polar intermetallics
directly using the wave function without the costlier need to
partition electron densities in real space. In the cases of the
Zintl compounds, the charges calculated with the new tool
correlate well to those charges expected from applying the
Zintl–Klemm concept. Additionally, more light was shed on the
electronic situation in the mineral stützite, where an applica-
tion of the Zintl–Klemm concept could not clarify the actual
electron distributions. Although the Mulliken and Löwdin
charges somehow resemble the ones assumed by a Zintl–
Klemm treatment and there is indeed charge transfer from
silver to tellurium, the charges vary slightly relative to the silver
content in the model structures of stützite, and they are only
around one third of the charges expected from the Zintl
concept. In addition, it was demonstrated that Madelung
energies can be easily computed from the wave-function-based
Mulliken charges, thereby providing a straightforward
approach to evaluate the stability trends for that (structurally)
complex intermetallic.
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Appendix

In order to determine GPm from eqn (3) using Mulliken's
approach, the electron-density distribution in a molecule or
solid is divided into a net population (NP) and an overlap
population (OP) by using the normalization condition
ðÐ j*

j ðkÞjjðkÞds ¼ 1Þ of a square-integrable wave function in k-
spaceð

j*
j ðkÞjjðkÞ ds ¼

X
m

Cmj
2ðkÞ

ð
cm

2ðkÞds

þP
m\n

2 CmjðkÞCnjðkÞ
Ð
cmðkÞcnðkÞ ds

¼
X
m

Cmj
2ðkÞ þ

X
m\n

2CmjðkÞCnjðkÞSmnðkÞ

¼
X
m

NPm þ
X
m\n

OPmn ;

(4)

so that the Mulliken gross orbital population GPm can be written
as

GPm ¼ NPm þ 1

2

X
n

OPmn: (5)

In the density-matrix formalism, GPm is dened as

GPm ¼
X
k

X
n

PmnðkÞSmnðkÞwðkÞ ; (6)

where w(k) is the weight of delta-function integration of the
corresponding k-point, and Pmn(k) and Smn(k) are the k-depen-
dent density and overlap matrix elements for orbitals m and n,
respectively, also in reciprocal space,

PmnðkÞ ¼
X
j

fjðkÞC�
mjðkÞCnjðkÞ; (7)

Smn(k) ¼ hcm(k)|cn(k)i, (8)

with the occupation number fj of band j and the LCAO-CO
coefficients Cmj(k).

To proceed with Löwdin population analysis, the basis set c
must be orthogonalized, accomplished via application of
Löwdin's symmetric orthogonalization (LSO).47,48 A new basis
set c0 and a new coefficient matrix C0 are then constructed from
the old ones by linear transformation

c0(k) ¼ S�1/2(k)c(k), (9)

C0(k) ¼ S1/2(k)C(k). (10)

The positive and negative square root of the overlap matrix S
can be obtained from diagonalization of S.48 The LSO ensures
that the orthogonalized basis functions lie as closely as possible
(in Hilbert space) to the original functions. Aer applying the
LSO, a new density matrix P0 ¼ S1/2PS1/2 is obtained and the
Löwdin gross orbital population GPm can be calculated as
follows

GPm ¼
X
k

P0
mmðkÞwðkÞ; (11)
29828 | RSC Adv., 2019, 9, 29821–29830
since the overlap matrix in an orthonormal basis is the identity
matrix.
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