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Stability limits of elemental 2D metals in
graphene pores†

Janne Nevalaita and Pekka Koskinen *

Two-dimensional (2D) materials can be used as stabilizing templates for exotic nanostructures, including

pore-stabilized, free-standing patches of elemental metal monolayers. Although these patches represent

metal clusters under extreme conditions and are thus bound for investigations, they are poorly under-

stood as their energetic stability trends and the most promising elements remain unknown. Here, using

density-functional theory simulations and the liquid drop model to explore the properties of 45 elemental

metal candidates, we identify metals that enable the largest and most stable patches. Simulations show

that pores can stabilize patches up to ∼8 nm2 areas and that the most prominent candidate in a graphene

template is Cu. The results, which are generalizable to templates also beyond graphene, provide encour-

agement for further, even more resolute experimental pursuit of 2D metals.

Mainstream two-dimensional (2D) materials research has long
focused on layered van der Waals materials.1–3 These materials
have rigid covalent in-plane bonding and weak van der Waals
out-of-plane bonding. They are interesting due to simple fabri-
cation,4 intrinsic properties,5,6 possibility of materials
design,7,8 and a myriad of applications.9–11 However, yet a
nascent practice is to use these 2D materials as templates to
stabilize other, more exotic nanostructures.

Stabilization occurs particularly well in pores, which are
ubiquitous in 2D materials.12 Pores enable stabilizing 2D
nanostructures that otherwise would be unstable. Notably,
pores in graphene have been used to stabilize even free-stand-
ing patches of 2D metals (Fig. 1a).13–15 Here 2D metal patches
mean monolayer clusters of elemental metals that are charac-
terized by metallic bonding, homogeneous electron density,
and superatomic states.16–19 As elemental metals usually
prefer 3D clustering,20 free-standing 2D metal patches rep-
resent materials under conditions so extraordinary that they
are bound for investigations, as their properties and appli-
cations could differ markedly from the ones found in sup-
ported metal monolayers.21–24

However, the synthesis and experimental control of 2D
metal patches is challenging and still immature. For example,
the usual mechanical exfoliation of 2D metals is unviable.25–27

Only a few experiments have demonstrated the inklings of
success, reported as small graphene-stabilized patches of Fe,14

MoS2-stabilized patches of Mo,28 and somewhat related gra-
phene-stabilized patches of Zn and Cu oxides.29,30

Consequently, the present research is best driven forward by
simulations and modeling. Nevertheless, so far simulations
have been limited to scattered elements and to effectively infi-
nite membranes.16,31–36 As a result, a practical and coherent
understanding of the energetic trends in the patches and the
most promising candidates among elemental metals remain
unknown.

Therefore, in this work we address the fundamental ques-
tion: Which elemental metals enable the most stable 2D
patches in the pores of covalent 2D materials? Using density-

Fig. 1 Elemental 2D metal patches in covalent templates. (a) Schematic
of an atomically thin, free-standing layer of close-packed elemental 2D
metal monolayer patching a pore in graphene. (b) The 45 elemental
metal candidates explored in this work.
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functional theory (DFT), we investigate the finite patches of 2D
metals and their interaction with a graphene template. The
trends in key properties are explored across the periodic table,
among 45 elemental metals (Fig. 1b). By combining DFT calcu-
lations with a liquid drop model, we are able to identify parts
of the periodic table which hold the most prominent 2D
metals. It turns out that, for graphene pores, the largest and
most stable 2D metal patches are provided by Zn, Ag, and Au,
the best candidate being Cu.

To investigate the energetic stability trends of 2D metal
patches, we resort to the reliable liquid drop model.37 We
begin by analyzing the stabilities of 2D and 3D clusters first in
the gas-phase, without the template. According to the model,
the formation energy of a 3D cluster with N atoms is

EðNÞ ¼ αVðNÞ þ σAðNÞ þ EcðNÞ; ð1Þ

where V is the volume, α is the bulk energy density, A is the
surface area, σ is the surface energy density, and Ec is the
energy due to surface curvature. For simplicity, we choose
closely packed, spherical clusters with radius R and neglect the
curvature energy term. Thus, the formation energy per atom
for an N-atom cluster becomes

εgas3D ðNÞ ¼ �ε3Dcoh þ σAðNÞ=N; ð2Þ

where ε3Dcoh is the 3D bulk cohesion, A(N) = c3Dd23DN
2/3, c3D =

(18π)1/3 ≈ 3.84, and d3D is the 3D bond length. Analogously,
the liquid drop model for the formation energy of a disc-
shaped 2D patch is

εgas2D ðNÞ ¼ �ε2Dcoh þ λLðNÞ=N; ð3Þ

where ε2Dcoh is the 2D bulk cohesion, λ is the edge energy, L(N) =
c2Dd2DN

1/2 is the length of the edge, c2D = (12π2)1/4 ≈ 3.30, and
d2D is the 2D bond length.

Since the 3D data for eqn (2) can readily be found from the
literature and the 2D data for eqn (3) is found from our recent
work,16,36 we may proceed to investigate the relative stability of
2D and 3D gas-phase clusters quantitatively. Clearly, 3D clus-
ters are more stable than 2D clusters and their relative stability
increases faster upon increasing N (Fig. 2a and b). For some
metals, such as Cu, crossover from 2D to 3D occurs at N too
small to have any quantitative meaning (Fig. 2a), while for
most metals, such as Ir, crossover is absent altogether and the
ground state is 3D for all N (Fig. 2b). Not surprisingly, these
trends are in accordance with the long known prevalence of
3D ground states in metal clusters.38

However, despite the predictability of the 2D/3D energy order-
ing, it is illustrating to equate eqn (2) with eqn (3) and thereby
obtain an expression for the 2D/3D crossover. The expression

ðε3Dcoh � ε2DcohÞ � σc3Dd2
3DN

�1=3 þ λc2Dd2DN �1=2 ¼ 0 ð4Þ

is simplified by two approximations. First, our previous work
shows that for close-packed 2D metals d3D ≈ d2D.

16 Second,
because close-packed structures are nearly isotropic, the
surface energy and edge energy are related by σ ≈ λ/d2D. (See

the ESI† for the derivation of this relation.) Thus, the 2D/3D
crossover occurs when

Δ� c3DN �1=3 þ c2DN �1=2 ¼ 0; ð5Þ
where

Δ ¼ ðε3Dcoh � ε2DcohÞ=ðd2DλÞ ð6Þ
is a dimensionless parameter, the smallness of which charac-
terizes the intrinsic relative stability of 2D patches.

The crossover occurs if eqn (5) has a positive real solution,
requiring Δ , 4=

ffiffiffiffiffi

27
p � 0:77, which nominally holds only for a

few elements. Nevertheless, visualizing Δ across the periodic
table gives us insights into elements’ intrinsic 2D stabilities
(Fig. 2c). As an intermediate result, most of the prominent can-
didates for elemental 2D metals are located at the end of the
transition metal series. This trend is corroborated by the
known disposition of Au towards 2D ground state
geometries.20,38,39

The above gas-phase results provide a good starting refer-
ence, but our focus lies in the stabilization due to the inter-
action with pore edges. For concreteness, we will restrict our-
selves to graphene pores,12 because of graphene’s mechanical
rigidity and the feasibility of controlling pore sizes.40–43

The stabilization of 2D clusters occurs only when the inter-
action between the metal atoms and the pore edge is exother-
mic and suitably directional. This requirement is fulfilled by
graphene, which prefers in-plane adsorption at edges35,44 as
opposed to on-top adsorption.45 On-top adsorption energies,
the values of which depend largely on the DFT functional
used,46 remain below 2 eV, mostly even below 0.2 eV, whereas

Fig. 2 Relative stability of 2D and 3D clusters in the gas-phase, without
the presence of stabilizing pores. (a) Energy per atom for 2D and 3D
clusters of Cu according to the liquid drop model [eqn (2) and (3)]. (b)
Same as panel a for Ir. (c) Dimensionless parameter Δ [eqn (6)] visualized
across the periodic table; the smaller value stands for greater intrinsic
2D stability.
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edge adsorption energies can be up to 7 eV, depending on the
edge type and adsorption site (Fig. 3a and S3; see the ESI† for
computational details). These trends indicate that the nature
of the metal–graphene interaction at pore edges is well suited
for stabilizing 2D patches.

A caveat, however, is that the interaction and in-plane
adsorption must not be too strong. Too strong and inapt inter-
action may cause graphene to swallow metal atoms altogether
and give rise to metal carbides. We must therefore extend our
investigations to various metal carbides and exclude elements
that prefer carbide formation. To do this, we define carbide
formation energy

Δεcarbide ¼ ½Ecarbide � ðNCμgr þ NMμMÞ�=NM; ð7Þ

where Ecarbide is the total energy of a carbide with NM metal
atoms and NC C atoms, μgr is the chemical potential of C in
graphene, and μM is the chemical potential of metal atoms in
2D bulk. Δεcarbide was calculated for all metals with three

different carbide geometries (Fig. S5†). Any occurrence of nega-
tive carbide formation energy implies that the 2D metal–gra-
phene interface is unstable; this consideration eliminates
many of our candidates (Fig. 3b).

Above we considered the edge adsorption of single atoms,
which is different from the interaction between graphene and
a finite 2D metal patch. To prevent interface buckling and the
concomitant structural out-of-plane perturbations, the inter-
face should be commensurate whereby lattice mismatch
between graphene and the metal patch should be minimal. A
look at the matching of lattice constants thus provides yet
another view into the most promising candidates for stable 2D
patches with graphene (Fig. 3c). Incidentally, the picture of
promising elements looks nearly the same for the hexagonal
boron nitride template, which has only 1.8% lattice mismatch
with graphene.47

Consequently, we chose nine metals with the best-matching
lattice constants for further analysis. Although V had the smal-
lest lattice mismatch, it was dropped because of its negative
carbide formation energy (Fig. 3b). We modeled the interface
between the metal and graphene using a ribbon model with
different interface configurations (Fig. S2†). The metal–gra-
phene interface energy was defined as

λif ¼ ðEM þ Egr � EMþgrÞ=Lif ; ð8Þ

where EM is the energy of the 2D metal ribbon, Egr is the
energy of the graphene ribbon, EM+gr is the energy of fused
ribbons, and Lif is the length of the ribbon interface. Note that
the interface energy entails the strain energy of the 2D metal.
All of the resulting interface energies are positive, which indi-
cates energetically stable metal–graphene interfaces (Fig. 3d);
the dependence on the precise microscopic configuration was
moderate (Fig. S4†). Contrary to the intrinsic stability of gas-
phase clusters (Fig. 2c), interface energies favor elements
around the middle of the transition metal series.

We now have enough data to extend the liquid drop model
to include the interaction with graphene. This extension
simply means the addition of cluster adsorption energies into
eqn (2) and (3), which yields the energy per atom

ε3DðNÞ ¼ �ε3Dcoh þ σAðNÞ=N þ Eads=N ð9Þ

for 3D clusters and

ε2DðNÞ ¼ �ε2Dcoh þ ðλ� λifÞLðNÞ=N ð10Þ

for 2D clusters, assuming that the edge and interface lengths
are equal. Note that we assume a pre-existing pore and there-
fore omit energy contributions arising from the pore itself and
that because the contribution from Eads scales as ∝N−1, and its
influence at large N is minor. Because λ < λif for all metals
(Fig. 3d), eqn (10) demonstrates explicitly the manner in which
the pore stabilizes the patch with any finite L. When plotting
the relative stability of 2D and 3D clusters using eqn (9) and
(10), the stabilizing effect of the pores becomes obvious
(Fig. 4b and c). For instance, 2D patches become energetically
favored over 3D clusters with N < 125 for Cu and with N < 45

Fig. 3 Viewpoints to the interaction between elemental metals and
graphene. (a) Metal atom adsorption energies at graphene edges. The
values shown are the minima among adsorption energies at hollow and
bridge positions of armchair edges (Fig. S3†). (b) Carbide formation
energies [eqn (7)]. The values shown correspond to the minima
of formation energies among three carbide configurations (Fig. S5†).
(c) Absolute strains in 2D metals due to lattice mismatch relative to gra-
phene. (d) Interface energies between selected small-strain elemental
2D metals and graphene. The values shown are the minima among
energies of four different metal–graphene interface configurations
(Fig. S4†).
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for Ir. The liquid drop model thus suggests that pores are able
to stabilize the 2D patches of respectable sizes.

To answer the fundamental question about the best candi-
dates for stable 2D metal patches, let us then summarize our
findings. We have investigated the stability of 2D patches from
four viewpoints: (i) intrinsic relative stability of the 2D metal
(Fig. 2c), (ii) commensurability and the resulting strain at the
interface (Fig. 3c), (iii) possibility of carbide formation
(Fig. 3b), and (iv) the chemical bonding at the interface
(Fig. 3a and d). Because some viewpoints go beyond pure ener-
getics, a balanced ranking of the elements must consider
them simultaneously. We therefore united all the viewpoints
into a single summative figure of merit and ranked the metals
accordingly (see the ESI† for the description). According to the
figure of merit, the foremost metals for stable patches are Zn,
Ag, and Au, but the best one is Cu (Fig. 5a).

Adopting Cu as the best candidate, let us first go backwards
to make a necessary validation of the extended liquid drop
model. We created 27 Cu clusters with N = 5…145 and calcu-
lated the formation energies explicitly by DFT (ESI†). While
the clusters do not necessarily represent global energy
minima, the energy differences between low-energy isomers
are small enough (<15 meV per atom) to have any influence on
the energetic trends.48–50 As before (Fig. 4a), we considered
three different geometries: (1) 3D clusters with on-top adsorp-
tion, (2) 3D clusters with edge adsorption, and (3) 2D patches
in graphene pores (ESI†). The extended liquid drop model
seems to capture the trends in the energetics reasonably well,
even upon assuming an N-independent 3D adsorption energy
(Fig. 5b). Most importantly, DFT predicts energetically stable
2D patches up to N ≈ 120, corresponding to an area of
∼8 nm2, and supports the predictions of the liquid drop
model. While there are variations in the DFT energies due to
differences in atomic arrangements, the fair agreement in
Fig. 5b suggests that the trends are correct and indicates that

stability could be achievable for respectable patch sizes;
besides, the stability would even improve upon making the
patches oblong.

In addition to pure energetics, we performed preliminary
investigation of kinetic stability. We conducted molecular
dynamics simulation of an N = 37 Cu patch for 36.9 ps using a
Langevin thermostat at T = 300 K. In addition to corroborating
previous simulations that have demonstrated a kinetically
stable infinite 2D Cu membrane,33 our simulations suggest a
kinetically stable graphene–metal interface as well (see Fig. 5c
and d as well as the ESI Movie†).

To conclude, we have used the liquid drop model in con-
junction with DFT to show that pores in covalent 2D templates
such as graphene could be used to stabilize 2D metal patches
in respectable sizes. Although the best candidate, Cu, is fam-

Fig. 4 Relative stability of 2D and 3D clusters interacting with a gra-
phene pore. (a) Different interaction geometries: 3D clusters with on-
top (E1ads) and pore edge (E2ads) adsorption and 2D patches inside pores
(E3ads = λifL). (b) Energy per atom for the three geometries for Cu (E1

ads =
1 eV, E2ads = 15 eV, and λif = 0.62 eV Å−1). (c) Energy per atom for the
three geometries for Ir (E1

ads = 1 eV, E2ads = 15 eV, and λif = 0.94 eV Å−1).
The blue/red shading denotes the 2D/3D crossover.

Fig. 5 Identifying the best elements for stable 2D metal patches. (a)
Summative figures of merit of 2D stability for the 45 metal candidates.
The smaller number means better 2D stability; numbers are rounded to
closest integers (ESI†). (b) Energy per atom for N-atom Cu clusters in
three geometries: 3D clusters with on-top adsorption (red triangles; top
panel on right), 3D clusters with pore edge adsorption (red squares;
middle panel on right), and 2D patches with pore adsorption (blue
circles; bottom panel on right). The lines represent the liquid drop
model expressions (9) and (10) and symbols represent DFT values; the
liquid drop model parameters are the same as in Fig. 4b. (c) Snapshot
views of a 37-atom Cu patch in a graphene pore. (d) Top and side views
of Cu and C atom trajectories during a 36.9 ps molecular dynamics
simulation at T = 300 K, demonstrating a kinetically stable patch. The
snapshots in panel c are taken from this trajectory.
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iliar from graphene synthesis,51 its prominence in this context
is less clear. Anyhow, given the demonstrated usefulness of the
liquid drop model, the results are swiftly generalizable to
other covalent templates. The availability of free-standing,
finite metal patches could serve as a platform for a number of
applications including catalysis, sensing, bioimaging, photo-
thermal therapy, solar cells, and electrical contacting.23

Although we have predicted that the eventual patch structures
ought to be stable, addressing the actual, experimental route
to ultimately reach them is beyond our scope. However, pursu-
ing this route resolutely is just what we legitimately may now
propose.
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