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Assessment of reactivities with explicit and
implicit solvent models: QM/MM and gas-phase
evaluation of three different Ag-catalysed furan
ring formation routes†

Péter Pál Fehér and András Stirling *

QM/MM molecular dynamics and static DFT calculations have been performed to evaluate free energy

barriers and reaction free energies of a representative silver-catalyzed reaction in DMF. The mechanism

developed in a previous work revealed a favorable intramolecular C–O coupling between terminal

alkyne and b-ketoester moieties to yield a furan ring and three possible pathways were scrutinized

within the framework of the SMD implicit solvation model. In this study we set out to compare the

effect of implicit and explicit solvation on the three possible variations of the furan ring-closure step.

The three pathways feature different charge states with bonding topologies characteristic of many

silver- and copper-catalyzed reaction steps; hence they can serve as a blueprint for assessing the effects

of solvents in a wider set of reactions. Comparison of the results showed that both methodologies

could unequivocally determine the most favorable as well as the least likely pathway. Further analysis of

the trajectories obtained from the QM/MM simulations indicated neither direct solvent participation in

the reaction nor any site-specific interaction of the solvent with the reactant despite the fact that

pairwise interactions between the solutes and the highly polar solvent molecules are significant. These

insights point to a sufficiently mobile, fluctuating solvent shell which can be efficiently substituted by

implicit solvent models at a fraction of computational costs.

Introduction

Collaboration between experiment and theory to understand
and improve catalytic processes has become very efficient and
productive over the last few decades.1,2 An important requirement
to achieve accurate theoretical rationalizations and predictions
for experiment is to employ an adequate simulation model, i.e. one
involving those atoms and interactions which play a decisive
role in the mechanism. This requirement implies sufficiently
accurate methods to calculate forces and sufficiently detailed
molecular models. A particularly important issue is the solvent
model employed in the calculations.3,4 Implicit solvent models
treat solvents as a continuous medium surrounding the solute,
whereas explicit models take into account the movements and
effects of the actual solvent molecules within a given region
around the solute molecules.5 While implicit models speed up
calculations enormously, many potentially important effects are

neglected or averaged out.6 Clearly, when solvent molecules play
a role not only in solvation but also in the reaction, explicit
solvent models are the proper choice.7 However, when stoichio-
metry suggests no reactive solvent participation the choice is not
straightforward: solvent molecules may have an effect on critical
steps (steps determining the rate or selectivity) which cannot
be captured by implicit models.8 In a recent study we have
theoretically studied the Ag-catalysed oxidative furan formation
from terminal alkyne precursors and b-ketoesters9 using the
implicit solvent model of the nonreactive solvent DMF.10 The
field of silver-catalysed coupling reactions has evolved notably
recently and this reaction is a very good example of the high
efficiency and versatility of Ag catalysis.11 A crucial step of this
synthetic route is the furan-ring formation. The ring-closure
requires large atomic displacements which can influence the
solvation shell. In the present study this step is evaluated using
implicit and explicit solvent models to compare the performance
of the two approaches. Scheme 1 displays the reaction routes
probed by the calculations. An important aspect of these routes
which makes them ideal for the present study is that they have
different charge states: positive, neutral and negative, hence
they represent the typical solute–solvent situations occurring in
practice. As similar, analogous situations occur in many other
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silver- and copper-catalysed reactions,12 our model systems
can serve as representative examples for a larger number of
reactions. Indeed, as Scheme 2 shows the selected analogous
reactions also feature these metal ions bonded to a carbon atom
and they are not shielded by their ligands, i.e. they are quite
exposed to the solvent molecules. Such a pattern is important to

consider when modelling the solvation effects. In addition, the
oxidation state of the metal ions is the same in all cases. DMF is
a prototype of polar, aprotic solvents (such as DMSO, aceto-
nitrile, acetone, etc.) and can serve as a model for this family of
solvents.13 As shown in this study, the essential result is that for
this type of reactions the implicit solvation model is sufficient
to rationalize the mechanism in terms of activation barriers and
reaction free energies.

Computational details

QM/MM calculations have been performed to explore the free
energy profile of the reactions explicitly taking into account the
effect of the solvent DMF molecules. The CP2K package has
been used for these calculations.14 Reactants 1r, 2r and 3r
(Scheme 1) were inserted into a periodic box with dimensions
of 24.403 Å � 24.403 Å � 24.403 Å which hosted also 112 DMF
molecules. The densities are 0.962 g cm�3 (1r) and 0.974 g cm�3

(2r, 3r). For each reaction the solute molecule has been
described by DFT employing the PBE functional15 with the D3
dispersion corrections16 (PBE+D3). For the valence orbitals
the short-range molecularly optimized double-z basis sets
augmented with polarization functions were used.17 The electronic
charge densities have been expanded in a plane-wave basis set with
a cut-off of 400 Ry. The GTH pseudopotentials optimized to the
selected functionals have been applied to describe the interactions
between the ionic core and the valence electrons.18 The QM
description of the solute has been restricted to a smaller cubic
box with an edge of 20 Å. The flexible solvent molecules were
treated with the CHARMM general force field19 and non-bonded
parameters for all atoms have been taken from this force field. The
electrostatic coupling between the QM and MM parts has been
accounted for by the method of Laino et al.20 The molecular
dynamics simulations have been performed under NVT conditions
using the velocity rescaling thermostat of Bussi et al.21 The time
step was 0.5 fs. Blue moon sampling with thermodynamic integra-
tion (TI) has been done to obtain the free energy profiles of
the reactions.22 The following protocol has been followed: after a
25 ps equilibration with the classical force field, where the solute
molecule was fixed, a 10 ps QM/MM equilibration was done. Then
an exploratory slow-growth simulation was performed with the
distance between the reacting C and O atoms as the reaction
coordinate. In these simulations the spring constant was
0.02 Ha Bohr�2 for reactions 1 and 2, whereas 0.025 Ha Bohr�2

for reaction 3. The target speed for decreasing the Ag–O
distance was �0.0005 Å fs�1 for reactions 1 and 2, and
�0.0003 Å fs�1 for reaction 3. The reaction coordinate spans
the interval of 4.5–1.4 Å. Configurations from this trajectory
have been selected for the TI-s where the C–O distance was
fixed stepwise. The strategy for selection was the following: first
configurations of regular intervals (250 fs for reactions 1 and 2,
150 fs for reactions 3) have been taken, then if it was necessary,
additional configurations with suitable Ag–O distances have
been selected for the TI. In this way 16, 13 and 15 different
reaction coordinate points have been sampled for reactions 1, 2

Scheme 1 Non-catalysed and silver-catalysed ring closure pathways
studied in this work.

Scheme 2 Selected noble-metal catalyzed coupling reactions and a
crucial transition state structure from the corresponding computed
mechanistic analysis. (1) Ref. 12a; (2) ref. 12b and c; (3) ref. 12c and e;
(4) ref. 12d; (5) ref. 12e.
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and 3, respectively. Following a 2 ps equilibration the produc-
tion runs were carried out for at least 5 ps. The uncertainties
of the calculated free energies have also been estimated and
it is found that they are always less than 0.7 kcal mol�1.23

The simulations have been performed for the experimental
temperature of 353 K. For the visualization of the molecular
dynamics results the TRAVIS program was used.24

Calculations on the solute molecules have also been per-
formed where the solvent effects were included with the SMD
implicit solvent model.25 These calculations have been done
with the Gaussian 09 program26 using both PBE+D3 and M06
functionals.27 The M06 functional is considered to be more
accurate for energetics,28,29 and earlier calculations have
employed it successfully.10 The 6-31G* basis set has been
selected which corresponds in size and flexibility to the basis
set employed in the QM/MM calculations. For Ag the valence
electrons have been described by the LANL2DZ basis set
augmented with a set of f-type polarization functions taken
from the cc-pVDZ-PP basis set. The LANL2 effective core
potential has been employed to substitute the ionic core of
Ag. The solvent corrections have been included into the opti-
mization and frequency calculations self-consistently. The free
energy values are calculated assuming the validity of the ideal
gas–harmonic oscillator–rigid rotator model as implemented in
the Gaussian package. Note that this model to estimate entropy
contribution (especially translational entropy) assumes that the
degrees of freedom of the solute in gas phase and solution
phase are very similar. This assumption is often proved to be
inaccurate although in many other cases it works very well.3

The transition states (TS-s) have been determined by the TS
optimization routine of the Gaussian package with the solvent
corrections included into the optimization. All the optimization
calculations have been verified by the frequency calculations
(no imaginary frequency for the stable intermediates and a
single imaginary frequency for the TS-s). Combined IRC and
optimization calculations have been carried out to verify that
the TS-s connect the corresponding intermediate states.

Results and discussion

The reaction steps featured in Scheme 1 are characterized
energetically by the activation free energies and the reaction
free energies collected in Tables 1 and 2, respectively. The three
different mechanisms feature different charge states: overall
negative, neutral and positive for reactions 1, 2, and 3,

respectively. We note that these steps have been evaluated as
possible reaction steps leading to the furan ring formation in
ref. 10 already. It has also been shown that the most favour-
able pathway features reaction 2, whereas the other reactions
(1 and 3) could be excluded. In particular reaction 1, where
there is no silver participation, is highly unfavourable stressing
the importance of the catalytic effect of Ag in this reaction. The
principal aim of this study is to investigate the role of solvation
in the reaction mechanism. To this end we performed QM/MM
molecular dynamics simulations to explicitly include the DMF
molecules into the calculations, modelling the liquid phase.
Since these calculations require a significant amount of CPU
time a compromise must be made as to the computational
model chosen: the PBE+D3 functional has been selected with
the DZVP basis set. As the energetics are particularly affected
by the functional, additional static, gas-phase calculations with
the M06 functional have been done to separate the effect of the
functional from the effect of solvation. To this end five calcula-
tion models are compared: the M06 and PBE+D3 functionals
are employed in pure gas-phase calculations (M06/6-31G* and
PBE+D3/6-31G*, respectively) and also in calculations with
the implicit solvent model (M06/6-31G*/i-solv. and PBE+D3/
6-31G*/i-solv.). Note that the basis set is not varied. The results
with larger basis sets can be found in ref. 10 and further
discussion is given in the ESI.†

The first observation is that switching from the M06 to PBE
functional provides extra stabilization to the activation energies
both with and without solvent. This is a well-known effect of
GGA functionals to stabilize delocalized situations (such as
elongated bonds in transition states) due to the improper treat-
ment of the electron self-interaction energy. The 4–8 kcal mol�1

decrease in the barriers is therefore attributed to this effect.
On the other hand, the functional switch does not have a uniform
effect on the reaction free energies: without solvent the PBE
functional yields extra stabilization, whereas in the presence of
solvent the effect is not systematic. However, we can see that
the trends among the models are not affected by changing
the M06 functional to PBE: reaction 2 is the most favorable
whereas reaction 1 is the least favorable both kinetically and
thermodynamically.

Comparison of rows 1 and 3, as well as rows 2 and 4, in
Tables 1 and 2 shows that applying the SMD model does not
yield systematic changes. Indeed, the different initial and final
charge distributions imply that the solvent effects are also
different along the paths leading to the observed variations.
Note however that for the SMD model the average deviation

Table 1 Activation free barriers (kcal mol�1) calculated with gas-phase
calculations, implicit (i-solv., gas-phase) and explicit (e-solv., QMMM)
solvent models

Reaction (1) (2) (3)

M06/6-31G* 27.6 7.5 19.3
PBE+D3/6-31G* 23.2 4.3 11.8
M06/6-31G*/i-solv. 25.0 11.2 19.1
PBE+D3/6-31G*/i-solv. 20.4 5.5 11.2
PBE+D3/DZVP/e-solv. 26.3 6.4 11.5

Table 2 Reaction free energies (kcal mol�1) calculated with gas-phase
calculations, implicit (i-solv., gas-phase) and explicit (e-solv., QM/MM)
solvent models

Reaction (1) (2) (3)

M06/6-31G* 20.9 �22.6 15.6
PBE+D3/6-31G* 19.3 �26.6 8.2
M06/6-31G*/i-solv. 11.5 �15.2 15.6
PBE+D3/6-31G*/i-solv. 13.0 �21.7 6.9
PBE+D3/DZVP/e-solv. 24.8 �17.5 8.6
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between calculated and measured solvation energies is around
4 kcal mol�1; hence some discrepancies between the results
obtained from different solvation models are expected.30

Next we turn to the results obtained from QM/MM calcula-
tions. The free energy curves obtained from the simulations are
shown in Fig. 1. We can see that for reactions 2 and 3 the
results agree nicely with those obtained by the same functional
(PBE+D3) and SMD model. On the other hand, the calculations
yield a more destabilized TS and product state for reaction 1.
The values obtained by the explicit solvent model are closer to
those obtained without solvent. This variation partly can
be attributed to the lack of diffuse functions which could
otherwise stabilize the pure negative states. It is clear that the
effect depends on how the environment is treated (no solvent,
implicit or explicit). Again, we stress that the trends charac-
terizing the paths are not affected by this difference.

An important issue is how the structural parameters are
affected by the solvent models. As an example, Table 3 com-
pares the distance of the C–O bond closing the furan ring at the
transition state. It is seen that the variations in the CO distance
for a given reaction can be attributed to both the functional
and the nature of solvation: switching from the M06 to PBE
functional elongates the CO bond at the transition state in the
presence of implicit solvent (rows 3 and 4 in Table 3) while
changing from implicit to explicit solvation shortens the TS
distances.

Further insight into the nature of solvation with explicit
DMF molecules can be obtained by analyzing the trajectories

from the MD simulations. First, we note that the selected
solvent (DMF) is a strongly polar molecule; therefore a consi-
derable solute–solvent interaction is expected. In fact gas-phase
pairwise interaction energies (Kohn–Sham electronic energies)
are quite large: they span an interval from �16.4 kcal mol�1 to
�36.9 kcal mol�1, with the actual values depending on the
charge state of the solute (weaker interaction with the
negatively charged solute, strong interaction with the positively
charged solute and intermediate values for the neutral solute;
for actual values see ESI†). To find specific interaction patterns
between solute and solvent, the 2D radial and 3D spatial
distribution functions (SDF) of the solvent DMF molecules
around the solute reacting molecule have been calculated at
each value of the reaction coordinate. Fig. 2 shows a represen-
tative radial distribution function of the solvent oxygen around
the carbon atom bonded to silver (see Scheme 1) for reaction 2
at the TS ensemble. It is seen that the density fluctuations are
small, and they essentially indicate the very limited structuring
effect of the solute–solvent interactions. Similar observations
can be made for the other stages of the reactions.

Fig. 3 displays the evolution of the minimal Ag–solvent
distances at different stages of reaction 2. The three panels
show large solvent mobility for the initial, TS and product
stages: the fluctuation of the minimal Ag–O distance can be
on the order of 0.5 Å. This range is due to the combined
translational–rotational movements of the solvent molecules

Fig. 1 Free energy profiles obtained from the QM/MM thermodynamic
integration calculations. The continuous lines are smoothing cubic splines
for display purposes.

Table 3 Comparison of the forming C–O bond distances (in Å) at the TS
obtained with gas-phase calculations, implicit (i-solv., gas-phase) and
explicit (e-solv., QM/MM) solvent models

Reaction (1) (2) (3)

M06/6-31G* 1.839 2.330 1.850
PBE+D3/6-31G* 1.831 2.288 1.903
M06/6-31G*/i-solv. 1.919 2.203 1.867
PBE+D3/6-31G*/i-solv. 1.961 2.392 1.958
PBE+D3/DZVP/e-solv.a 1.79 2.31 1.90

a Two decimal digits are given because the TS position is determined
from the maximum of the free energy curve obtained from the TI
sampling which yields less accurate values.

Fig. 2 Radial distribution function of the DMF molecules (represented by
the O atom) around the solute reactant (represented by the carbon atom
which remains bonded to the Ag ion along the reaction path) for reaction
2, calculated for the TS ensemble.
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as inspection of the trajectories indicates. The panels indicate
that the solvent molecules are not immobilized around the
solute molecule but instead are collectively fluctuating around
it. This is an important observation as it does not follow directly
from the strong pairwise interactions occurring in gas phase
(see earlier). We have obtained similar patterns for reaction 3
(see ESI†). Note that as reaction 1 does not feature Ag this
analysis was not done in that case.

The 2D representation of the solvent distribution averages
out a lot of information. In contrast, a SDF shows also the
angular distribution of the time-averaged density of the solvent
and can more effectively reveal regions around the solute
molecule where the interaction between solute and solvent
may induce structural changes, such as formation of stable
solvation shells. Fig. 4 displays the calculated SDF for the TS
ensemble of reaction 2 in two subsequent periods of 2.5 ps
from two different viewing orientations, where the colours
indicate the different time intervals. It is seen that no steady
regions around the reacting molecule can be identified,
because the green and violet regions (the averaged higher
density regions in the subsequent periods) are hardly over-
lapping. Similar plots have been obtained for the ensembles of
the other values of the reaction coordinate. This indicates that
the observed higher density regions are the results of temporal
solvent fluctuations which are weakly affected by the solute.
In particular, the lack of stable regions around the different
functional groups of the solute molecule (carbonyl, ester,
aromatic rings) indicates that all the interactions are of

electrostatic nature and no directional interactions such as
H-bond can form between solvent and solute. This is not
surprising as neither the solvent nor the solute molecules
contain suitable H-bond donor groups. Note however that the
large dielectric constant of the bulk DMF (36.7 at 298 K) and
the large dipole moment (3.9 D) of the individual solvent
molecules hint at considerable electrostatic interactions
between solvent and the polarized solute molecules such as
in the present case. Clearly however, while a quite compact
and close solvation shell can be recognized around the solute,
it is still quite mobile.

Essentially the same conclusions can be drawn by inspecting
the pseudo spatial distribution function (PSDF) of the solvent
around the solvent molecule. In Fig. 5 the PSDF is plotted for
the TS ensemble in two successive periods of 2.5 ps. To obtain
the PSDF plots the solvent distribution has been cylindri-
cally averaged out along the selected trajectory segment for
the solute orientation shown in Fig. 2. A similar behaviour
can be obtained for the other stages of the reactions. The
plots show that no specific, stable solvation region is formed,

Fig. 3 Minimal Ag–solvent distances represented by the instantaneous
d(Ag–O) values as a function of time during a 3 ps interval at different
stages of TI simulation of reaction 2. Top panel: initial stage; middle panel:
TS; bottom panel: product stage.

Fig. 4 Spatial distribution function of the central N atom of the
solvent DMF molecules around the silver cation as the origin of the
solute molecule calculated at the TS ensemble of the cyclization reaction
2 in two consecutive periods of 2.5 ps. The green and magenta
isosurfaces represent ten times the uniform densities in the two time
intervals. The two plots represent the same distribution seen from
different angles.
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as the excess densities are typical for the whole solvent region
and these denser regions do not survive the selected short,
2.5 ps periods.

The analysis of the distributions of the solvent molecules
indicates that the solvent is only a spectator and does not form
any particular solvation pattern, i.e. the movements of the
solvent molecules are not confined to specific regions around
the solute. In other words, the movements of the solvent mole-
cules can be averaged out and their individual, time-dependent
effects can be replaced by ensemble-averaged effects. We thus
see that the explicit inclusion of the solvent molecules does not
bring any benefit for the calculations: the energetics and
structural properties are very similar for both the explicit and
implicit models and the solvent behaviour does not feature any
direct mechanistic participation. This implies that the implicit
solvent model is perfectly adequate in this case but for a
fraction of the computational costs.

There are many examples where explicitly including the
solvent into the calculation model has been essential to obtain
appropriate chemical insight into reactivity issues.31 In these
cases the solvent participates directly in the reaction by opening a
new route for the reaction steps. Such situations are when the

solvent has long-lived interactions with the reactants or it is itself
a reactant,7,31c,e or when it stabilizes/destabilizes selected states
of the reaction (reactant state destabilization or TS stabilization).
In the present case no direct solvent participation in the reaction
occurs. The lack of a steady patterned solvation shell around
the reacting solute implies that the effect and complexity of
the solvent can be described by averaging out the distribution
of the solvent molecules, which in turn is proved to be
successfully approximated by implicit solvent models.5 This is
the reason why the implicit solvation model works efficiently
for this reaction step.

The above discussion provokes the question whether it can
be predicted in advance if implicit solvation is sufficient in a
given simulation. Although the present study discusses only
three reactions with different charge states, a generalization is
worth noting because this can save an enormous CPU time and
cost: one can anticipate that implicit solvation works suffi-
ciently in similar processes when no active solvent participation
can be assumed in the reaction and no specific solute–solvent
interaction is expected. This does not exclude considerable
interaction between individual solvent–solute (as in the present
case) but without inducing any kind of ordering in the solva-
tion environment. It is important to see that the present TI
simulation with explicit solvation for obtaining free energy
barriers and reaction free energies tacitly assumes that the
solvent included explicitly in the calculations equilibrates
fully around the intramolecularly reacting solute molecule
during the reaction step; this assumption may not always be
true, e.g. for reactive radical intermediates.32 However this
assumption is also an important ingredient of the implicit
solvation models, i.e. it is a necessary condition both for
implicit solvent models and for explicit models operating with
equilibrium simulations.

Conclusions

Comparison of calculations with explicit and implicit solvent
models on non-catalysed and Ag-catalysed ring-closing reaction
steps featuring three different charge states leads to the following
conclusions: (i) the effect of the solvent DMF (non H-bond forming
solvent) can be adequately described by implicit solvent models;
(ii) the simulations have demonstrated that the solvent does not
form a stable solvation shell; (iii) site-specific interactions between
the solvent molecules and the reactive solute do not play a role in
the reaction paths investigated; and (iv) for the present reaction
routes inclusion of the solvent effects does not change the reactivity
trend obtained even without considering any solvent effect. The
selected set of reactions represents several analogous situations in
which metal cations catalyse organic coupling reaction steps.
An important message of the calculations is that although explicit
consideration of the solvent offers improvement in the molecular
description, the simplified chemical model of the continuum
solvation may be qualitatively correct even in the case of more
polar solvents. Whenever there is an indication that the solvent
does not participate explicitly in the mechanism and specific

Fig. 5 Pseudo spatial distribution function of the central N atom of the
solvent DMF molecules around the axis defined by the vertical C–C bond
indicated on the plots calculated at the TS ensemble of the cyclization
reaction 2 in two subsequent periods of 2.5 ps.
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ordering of the solvent by site-specific interactions is not
expected the implicit solvation model is a sensible choice.
We note, however, that the above conditions are only necessary
but not sufficient conditions for the proper choice of the solva-
tion model because actual situations do not necessarily comply
with other assumptions built in the implicit models. Still, the
QM/MM approach is unavoidable if these two factors are
expected or when comparison with experiments disagrees with
the calculated mechanism.
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