Glow discharge optical emission spectrometry for quantitative depth profiling of CIGS thin-films
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Determining elemental distributions dependent on the thickness of a sample is of utmost importance for process optimization in different fields e.g. from quality control in the steel industry to controlling doping profiles in semiconductor labs. Glow discharge optical emission spectrometry (GD-OES) is a widely used tool for fast measurements of depth profiles. In order to be able to draw profound conclusions from GD-OES profiles, one has to optimize the measurement conditions for the given application as well as to ensure the suitability of the used emission lines. Furthermore a quantification algorithm has to be implemented to convert the measured properties (intensity of the emission lines versus sputtering time) to more useful parameters, e.g. the molar fractions versus sample depth (depth profiles). In this contribution a typical optimization procedure of the sputtering parameters is adapted to the case of polycrystalline Cu(In,Ga)(S,Se)2 thin films, which are used as absorber layers in solar cell devices, for the first time. All emission lines used are shown to be suitable for the quantification of the depth profiles and a quantification routine based on the assumption of constant emission yield is used. The accuracy of this quantification method is demonstrated on the basis of several examples. The bandgap energy profile of the compound semiconductor, as determined by the elemental distributions, is compared to optical measurements. The depth profiles of Na – the main dopant in these compounds – are correlated with measurements of the open-circuit voltage of the corresponding devices, and the quantification of the sample depth is validated by comparison with profilometry and X-ray fluorescence measurements.

Introduction

Solar cells based on Cu(In,Ga)(Se,S)2 (CIGSs) absorber layers exhibit the highest power conversion efficiencies (PCE) of all polycrystalline thin film technologies, a which makes this type of solar cell a promising candidate for managing the challenge of clean electric energy supply in the future. To achieve PCEs as high as the current world record of 22.9%, a it is crucial to adjust the bandgap energy (Eg) profile and the gradients of the quasi-fermi levels within the CIGSs absorber layer. a,b,c To do so, one has to adjust the in-depth elemental gradient of In and Ga as well as Se and S in the compound semiconductor carefully. a Typically a double-graded Eg-structure is used to achieve the highest PCEs. The minimum Eg is adapted to the spectrum of the sunlight according to the Shockley-Queisser-limit, c while Eg increases towards the interfaces at the front- and back-contact. By achieving a higher Eg at these interfaces, the recombination velocity there can be reduced. c,e,f,g,h,i,j,k Another option can optimize the offset of the conduction bands of the absorber layer and the neighbouring buffer layer at the front interface. Depending on the deposition process such an Eg-profile can be achieved by adjusting the ratios of the molar fraction of Ga and In (xGa/(xGa + xIn) = GGI) within a S-free Cu(In,Ga)Se2 (CIGSs) absorber layer. k But when using e.g. a sequential deposition process based on a rapid thermal processing (RTP-) step of metal precursors in a chalcogen atmosphere, there is no direct control of the GGI and one needs to adjust the Eg-gradient towards the front interface by the additional incorporation of S into CIGSs. Therefore one has to adjust the molar fractions of the anions accordingly (xS/(xS + xSe)) = SSs. k

Pulsed glow discharge optical emission spectroscopy (GD-OES) is a fast and well-suited technique to measure the elemental distribution with sufficient depth resolution in the 2–3 μm thick CIGSs layers. a,h Although GD-OES cannot achieve similar limits of detection to its counterparts based on mass spectrometry (MS),
it is sensitive enough to obtain sufficiently good depth profiles of the main components of CIGS\textsubscript{Se} as well as of the main dopants. Additionally GD-OES is faster, cheaper and easier to perform than for example glow discharge mass spectrometry (GD-MS) or secondary ion mass spectrometry (SIMS), mainly because it does not require ultrahigh vacuum. Mild surface sputtering and fast sampling time of commercial light detection systems therefore make GD-OES a competitive and fast method for depth profiling of thin layers (few nm to more than 100 \textmu m). For a more comprehensive comparison of GD-OES with various other depth profiling techniques the reader is referred to a previous study published by Abou-Ras \textit{et al.}\textsuperscript{18}

Since the measured raw data of a GD-OES depth profile (intensity vs. sputtering time) are not directly suitable for an accurate analysis of \textit{e.g.} the \textit{E}\textsubscript{g}-profile, a reliable quantification procedure is required to obtain the molar fractions of the contained elements as a function of the thickness of the absorber layer. Although GD-OES is already widely used for obtaining depth profiles of CIGS\textsubscript{Se} thin films,\textsuperscript{11–18} to the best of our knowledge there is no study published yet to test its overall applicability and the specific suitability of the used atomic transitions of the elements contained in CIGS for this purpose.

In the present contribution we demonstrate how to optimize the glow discharge conditions for accurate measurements of CIGS\textsubscript{Se} thin films and present a quantification algorithm based on the main assumption of constant emission yields adapted to these types of samples.\textsuperscript{19} Furthermore we test the used emission lines for their usability in this quantification and evaluate the resulting quantified depth profiles for several applications.

**Experimental**

**Sample preparation**

The CIGS\textsubscript{e}-layers used as reference samples are deposited on soda-lime glass covered by 800 nm Mo. The CIGS\textsubscript{e} layer is grown by single stage co-evaporation of the contained elements onto the heated substrates in a vacuum based deposition process. Details of the utilized setup can be found in ref. 20. The CuInS\textsubscript{2} sample used for calibration was deposited in a similar process using a different system.\textsuperscript{21} A cold-pressed CIGS\textsubscript{Se}:Na-reference sample was used for the quantification of \textit{S} and \textit{Na}. The cylindrical sample with a diameter and a thickness of 2 cm each was provided by Evochem Advanced Materials GmbH. For calibration purposes, certified cast Cu:S samples as well as sintered Cu:NaCl were used. The sintering process is described in ref. 22. The properties of all reference and calibration samples used in this study are summarized in the ESI.\textsuperscript{†} The samples used for the verification of the method (solar cell applications) are either grown in the same system as the CIGS\textsubscript{e} reference layers, but using a three-stage process (S-free samples)\textsuperscript{20} or are grown using a sequential RTP (in the case of CIGS\textsubscript{Se}-samples). Details of this RTP are published in ref. 23.

**Measurement techniques**

All GD-OES depth profiles were measured using a GDA650-system built by Spectr uma Analytik in pulsed radio frequency (rf) mode, in order to be able to sputter the semiconducting absorber layer and to avoid heat-induced damage of the glass substrate. The system uses an Ar-plasma for sputtering and a CCD-array to detect the photons emitted during the relaxation of the atoms and ions, which were detached from the matrix and excited in the plasma. For the rf mode, the system is equipped with a Grimm-type glow discharge source including an anode with an inner diameter of 2.5 mm and a non-conducting cathode plate with front end coupling.\textsuperscript{24} Details of the setup can be found in ref. 25 and 26.

Profiles of the sputtered craters are measured using a Dektak and an FRT MicroProf profilometer. The current–voltage (\textit{j}–\textit{V}) measurements were performed under standard test conditions (AM 1.5 g spectrum, 1000 W m\textsuperscript{–2}, 25 °C) using a WACOM A+ solar simulator; external quantum efficiency (EQE)-measurements were carried out using a self-built setup, and X-ray fluorescence spectrometry (XRF) measurements were performed with a Rigaku ZSX Primus II.

**Results and discussion**

**Optimization of the sputtering parameters for flat crater profiles**

The depth resolution of GD-OES is limited by the formation of a nonplanar sputtered crater in the sample and sputter induced roughening of the sample surface.

To reach the best possible depth resolution and to measure a reliable depth profile of the sample by means of GD-OES, it is necessary to optimize the analysis conditions, \textit{i.e.} to reduce the curvature and roughness in the sputtered crater to a minimum. Hence, it is necessary to adjust the parameters of the sputtering cell accordingly, which are the voltage \textit{U}, the current \textit{I}, the pressure \textit{p}, and in case a pulsed mode is used also the pulse length \textit{l}, the frequency \textit{f}, and the duty cycle.

The \textit{U}, \textit{I} and \textit{p}, as well as duty cycle, \textit{l}, and \textit{f} are interdependent. To simplify the optimization work, it was assumed that \textit{p} and \textit{f} have a smaller effect on the shape of the sputtered crater as compared with the other parameters.\textsuperscript{25–27,28} However, in the case of rf discharge, it is hard to measure the current reliably. Therefore, in the present work the pressure is measured instead. Thus, there are four parameters to optimize: \textit{U}, \textit{p}, \textit{l}, and the duty cycle. For a good understanding of the influence of each parameter separately, it is important to vary just one parameter at a time and keep all others constant.

**Voltage and pressure.** In a previous study it was shown that high voltages and high currents (or pressures) lead to a convex crater shape, whereas low values of these parameters lead to a concave one.\textsuperscript{29} In order to achieve a flat crater profile, moderate voltage and pressure were chosen in the present study.

**Duty cycle.** Variation of the duty cycle at constant pulse length does not lead to any change of the crater shape.\textsuperscript{28} However, higher duty cycles mean more power applied to the sample surface, and hence, enhanced heat introduction. This heat can lead to sputter-induced surface roughening of the CIGS samples caused presumably by Cu agglomeration.\textsuperscript{30} Therefore duty cycles lower than 10% were used.
**Pulse length.** The pulse length is a crucial parameter for the crater shape. Pulses which are shorter than 50–150 μs cause convex crater shapes.\(^{29}\) Furthermore, in the case of rf discharge the application of short pulses suppresses the sputtering substantially. At pulses of 10 or 20 μs nearly no sputtering occurs.\(^{25,29}\) Accordingly, pulses around 100 μs were used in the present study.

By carefully optimizing all parameters according to these rules, the optimal analysis parameters for the CIGSe samples were chosen to be: \(p = 2.5\) hPa, \(U = 650\) V, \(f = 451\) Hz, \(l = 89\) μs, duty cycle: 4%. Using these parameters it takes about 5 min to sputter through one of our standard CIGSe-layers with a thickness of approx. 2.5 μm. In Fig 1 the profile of a sputtered crater generated with these parameters and measured using the profilometer is shown. Some examples of how the profile of the sputtered crater is influenced by non-optimal sputtering parameters are shown in the ESI (Fig. SI1†).

Please note that the sputtering parameters depend on the experimental setup and should be established for each system individually, according to the aforesaid principles.

**Quantification of the GD-OES depth profiles**

The aim of the quantification of the GD-OES profiles is to derive profiles of the molar fraction of each element vs. the layer depth from the measured intensity vs. sputtering time.

To do so an algorithm based on the assumption of constant emission yield is used.\(^{19}\) The emission yield \(k_j\) for atoms of element \(j\) is defined as the number of photons emitted per atom of this element removed from the sample’s surface. \(k_j\) is one of the proportionality factors between the measured intensity \(I_j\) of element \(j\) – or more precisely the intensity of a chosen emission line transition of this element – and the actual mass fraction \(c_j\) of this element in the matrix. The other proportionality factors are the sputtering rate \(q\) and the instrumental detection efficiency \(S_j\). The factor \(S_j\) takes self-absorption into account and becomes a function of \(c_j q\), which is smaller than 1, if emitted photons are absorbed after emission. Additionally \(I_j\) depends on a background value \(b_j\) determined by the used instrument: \(^{27}\)

\[
I_j = k_j S_j R_j c_j q + b_j
\] (1)

By measuring the intensities of reference samples with known \(c_j\) and \(q\), one can transform measured intensities from unknown samples into their mass fractions using eqn (1). To do so one has to account for the background of the given emission line \(e.g.\) by choosing lines with a background that is small compared to the actual intensities or by measuring and subtracting \(b_j\). Secondly one has to determine whether the intensity of the used emission line is linearly dependent on the introduced mass of element \(j\) per time in the plasma \(c_j q\). This information is obtained by creating calibration curves for all used emission lines. In these calibration curves usually the intensity is plotted versus the product \(c_j q\). At the intersection of these curves and the intensity-axis one can determine \(b_j\). If the curves show a linear dependence of \(I_j\) on \(c_j q\), self-absorption can be neglected and \(S_j\) becomes 1.

Furthermore it is assumed that \(k_j\) is independent of the measured sample and the sputtering parameters, but is a constant only dependent on the utilized spectrometer. For all used emission lines this instrumental factor is included in \(R_j\). Therefore, for the calculation of \(c_j q\) of unknown samples from the measured line intensities, eqn (1) is actually used in a simplified form, if calibration shows linearity in the region of interest

\[
I_j = R_j c_j q + b_j
\] (2)

or

\[
I_j = R_j c_j q
\] (3)

respectively in the case of a negligible background. It will be shown in the section “Calibration curves” below that it is valid to use eqn (3) in our quantification algorithm.

**Determination of the emission yields.** Usually, \(R_j\) is calculated from the slope of the calibration curves. However, the validity of eqn (3) allows a simple calibration using one reference sample only. The \(R_j\) can be derived from a reference sample (RS) with known concentration \(c_j^{RS}\):

\[
R_j = \frac{I_j^{RS} c_j^{RS}}{q^{RS}} = \frac{I_j^{RS}}{\sum \Delta m_j^{RS}}.
\] (4)

Here we used the sputtering rate given by the fraction of the sputtered mass of all contained elements \(\Delta \sum m_j\) per sputtering time \(\Delta t\). When reference samples with a homogeneous distribution of all elements within the layer are used, one can integrate over all sputtering times \(\Delta t\) and conclude for the whole layer:

---

**Fig. 1** Profilometer scan of a sputtered crater in a Mo/CIGSe layer stack. The image shows an average of 21 line scans taken within a distance of \(~0.4\) mm in the middle of the file; moderate voltage and pressure were chosen in the present study.
Since it is difficult to measure the sputtered mass with high accuracy, one has to use the product of the sample density $\rho$ and its volume $V$, which in the case of a reference layer is given by the thickness $d$ of the sputtered layer and the area of the sputtered crater $A$. For bulk calibration materials the density also has to be known and the sputtered mass can then be calculated from the measured crater volume.\(^{21}\)

**Quantification of the elemental concentrations.** Since the emission yields are only dependent on the selected emission line of an element and the utilized spectrometer, they can be directly used to determine the mass fraction of each element of an unknown sample $c^u_j$ from the measured GD-OES intensity $I^u_j$ using eqn (3):

$$c^u_j = \frac{I^u_j}{R_j q}.$$  

(6)

As long as the matrix of the unknown sample is the same as the matrix of the reference sample the sputtering rate determined from the reference sample can also be used for the quantification of the unknown sample. However, in reality the unknown measurement samples commonly show different concentrations of the contained elements as well as gradients of these over the sample depth. Therefore in most cases the sputtering rate has to be determined for each sputtering cycle of the measurement of the unknown sample. To do so, it is assumed that the sum of the mass concentration as well as the molar fractions of all measured elements equals 1 (for this reason it is important to note that the quantification can only be performed, if nearly 100% of the elements present are determined):

$$\sum_j c^u_j = 1$$  

(7)

$$\\Rightarrow q = q \sum_j c^u_j = \sum_j \frac{I^u_j}{R_j}$$  

(8)

$$c^u_j = \frac{I^u_j}{R_j q} = \frac{I^u_j / R_j}{\sum_j \frac{I^u_j}{R_j}}.$$  

(9)

This can be done for each measurement step, i.e. for each time slice of the measurement. In a last step the molar fraction of each element and time slice can be calculated from the mass fraction using the atomic mass of each element $j$ ($M_j$):

$$\chi^u_j = \frac{c^u_j / M_j}{\sum_j (c^u_j / M_j)}.$$  

(10)

**Calculation of the layer depth.** There are two ways to calculate the depth of the sputtered crater from the sputtering time. Both will be explained theoretically here, and experimentally compared below.

In the first approach it is assumed that each layer, which is sputtered from the sample during one sputtering cycle, consists of the sum of hypothetical layers of the contained elements, e.g. a CIGSe-layer is replaced by a stack of Cu, In, Ga and Se. With that assumption one can calculate the thickness of this layer by determining the hypothetical layer thickness for each element $j$, which is sputtered from the sample during each sputtering cycle $\Delta t$:

$$\Delta z_j = \frac{\Delta V_j}{A} = \frac{\Delta m_j}{A \rho_j} = \frac{\Delta t}{R_j} \text{ using } \frac{\Delta m_j}{\Delta t} = c_j q = \frac{I_j}{R_j}.$$  

(11)

This estimation uses the densities $\rho_j$ of the pure elements. The actual sputtering depth can then be derived by summing up the individual layer thicknesses of all elements:

$$\Delta z = \sum_j \Delta z_j.$$  

(12)

This assumption is valid for metals and alloys,\(^{28}\) but can lead to some errors in other materials. As an example the densities for C in graphite (2.26 g cm\(^{-3}\)) and diamond (3.52 g cm\(^{-3}\)) differ remarkably, which shows that the use of just one density of C can lead to substantial errors.

Another approach therefore is to replace the elemental densities with the actual density of the sputtered layer, e.g. the CIGSe with the exact composition during that sputtering cycle:

$$\Delta z = \frac{1}{\rho} \sum_j \Delta t \frac{I_j}{R_j}.$$  

(13)

For each sputtering cycle the density of the CIGSe can be calculated by the following formula based on Vegard’s law,\(^ {29}\) assuming a constant Cu-content:

$$\rho = \frac{m_{UC}}{V_{UC}} = \frac{\sum_{j=1}^{n} M_{j} \rho_{j}}{a_{CIGSe} c_{CIGSe}} = \frac{\sum_{j=1}^{n} M_{j} \rho_{j}}{([1 - GGI] \alpha_{CIGSe} + GGI \times a_{CIGSe}) ([1 - GGI] \alpha_{CIGSe} + GGI \times c_{CIGSe})}.$$  

(14)

Here, the index “UC” marks properties of the unit cell. Furthermore $n$ is the number of atoms of element $j$ per unit cell, and $a$ and $c$ are the lattice parameters of the chalcopyrite’s unit cell. According to Vegard’s law the lattice parameters of the CIGSe $(a,c)_{CIGSe}$ can be calculated using the lattice parameters of the two constituents CuInSe\(_2\) $(a,c)_{CIGSe}$ and CuGaSe\(_2\) $(a,c)_{CIGSe}$ weighted by the GGI.\(^{32}\)

Additionally the lattice parameters are dependent on the CGI $(CGI = \chi_{Cu}/(\chi_{Ga} + \chi_{In}))$, but since this dependency is mostly determined by the formation of Cu-related defects in the crystal...
structure, there is no generally valid expression derived yet.\textsuperscript{33–34} However, for a given CGI the lattice parameters can be derived experimentally – and do not depend on CGI strongly\textsuperscript{33–34} in the range usually used for highly efficient CIGS\textsubscript{e} solar cells (0.85 < CGI < 0.95).\textsuperscript{11} Stephan et al.\textsuperscript{14} showed that the volume of the unit cell of CIGSe within that CGI-range is altered by not more than 0.07%. However, one has to keep in mind that the error might become relevant at very low CGI.

In Table 1 the layer thickness of seven standard CIGSe layers (with Ga-grading, cf. examples section) as determined using a profilometer ($d_{\text{Dektak}}$) is shown and the deviation of the thickness from that value determined by XRF ($d_{\text{XRF}}$) and GD-OES using both methods described above is displayed. In the latter measurements the depth at which the Mo-signal reaches $x_{\text{Mo}} = 0.1$ was chosen as the end of the CIGSe-layer. In all cases the thickness, which was determined using eqn (13) and (14), i.e. $\Delta d_{\text{GIGD-OES}}$, is slightly higher than the one determined following eqn (11) and (12), i.e. $\Delta d_{\text{GIGD-OES}}^{\text{elemental}}$. All three methods show sufficiently small deviation in the range of the error of the profilometer itself confirming that the approach of combining the elemental densities is valid for CIGSe thin films.

Calibration curves

In order to obtain optimum $E_g$-gradients, the composition of the CIGS\textsubscript{e}Se can be changed drastically within one absorber layer. In standard high efficiency CIGS\textsubscript{e} solar cells (S free) GGI ranges from about GGI = 0.2 at the minimum $E_g$ up to values of GGI = 0.6 at the rear interface CIGS\textsubscript{e}/Mo. Similar – though not as pronounced – changes of the concentration of Cu and Se occur near the front interface. Furthermore the concentration of S in CIGS\textsubscript{e}sses samples usually ranges from S\textsubscript{ss}e = 0.1 to S\textsubscript{ss}e = 0.5, while the molar fraction of Na lies in the order of magnitude of $x_{\text{Na}} = 1 \times 10^{-4}$.

In order to be able to apply the quantification routine to these layers, one has to ensure two things:

1. Self-absorption $S_j$ can be neglected.
2. The background $b_j$ is either negligible or is measured and subtracted from the measured intensity in an additional step prior to the described quantification.

Only then the emission yield determined at one given concentration of each element can be used to quantify the measurement at all concentrations, i.e. eqn (1) can be simplified to eqn (3).

Gradient-free CIGSe reference samples with different CGI and GGI were grown and characterized in order to test these two conditions for Cu, Se, In, and Ga. Additional calibration samples were used to do so for S and Na. In Fig. 2(a) to (f) the calibration curves of the used elemental transitions of Cu, Se, In, Ga, and Na are displayed. Note that we distinguish between reference samples, which are used for both the calibration curves and the quantification of the unknown samples and therefore have the same matrix and similar composition to the latter (marked green in Fig. 2) as well as calibration samples (marked black), which are only used to generate calibration curves over a wider range. Excluding thus background and non-linearity issues, the validity of the quantification algorithm described above using just the matrix specific samples (green symbols) and no background correction is confirmed.

As can be seen in Fig. 2(a)–(d), the calibration curves of the used emission lines of Cu, Se, In, and Ga (Cu: 327 nm, In: 451 nm, Ga: 417 nm, Se: 196 nm) are linear and don’t show any significant background at $c q = 0$. Therefore we can safely neglect $S_j$ and $b_j$ in these cases. The emission lines of S at 181 nm and the one of Na at 589 nm, however, show a more complex behaviour. The S-line does show a linear dependence on $c q$, but also shows a background at $c q = 0$ of about 0.007. While this background is negligible in the case of most CIGS\textsubscript{e}Se-samples (CIGS\textsubscript{e}Se-samples grown in our lab exhibit S-concentrations lying within the yellow marked area in Fig. 2(e)), one has to be careful when analysing S-free samples. In the latter case one has to either exclude the S-signal completely from the quantification, which seems reasonable if there is no risk of contamination, or to manually subtract the background from the measured S-signal.

The Na-line on the other hand is not affected by any background, but shows a non-linear dependence of the measured intensity on $c q$. This saturation of the intensity at high Na-concentration is most likely due to self-absorption occurring for the used emission line. This means that photons, which are emitted by Na-atoms sputtered from the sample, don’t reach the detector, because they are absorbed by Na-atoms in the region between the plasma and source window. Since this effect is exponentially dependent on the number of atoms in the volume of absorption,\textsuperscript{35} it becomes more important at higher concentrations and sputtering rates. If an emission line is strongly affected by self-absorption (this is often the case for emission lines to the ground state at so-called resonance lines) the influence of the self-absorption can also lead to a change of the line-shape of the measured peak, which has to be taken into account as well. The reader is referred to ref. 35 for further details on this issue.

However, since the data can be interpolated by a linear fit function for Na-concentrations typically found in CIGS\textsubscript{e} solar cells ($<1 \times 10^{-3}$) with a reasonable error (see comparison of the fitting curves in Fig. 2(f)), $S_j$ can still be neglected in our case. If analysing samples with high Na-concentrations, one would have to fit a quadratic or higher order polynomial function to
quantify the Na-signal. Please note that the dependences shown in this section are only valid for the used system and sputtering parameters.

Reference samples
In order to be a suitable reference sample for a matrix specific determination of the emission yields, the sample has to meet several requirements:

(1) Similar matrix to the unknown samples.
(2) Vacuum tightness to act as a sealing against the atmosphere and stability during the sputtering process.
(3) Known concentrations \(c_j\) of all contained elements.
(4) Known sputtering rate.
(5) If the layers are used for calibration:
(6) Known thickness of the complete layer.
(7) Homogeneous distribution of all contained elements throughout the layer.

Requirements (1), (2) and to (6) can be easily met in the case of S-free CIGSe, since gradient-free CIGSe layers can be grown in a co-evaporation system. The \(c_j\) of all contained elements and the thickness of the layer are adjusted with in situ optical process controls and are verified by XRF.\(^{36,37}\) The density of the layers is determined using eqn (14).

Since our co-evaporation system is not equipped with an S-source, we cannot grow reference samples for CIGS\(\text{Se}:\text{Na}\) ourselves. Therefore a cold-pressed CIGS\(\text{Se}:\text{Na}\) sample meeting all the requirements listed above was included. In Fig. 2 of the ESI† images of both a self-grown CIGSe and the CIGS\(\text{Se}:\text{Na}\) reference sample and the corresponding qualitative depth profiles are shown.

Since the CIGS\(\text{Se}:\text{Na}\) sample is about 2 cm thick, the reference measurement cannot be performed through the whole sample but has to be stopped manually. The depth of the sputtered crater has to be determined in an extra step. This can be done directly by measuring it with a profilometer or indirectly by comparing the emission yields of Cu, In, Ga and Se with the ones obtained from the thin film reference. In the latter case, the sputtering depth of the CIGS\(\text{Se}:\text{Na}\) sample is used as a free parameter to correlate the emission yields of Cu, In, Ga and Se measured in the CIGS\(\text{Se}:\text{Na}\) reference with the ones obtained from the thin film sample with known thickness. The result of this fit is used for the determination of the emission yields of S and Na. Na is the main dopant in CIGS\(\text{Se}\) absorber layers,\(^{38}\) and its depth profile can give valuable information about diffusion processes during the formation of the absorber layer. The importance of the ability to measure the Na depth profile is discussed below.

Examples of applications

Determination of the Bandgap Energy Profiles. There have been several empirical formulae derived to calculate the bandgap energy from the elemental ratios. In this work we use the formula established by Ishizuka et al.\(^{39}\) for the calculation of the \(E_g\) profile from the GGI in S-free CIGSe absorber layers:

\[
E_g = 1 + 0.564 \times \text{GGI} + 0.116 \times \text{GGI}^2. \tag{15}
\]
In the case of CIGSSe absorber layers containing S we use the formula published by Bär et al.:

\[
E_g = 1 + 0.13 \times \text{GGI}^2 + 0.08 \times \text{GGI}^2 \cdot \text{SSSe} \\
+ 0.13 \times \text{GGI} \cdot \text{SSSe} + 0.55 \times \text{GGI} + 0.54 \text{SSSe}.
\] (16)

**Bandgap-profiling of co-evaporated Cu(In,Ga)Se₂.** In Fig. 3(a) the quantified depth profile of a standard CIGSe absorber layer is shown. GGI and CGI as well as the \(E_g\)-profile can be derived from the elemental composition (see Fig. 3(b)). The minimum \(E_g\) is derived as \(E_{g,\text{min}} = (1.12 \pm 0.02)\) eV and increases from there towards both the front and the back interface. In Fig. 4 the derivative of the EQE of the corresponding solar cell is shown. The EQE can be interpreted as a wavelength-dependent measure of how many electrons contribute to the photocurrent per incoming photon. Therefore the inflection point of the strong increase of the EQE-signal, i.e. the maximum of the derivative of EQE, can be used as a measure of the optical bandgap energy of the solar cell, which is the minimum of the \(E_g\)-profile. The optical bandgap energy is \(E_{g,\text{min}} = (1.13 \pm 0.01)\) eV. This value is in excellent agreement with the one derived from GD-OES and shows that the quantification of the GD-OES measurements is

---

**Fig. 3** (a) Quantified depth profile of a standard CIGSe layer. (b) Calculated profiles of CGI, GGI and \(E_g\) of the same layer.

**Fig. 4** Determination of the optical bandgap energy from the first derivative of the EQE of a solar cell made from a CIGSe-absorber from the same deposition run as the one for which the GD-OES profile is shown in Fig. 3.

**Fig. 5** (a) Molar fraction of Na of four different samples with different amounts of Na incorporated derived from GD-OES measurements. (b) Open-circuit voltage of the corresponding solar cells.
accurate for CIGSe-devices with standard Cu-composition (CGI in the range of 0.9).

**Bandgap profiling of sequentially processed Cu(In,Ga)(S,Se)2.** As already shown in a previous publication, an evaluation of the quantification of GD-OES depth profiles of S containing CIGSSe is more challenging. In that publication we showed that the S-distribution in sequentially processed CIGSSe absorber layers is strongly inhomogeneous at a microscopic level (fluctuations in a range of 1 μm). It is also shown that S is not incorporated into most of the grains but is located at grain boundaries, interfaces and surfaces. Since GD-OES with a 2.5 mm anode is laterally integrated over an area of about 5 mm², it is not sensitive to these fluctuations. Therefore the minimum \( E_g \) as measured by GD-OES in this kind of absorber layer does not correspond to the actual optical active bandgap energy. However, it can still show the S-distribution at a macroscopic level and therefore in comparison with EQE-measurements be used as a quick and easily accessible tool for the optimization of the process parameters in such a sulfuration process.

**Determination of the Na-distribution within Co-evaporated Cu(In,Ga)Se2.** In Fig. 5(a) the Na-depth profiles of four samples with different amounts of Na incorporated into the CIGSSe absorber layer are shown. All samples were prepared with a SiO\(_2\)/N\(_2\)-barrier which hinders Na-diffusion from the glass. For three of the samples NaF was deposited onto the finished CIGSSe absorber layer subsequently to the growth. From “NaF-PDT 1” to “NaF PDT 3” the source temperature of the NaF-crucible was steadily increased, while all other parameters of the deposition were kept constant. The GD-OES profiles shown in Fig. 5(a), which were measured after rinsing the samples in NH\(_4\)OH, show that a higher source temperature actually leads to a higher amount of Na incorporated into the films. In Fig. 5(b) the open circuit voltage \( (V_{oc}) \) measured for the corresponding solar cells is displayed. As expected, \( V_{oc} \) increases with the amount of Na incorporated into the CIGSSe validating the results of the GD-OES measurements. Since the detection of Na by XRF can be challenging, GD-OES is one of the easiest and fastest ways to accurately determine its concentration.

**Conclusions**

In the present contribution we showed how to optimize the sputtering parameters of pulsed GD-OES for investigating the elemental depth profiles of CIGSSe thin films. After ensuring optimum sputtering conditions, one emission line for each contained element was tested for its suitability for quantitative depth profiling. We could demonstrate for the first time that the utilized emission lines of Cu, In, Ga and Se exhibit a linear dependence on the product of concentration times and sputtering rate and are therefore indeed usable for the quantification. Furthermore we demonstrated that the suitability of the emission lines of S and Na used here has to be carefully evaluated for each specific case and hence further corrections might be necessary. A quantification algorithm based on the assumption of constant emission yield is applied to the case of CIGSSe. The accuracy of the final quantified profiles of the molar fractions of each element was demonstrated by several examples. These results subsequently justify the use of GD-OES in general and the tested emission lines in particular for quantitative compositional depth profiling of CIGSSe thin films.
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