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We discuss the possibility of exploiting local minima of the molecular electrostatic potential for locating protonation sites in molecules in a fully automated manner. We implement and apply this concept to exploring the mechanism of proton reduction catalyzed by a hydrogenase model complex [Orthaber et al., Dalton Trans., 2014, 43, 4537]. A large number of distinct structures arising already in the early stages of the hydrogen evolution mechanism demonstrates the need for reliable, automated algorithms for the thorough analysis of catalytic processes.

## Introduction

Catalysis, such as organometallic catalytic processes, ${ }^{1}$ often involves complex reaction mechanisms comprising many elementary steps for the catalytic cycle, side reactions, decomposition reactions and so forth. They must be explored on many different potential energy surfaces, rendering their manual exploration unfeasible. The manual investigation of reaction networks with quantum chemical methods is not only tedious, error prone, and cumbersome, it is usually also limited to reactions expected to be relevant based on existing experimental knowledge. As a consequence, unexpected or unknown, yet possibly important, reaction steps are likely to remain undiscovered. It is for this reason that automated exploration algorithms are indispensable. Over the last decade, significant progress in their development has been achieved (for recent reviews see ref. 2-4).

In this study, we focus on the problem of automatically identifying protonation sites, which also implies the assessment of protonation propensities. ${ }^{5}$ We explore the suitability of the molecular electrostatic potential (MESP) evaluated for equilibrium and distorted species for this purpose. Following our 'first-principles heuristics' strategy ${ }^{2,6-8}$ to fight the combinatorial explosion of potential reaction

[^0]pathways, the MESP is evaluated from the electronic wave function. In previous work, we considered a related idea for the Schrock dinitrogen-fixation catalyst to rationalize the mechanism of catalytic ammonia production. ${ }^{6}$ In this earlier work, protonation sites were assumed to be located on open coordination sites of selected atoms as determined from geometric data as well as validated by a descriptor evaluated from the electron localization function and the MESP. In contrast to this earlier work, the algorithm to be presented in this work exploits the topology of the MESP pointing to specific protonation positions in real space. As such, it is, in principle, applicable to arbitrary chemical systems.

With this descriptor we then explore parts of a reaction network arising from sequential protonation and reduction steps for an organometallic hydrogenase model complex 1 synthesized by Ott et al. ${ }^{9}$ (see Fig. 1), which catalyzes the electrocatalytic reduction of protons to molecular hydrogen. ${ }^{9}$

The production of molecular hydrogen in an efficient and sustainable manner is one of the key challenges in establishing a "Hydrogen Economy". ${ }^{10}$ Hydrogenases are enzymes that catalyze the reversible conversion of protons to molecular hydrogen. Their active sites are based on abundant metals. ${ }^{11}$ That is why numerous model complexes mimicking these active sites have been synthesized as an attempt to generate alternatives for noble metal based catalysts. ${ }^{12-14}$ Because of the fact that [FeFe]-hydrogenases show the highest catalytic activity in hydrogen production, model complexes of their active center have been of particular interest,,$^{15}$ and the enzymatic mechanism was studied in detail from a theoretical point of view. ${ }^{16-21}$ The activity of structural model complexes has, however, been limited by the formation of highly stable hydrides bridging the two iron centers, ${ }^{9,22,23}$ which is avoided in the enzyme due to kinetic factors. ${ }^{24}$ As a consequence, mononuclear compounds, such as the one studied in this work, that do not suffer from this problem, appear to be promising candidates for efficient hydrogen production catalysts. ${ }^{25,26}$

The necessity to apply an automated exploration algorithm in order to thoroughly study the mechanism of proton reduction catalyzed by complex $\mathbf{1}$ arises from the presence of multiple protonation sites: next to the amine nitrogen atoms and the thiolate sulfur atoms, protonations of the iron center, the carbonyl ligand and the aromatic rings appear likely. Considering all of these possibilities, and especially, their combinations in a manual investigation is obviously unfeasible. Another layer of complexity, which is also handled automatically in our set-up, arises from the fact, that complex 1 can exist in different conformations: ${ }^{9}$ the six-membered FePCNCP rings can each occur in either a boat or a chair conformation and various orientations of the phenyl substituents on the nitrogen atoms have to be considered.

In this work, we first consider the identification of local minima of the MESP as the starting point for an automated protonation algorithm. We study prototypical


Fig. 1 A conformational isomer of the hydrogenase model complex 1 synthesized by Ott et al. ${ }^{9}$
molecules with well-defined protonation sites and finally turn our attention to the hydrogenase model catalyst.

## The molecular electrostatic potential

The MESP is the Coulomb potential at position $\mathbf{r}$ in space evaluated from the source charges of the nuclear framework and from the electronic charge distribution. For the former, the corresponding Poisson integral reduces to a sum of potential terms from the nuclear point charges. In atomic units, the electrostatic potential $V$ of a molecule then reads

$$
\begin{equation*}
V(\mathbf{r})=\sum_{A} \frac{Z_{A}}{\left|\mathbf{R}_{A}-\mathbf{r}\right|}-\int \frac{\rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}^{\prime}-\mathbf{r}\right|} \mathrm{dr} \mathbf{r}^{\prime} \tag{1}
\end{equation*}
$$

with $\mathrm{Z}_{A}$ denoting the charge number of nucleus $A, \mathbf{R}_{A}$ its position and $\rho$ the electronic density calculated from the electronic wave function.

Since the MESP can be calculated directly from the electronic density and structural information, it can be easily obtained from the results of standard quantum chemical calculations. In contrast to many other quantities that are used for reactivity predictions, such as atomic charges or electronegativity, it has a rigorous physical definition and can also be obtained experimentally. This is why, starting from the work of Scrocco and Tomasi, ${ }^{27,28}$ the MESP has often been analyzed to gain information about the reactivity of chemical systems. ${ }^{29,30}$

Approximating a proton as a point charge, the magnitude and sign of the electrostatic potential $V(\mathbf{r})$ equal the Coulomb interaction energy of a proton at position $\mathbf{r}$ with the field under consideration. Hence, considering points with a low MESP as potential protonation sites is a natural choice for a first-principles descriptor.

Topological analyses have shown that local minima of the MESP correspond to lone pairs, $\tau$-systems or other valleys of high electron concentration and therefore to preferred sites for electrophilic attacks. ${ }^{31-33}$ In investigations of the nucleobases Pullman and coworkers demonstrated that the preferred sites of protonation coincide with the lowest MESP valleys. ${ }^{34,35}$

All of these results serve as a motivation to determine local minima of the MESP as a starting point for locating likely protonation sites.

It was shown previously ${ }^{33,36}$ that local minima of the MESP tend to be located in the proximity of the van der Waals surface. While those corresponding to lone pairs are typically found within or very close to the van der Waals spheres, those arising from $\pi$-systems are expected to be further away from the nuclei.

Since we want to capture both of these types, we evaluate the MESP on a grid composed of multiple, non-overlapping spheres centered around every atom of the molecule under consideration. The smallest sphere radius was set to half and the largest one to one and a half times the corresponding atom's van der Waals radius, ${ }^{37} r_{\mathrm{vdw}}$. Equidistant intermediate grid spheres were added in such a way that the difference in radii between adjacent spheres was no larger than 0.2 Å. On each individual sphere the grid point density was set to 25 points per $\AA^{2}$.

For all grid points located in the inner part of the grid (see Fig. 2 for an illustration), it is evaluated whether their MESP is minimal in comparison to all other grid points within a distance of $0.5 \AA$. Grid points on the outer part of the


Fig. 2 Schematic representation of the grid on which the MESP was calculated and analyzed. Black solid circles symbolize nuclear positions. Grid points depicted in orange are on the outer part of the grid, those in blue are potential minima in the inner part. $r_{\mathrm{vdw}}$ and $r_{\mathrm{vdw}}{ }^{\prime}$ denote the van der Waals radii of the respective atoms.
grid are not considered to be potential minima, but included as reference points. Otherwise there would be the risk of falsely identifying minima on the outermost grid spheres due to the lack of MESP values available for comparison around them. E.g., for a neutral atom, for which the ESP decreases radially monotonically with increasing distance from the nucleus, ${ }^{38}$ small numerical inaccuracies could result in the detection of fictitious minima on the outer part of the grid.

## Computational methodology

The implementation of our MESP-based protonation algorithm was designed to be part of our general software framework SCINE, ${ }^{39}$ of which the module CHEMOTON ${ }^{8}$ orchestrates automated reaction exploration. In particular, functionalities of CHEMOTON that submit Cartesian coordinates to quantum chemistry programs (here, ORCA, see below) for electronic energy calculation and structure optimization were extended and heavily exploited by our implementation.

Our implementation also makes extensive use of the SCINE module MOLASSEMBLER. ${ }^{40}$ MOLASSEMBLER is a C++ library that provides the functionality for generating guess structures of conformers of a given molecule based on distance geometry. ${ }^{41-43}$ Furthermore, MOLASSEMBLER was applied when analyzing structures in terms of their connectivity, i.e. the ensemble of bonds (evaluated from Mayer bond orders ${ }^{44,45}$ calculated from the electronic wave function) connecting atoms characterized by their elemental types. It also allows for determining the idealized symmetry corresponding to the ligand configuration around central atoms.

The raw-data structure optimizations were carried out with the PBE exchange correlation functional ${ }^{46,47}$ as implemented in the program ORCA, version 4.0.1. ${ }^{48,49}$ The electronic density required for the MESP was obtained with the PBE0 functional. ${ }^{50}$ We chose the def2-SVP basis set ${ }^{51}$ with the density-fitting resolution of the identity (RI) and RIJCOSX approximations through the def2/J auxiliary basis set. ${ }^{52,53}$

In all quantum chemical calculations carried out on the hydrogenase model complexes, we employed Grimme's D3BJ dispersion correction ${ }^{54}$ (so that dispersion effects are taken into account in structure optimizations) and the conductorlike polarizable continuum model with an dielectric constant of 36.6 and a refractive index of 1.344 mimicking acetonitrile. ${ }^{55-58}$

For all structures the smallest possible multiplicity, i.e. singlet states for molecules with an even number of electrons and doublet states otherwise, was assumed. For the former, a closed-shell (restricted) Kohn-Sham framework was chosen, the latter were considered in a spin-unrestricted framework.

Throughout this study electronic energies without zero-point corrections are reported.

## Results and discussion

## Automated localization of protonation sites

We first investigate our concept at a set of small prototypical systems for which we determined local minima of the MESP as described above (see Fig. 3). By positioning protons according to these positions, we obtain guess structures for the relevant protonated species. These guess structures were then optimized to arrive at local minimum structures on the corresponding Born-Oppenheimer potential energy surfaces. From the electronic energies of the resulting protonated species we approximate protonation energies (lacking vibrational and temperature corrections). These results are reported in Table 1. We report the MESP in units of energy as it interacts with a single positive elementary charge in our case. The direct comparison with the protonation energies highlights the decisive effect of electronic and structural reorganisation after protonation.

Our algorithm succeeded in localizing all protonation sites arising from lone pairs. Further, local minima were detected on both sides of the double bond of ethylvinyl sulfide and on aromatic rings. It is worth pointing out that for aniline, $N, N$-dimethylaniline, and pyridine the preferred sites for electrophilic aromatic substitutions are detected, i.e. the para-position for the aniline derivates and the meta-positions for pyridine. For aniline derivates and phenylphosphine additional minima are detected in proximity to the ortho-positions of the aromatic


Fig. 3 Prototypical systems with green spheres positioned at MESP minima. (H: white, C: gray, N: blue, O: red, P: orange, S: yellow).

Table 1 Values of the MESP at determined local minima, distance of the MESP minima to the closest atom, $d_{\text {MESP, }}$, distance of the H atom to the closest other atom in the optimized, protonated structure, $d_{\mathrm{H}}$ and resulting protonation energies, $E_{\text {prot }}$ for the model systems. The distances $d_{\text {MESP }}$ and $d_{H}$ are given once in units of angstroms and once in relation to the van der Waals radius, $r_{\text {vdw }}$ of the closest atom. In the column "Type" it is specified which local minimum of the specified molecule is presented. Therefore, the type of the closest atom is given and a further description only provided in case of relevant ambiguities. For aniline and phenylphosphine, due to the non-planarity of the $\mathrm{NH}_{2}$ - and $\mathrm{PH}_{2}$-substituents the two sides of the ring plane are not equivalent. That is why for ambiguous cases it is further specified on which side of the ring the minimum is positioned by naming the part of the substituent oriented in this direction

|  | System | Type | MESP <br> $\left(\mathrm{kJ} \mathrm{mol}^{-1}\right)$ | $d_{\text {MESP }}$ <br> (Å) | $d_{\text {MESP }} /$ <br> $r_{\mathrm{vdW}}$ | $d_{\mathrm{H}} \quad d_{\mathrm{H}} /$ <br> (A) $r_{\mathrm{vdW}}$ | $\begin{aligned} & E_{\text {prot }} \\ & \left(\mathrm{kJ} \mathrm{~mol}^{-1}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\mathrm{N}_{2}$ | N | -51 | 1.6 | 1.0 | 1.10 .7 | -528 |
| 2 |  | N | -51 | 1.6 | 1.0 | 1.10 .7 | -528 |
| 3 | CO | C | -81 | 1.6 | 0.9 | 1.10 .7 | -626 |
| 3 | CO | O | -32 | 1.5 | 1.0 | 1.00 .7 | -457 |
| 4 | $\mathrm{H}_{2} \mathrm{O}$ | O | -248 | 1.1 | 0.8 | 1.00 .7 | -750 |
| 4 | $\mathrm{H}_{2} \mathrm{O}$ | O | -248 | 1.1 | 0.8 | 1.00 .7 | -750 |
| 5 | $\mathrm{NH}_{3}$ | N | -344 | 1.2 | 0.8 | 1.00 .7 | -909 |
| 6 | Ethanol | O | -223 | 1.2 | 0.8 | 1.00 .7 | -815 |
| 6 | Ethanol | O | -223 | 1.2 | 0.8 | 1.00 .7 | -815 |
| 7 | DMSO | S | -40 | 2.0 | 1.1 | 1.40 .8 | -791 |
| 7 | DMSO | O; <br> towards S | -276 | 1.2 | 0.8 | 1.00 .6 | -937 |
| 7 | DMSO | O | -264 | 1.2 | 0.8 | 1.00 .6 | -923 |
| 8 | Trimethylphosphine | P | -168 | 1.8 | 1.0 | 1.40 .8 | -972 |
| 8 | Trimethylphosphine | H | -6 | 1.9 | 1.7 | 1.10 .7 | -735 |
| 8 | Trimethylphosphine | H | -6 | 1.9 | 1.7 | 1.10 .7 | -734 |
| 8 | Trimethylphosphine | H | -6 | 1.9 | 1.7 | 1.10 .7 | -743 |
| 9 | Ethylvinyl sulfide | C | -93 | 1.6 | 0.9 | 1.10 .7 | -912 |
| 9 | Ethylvinyl sulfide | C | -88 | 1.8 | 1.1 | 1.10 .7 | -912 |
| 9 | Ethylvinyl sulfide | S | -111 | 1.8 | 1.0 | 1.40 .8 | -846 |
| 9 | Ethylvinyl sulfide | S; <br> aligned with vinyl $\pi$ system | -112 | 1.8 | 1.0 | 1.40 .8 | -853 |
|  | 0 Isonortropinone | N | -33 | 1.6 | 1.0 | 1.00 .7 | -890 |
|  | 0 Isonortropinone | N | -33 | 1.6 | 1.0 | 1.00 .7 | -890 |
|  | 0 Isonortropinone | O; towards N | -253 | 1.1 | 0.8 | 1.00 .6 | -941 |
|  | 0 Isonortropinone | O | -263 | 1.1 | 0.7 | 1.00 .6 | -951 |
| 11 | 1 Pyridine | N | -267 | 1.2 | 0.8 | 1.00 .7 | -970 |
| 11 | 1 Pyridine | $\mathrm{C}_{\text {meta }}$ | -36 | 2.0 | 1.2 | 1.10 .7 | -745 |
| 11 | 1 Pyridine | $\mathrm{C}_{\text {meta }}$ | -36 | 2.1 | 1.2 | 1.10 .7 | -745 |
|  | 1 Pyridine | $\mathrm{C}_{\text {meta }}$ | -36 | 2.1 | 1.2 | 1.10 .7 | -745 |
|  | 1 Pyridine | $\mathrm{C}_{\text {meta }}$ | -36 | 2.1 | 1.2 | 1.10 .7 | -745 |
|  | 2 Aniline | Cortho | -102 | 1.9 | 1.1 | 1.10 .7 | -901 |
|  | 2 Aniline | $\mathrm{C}_{\text {para }}$; <br> N ring side | -105 | 1.9 | 1.1 | 1.10 .7 | -918 |
|  | 2 Aniline | $\mathrm{C}_{\text {para }}$; <br> H ring side | -100 | 1.8 | 1.1 | 1.10 .7 | -918 |
|  | 2 Aniline | N | -180 | 1.4 | 0.9 | 1.00 .7 | -912 |
|  | 3 Phenylphosphine | Cortho; <br> Pring side | -66 | 2.0 | 1.2 | 1.10 .7 | -812 |

Table 1 (Contd.)

| System | Type | $\begin{array}{l}\text { MESP } \\ \left(\mathrm{kJ} \mathrm{mol}^{-1}\right)\end{array}$ | $\begin{array}{l}d_{\mathrm{MESP}} \\ (\AA)\end{array}$ | $\begin{array}{l}d_{\mathrm{MESP}} / \\ r_{\mathrm{vdW}}\end{array}$ | $\begin{array}{l}d_{\mathrm{H}} d_{\mathrm{H}} / \\ (\AA)\end{array} r_{\mathrm{vdW}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | \(\left.\begin{array}{l}E_{\mathrm{prot}} <br>

\left(\mathrm{kJ} \mathrm{mol}^{-1}\right)\end{array}\right)\)
rings. The ortho-positions are expected to be the second best sites for electrophilic attacks on these structures. However, it is striking that not all of these sites are detected. E.g., for $N, N$-dimethylaniline only one ortho-protonation site on one side of the ring was detected, while we expected both ortho-positions on both sides of the ring to be equivalent. The MESP isosurfaces depicted in Fig. 4 suggest that there are differences with regard to the ring sides within the MESP itself, arising from small deviations of the fully optimized molecular structure from $C_{2 \mathrm{v}}$ symmetry. Possible remedies for this issue include the application of a more extensive and/or finer grid on which MESP minima are located and a less conservative requirement for a point to be considered a local minimum.

Unanticipated are also the three local minima detected on the methyl groups of trimethylphosphine. They are located far away from the nuclear coordinates (as can be seen in Table 1). The reason why their distance to the closest atom is larger than one and a half times their van der Waals radius is due to the fact that the grid points on which they are located belong to the spheres generated around other atoms. The corresponding MESP values are very close to zero. Our framework allows for the exclusion of MESP minima with values above a certain threshold. However, we refrain from applying this exclusion rule here: for our objective of


Fig. 4 Isosurfaces (green) of the MESP of $\mathrm{N}, \mathrm{N}$-dimethylaniline at values of $-53 \mathrm{~kJ} \mathrm{~mol}^{-1}$ (left) and $-105 \mathrm{~kJ} \mathrm{~mol}^{-1}$ (right).
automated exploration of a reaction network, it is more important not to miss any possibly relevant protonation reactions, rather than limiting the number of calculations to the absolute minimum necessary. For more extensive studies it may, however, become unavoidable to reduce the number of protonation sites that are examined, e.g., by means of the aforementioned MESP threshold. Alternatively, one can first consider all detected protonation sites, but exclude the resulting protonated species from further considerations if they turn out to be energetically unfavorable.

From the data presented in Table 1 it is evident that the distance between hydrogen atoms and the remainder of the molecule in the optimized protonated structures is smaller than the distance between the MESP minimum that indicated the protonation site under consideration and the atom closest to it.

As can be seen from Fig. 5, for many systems the value of the MESP at a potential protonation site and the resulting protonation energy are positively correlated. However, this statement cannot be generalized: for $N, N$-dimethylaniline the calculated MESP minima in the vicinity of the nitrogen are considerably less deep than those found on the $\pi$-system. Still, protonating the structure on the nitrogen sites leads to a larger decrease in energy than attacking the ring system does. Similarly, for the case of ethylvinyl sulfide, the minima around the sulfur center are more pronounced than those positioned in the vicinity of the double bond, while the protonation energies show the opposite trend.

We now inspect our algorithm with the example of a model of the YandulovSchrock complex ${ }^{59}$ whose protonation propensities we had already studied in our previous work. ${ }^{6}$ As can be seen from Fig. 6, our algorithm successfully identifies possible protonation sites on the equatorial nitrogen atoms of the complex and on the free nitrogen atom of the coordinating $\mathrm{N}_{2}$. However, there are no MESP minima positioned around the metal center, which we observed before and solved by conservatively distributing additional protons at geometrically uncrowded positions around the metal atom.

## Possible protonation sites in hydrogenase model complexes

Ott and coworkers reported that two different coordination isomers of complex 1 exist: ${ }^{9}$ in addition to the square-pyramidal coordination as depicted in Fig. 1,


Fig. 5 MESP at detected local minima and corresponding protonation energies, $E_{\text {prot }}$. Different colors encode data obtained for different systems.


Fig. 6 Yandulov-Schrock model complex with $\mathrm{N}_{2}$ coordinating to the metal center and with green spheres depicted at the MESP minimum positions. (H: white, C: gray, N: blue, Mo: cyan).
a distorted trigonal-bipyramidal symmetry on the iron center is possible. Before applying our automatic exploration algorithm to the hydrogen evolution reaction catalyzed by complex $\mathbf{1},{ }^{9}$ we examine the outcome of our protocol for locating protonation sites in one example conformer of each of these coordination isomers.

For the square-pyramidal form, depicted in Fig. 7, minima of the MESP are, as expected owing to the presence of directed lone pairs, detected in the vicinity of the sulfur, nitrogen and oxygen atoms. Further protonation sites are predicted to be localized on the aromatic ring systems. The fact that for the trigonalbipyramidal isomer, as can be seen from Fig. 8, no protonation site is detected on the nitrogen atom in the vicinity of the CO-ligand is, however, unexpected. To study the reasons for this observation, we calculated the gain in electronic energy, resulting from protonating the complex at this site. A protonation energy of $-1115 \mathrm{~kJ} \mathrm{~mol}^{-1}$ indicates that the possibility to protonate the structure on this


Fig. 7 One conformer of the square-pyramidal form of complex 1 with green spheres depicted at the detected local minima of the MESP. On the right, for better visibility, the phenyl rings of the $P_{2}^{R} N_{2}^{P h}$ ligand and the corresponding MESP minima have been replaced by turquoise spheres. ( H : white, C : gray, O : red, N : blue, P : orange, Fe: brown).


Fig. 8 One conformer of the trigonal-bipyramidal form of complex 1 with green spheres depicted at the detected local minima of the MESP. (H: white, C: gray, O: red, N: blue, P: orange, Fe: brown).
nitrogen atom must not be overlooked at all. Note, however, that the huge protonation energies arise from the lack of an explicit acid molecule and of proper solvation shell modelling in our approach. Protonation energies given in this work are therefore only meaningful in direct comparison to such quantities evaluated for the same system (i.e., only relative protonation energies can be used to rank different protonation sites in one system).

A closer investigation of the MESP and its isosurfaces leads us to the conclusion that the MESP valley expected to be found in the proximity of the nitrogen atom is immersed by the regions of low MESP present around the $\pi$-system of the adjacent phenyl ring and the one arising around the CO ligand. Exemplary plots of MESP isosurfaces of complex 1 are shown in Fig. 10. The surface drawn at a MESP of $-11 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for the trigonal-bipyramidal isomer has a protuberance towards the nitrogen atom of interest. However, a distinct valley, such as the one visible for the corresponding nitrogen atom in the square-pyramidal complex when plotting an isosurface at a MESP value of $-46 \mathrm{~kJ} \mathrm{~mol}^{-1}$, cannot be localized.

We have seen above that our algorithm is capable of recognizing a similar protonation site close to the nitrogen atom of aniline derivates. Even when we


Fig. 9 Trigonal-bipyramidal complex without the carbonyl ligand and with green spheres depicted at the location of detected MESP minima. (H: white, C: gray, O: red, N : blue, P : orange, Fe: brown).


Fig. 10 Isosurfaces (green) defined by a fixed MESP (given in the four figures) around the square-pyramidal (left) and trigonal-bipyramidal (right) coordination isomer of complex 1. (H: white, C: gray, O: red, N: blue, P: orange, Fe: brown).
constrained $N, N$-dimethylaniline to resemble the analogous structure in the trigonal-bipyramidal complex, we found our algorithm to work reliably, which indicates the role of the molecular environment on the MESP pointing to difficulties that may arise for crowded molecules. This is highlighted when we analyze the frozen complex structure without the carbonyl ligand (see Fig. 9), which then allows us to detect the missing protonation site. Hence, the interaction with the adjacent carbonyl ligand has a crucial impact on our protonation index. This conclusion fits with the observation that, although in both complexes the FePCNCP heterocycle of interest is in a boat conformation, the distance between the nitrogen atom and the carbon atom of the carbonyl ligand is $3.4 \AA$ for the square-pyramidal complex, for which local minima are successfully detected around the nitrogen atom of interest, but only $2.7 \AA$ in the trigonal-bipyramidal form.

In our case, protonation of a reactant leads to structural distortion of the original equilibrium structure. In comparison to the original complex, when protonating the trigonal-pyramidal isomer of complex 1, the phenyl substituent is


Fig. 11 Trigonal-bipyramidal complex protonated on the N atom. ( H : white, C : gray, O : red, N : blue, P : orange, Fe: brown).
rotated, as can be seen in Fig. 11. Furthermore, the local bonding situation at the nitrogen atom under consideration differs. Where in the unprotonated structure the angle between the $\mathrm{C}_{\mathrm{P}}-\mathrm{N}-\mathrm{C}_{\mathrm{P}}$ plane and the $\mathrm{N}-\mathrm{C}_{\mathrm{Ph}, \mathrm{N}}$ bond is $163^{\circ}$, it is only $132^{\circ}$ in the protonated structure. Repeating our analysis on the trigonal-bipyramidal complex after adjusting the described angle to the value in the protonated structure while leaving the rest of its structure unchanged results in the correct detection of the protonation site of interest. To further rationalize the effect arising from distorting the reactant structure, we applied our algorithm on structures arising from adjusting the described angle to values between $100^{\circ}$ and $160^{\circ}$ in steps of five degrees while leaving the remainder of its structure unchanged. For all structures with an angle below $135^{\circ}$ the protonation site was detected. We further expect rotation of the phenyl substituent towards its orientation in the protonated structure to have a similar effect. While in the unprotonated, optimized complex the $\pi$-system of the ring is oriented such that the lone pair of the N atom can easily interact with it, in the protonated complex the phenyl ring is aligned with the newly formed $\mathrm{N}-\mathrm{H}$ bond.

It is crucial to be aware of the fact that the MESP that we intend to analyze in automated procedures will in general be calculated from the electronic wave function of structurally optimized reactant molecules in their equilibrium structures. Neglecting the polarizing effect of an approaching electrophile, here a proton, on the electronic density may lead to reaction channels not uncovered by a reactivity descriptor. ${ }^{29}$ This is a general problem of chemical reactivity theory that sets out from equilibrium-structure reactants to predict potential reaction pathways. Obviously, the problem becomes more severe the later the transition state is found along a reaction coordinate. Clearly, a possible solution is to define structural distortions as discussed above to move reactants in the direction of specific reaction channels. For automated procedures, this must be possible through standard recipes. A straightforward way would be to slightly distort the equilibrium structure along its lowfrequency normal modes.

## Automatic exploration algorithm

We applied our MESP-based localization of protonation sites within the setting of fully automated mechanistic exploration in order to obtain deep structural insights into the reaction thermodynamics of the first steps that eventually lead to hydrogen evolution catalysis by complex 1 . Since the open coordination site of the square-pyramidal form is necessary for substrate binding, ${ }^{9}$ we focused on this coordination isomer.

Each cycle of the automated exploration summarized in Fig. 12 consists of the following steps:
(1) Conformers of the optimized starting structure are produced: an ensemble of guess structures is generated with the MOLASSEMBLER-library and then subjected to structure optimizations. The resulting structures are compared to the starting structure in terms of their connectivity and the idealized symmetry of the central metal atom. Only if both of these are alike the result is considered a conformer and retained for further analysis.
(2) These conformers are then used as starting points to generate guess structures of possible products of subsequent reaction steps:


Fig. 12 Flow chart of the MESP-based protonation algorithm for exploring the reaction network arising from protonation and reduction sequences. Gray triangles symbolize deduplication steps.

- The structures can be reduced: in redox chemistry, and especially in hydrogen production chemistry based on acids, one-electron reduction (often in concert with proton transfer) is an important step to produce monoanions ready for protonation or to reduce protonated species in order to keep a potential charge on a reactant as low as possible. Naturally, a detailed kinetic analysis would then require to study paths that allow for simultaneous transfer of an electron and a proton. However, from the perspective of a thermodynamic cycle, the individual products of reduction and protonation steps can be essential and this is what we are aiming for. Hence, for each conformer a guess structure is created by reducing its charge by one and adapting its multiplicity accordingly.
- The structures can be protonated: the local minima of the MESP are determined as explained above. Then, for each of the MESP minima a protonated guess
structure is generated by placing a proton on the vector between the MESP minimum and the non-hydrogen atom that is closest to the minimum under consideration. In accordance with our findings so far, the distance between protons and the closest non-hydrogen atom is set to 0.7 times the van der Waals radius of the corresponding atom. In order to be conservative (producing rather more than less potentially interesting protonated guess structures), we allow for protonation of the metal center by locating the centroids of the faces of the polyhedron spanned by the atoms coordinating to the metal center and then placing a proton on the vector between the iron center and the centroid. Note that only one protonation site is occupied by a single proton in each step making doubly protonated species accessible in iterations starting from reduced and unreduced singly protonated products.
(3) The reaction-product guess structures are optimized. The resulting final structures can then be analyzed and used as starting structures for the following cycle. During the analysis of the reaction products we determine whether parts of the complex dissociated and whether the number of atoms coordinating to the central atom is less than 4 . In such cases we would not consider the structure as a starting point for future steps for the present example.

One crucial requirement for efficient exploration of vast reaction networks is the detection and removal of duplicates for theoretical and for practical reasons. Duplicates would eventually render kinetic modeling meaningless and computational resources would be wasted by investigating essentially the same structures several times. The first time this problem arises in the algorithm outlined above is during conformer generation. The unoptimized guess structures are aligned using a quaternion fit and the root mean square deviation (RMSD) between the position matrices is computed. ${ }^{60,61}$ For an RMSD less than $0.5 \AA$, two structures are considered to be alike. We emphasize, however, that the choice of this threshold, although carefully made, is to a certain degree arbitrary. Even minor changes of the threshold can potentially result in the inclusion or discarding of structures in the network.

It is not trivial to decide which atom of one structure shall be compared to which atom of the other during RMSD calculations, since their ordering in the Cartesian coordinate files is not guaranteed to match throughout the procedure. Therefore, the aligned position matrices are reordered such that atoms of one structure are mapped to the atom of the second structure that, within the set of atoms that have the same type and the same number and type of adjacent atoms bound to them, is spatially closest to it within the aligned coordinate systems, before the RMSD is calculated and compared to the cut-off threshold of $0.5 \AA$.

This reordering based procedure is applied for the optimized conformer structures. To determine whether an optimized reaction product is already present in the reaction network, our implementation probes whether other structures of the same charge, multiplicity, connectivity, and idealized symmetry on all atoms and with the same atom stereocenters exist. If that is the case, the structures will be classified as different or alike from the reordering based RMSD criterion. Guess structures for protonated and reduced species are compared to all previously generated reaction product guess structures in the same manner. For this step, the necessary bonding information is adopted from the underlying reactant structure. In the case of protonated structures one additional bond is assumed to be present between the added hydrogen and the nearest non-
hydrogen atom, or, for protonation sites around the metal center, between the added hydrogen and the metal atom.

Out of 61 conformer guess structures generated by the MOLASSEMBLER library, 12 were considered to be unique by our algorithm and therefore were subjected to structure optimization. Subsequently, 8 distinct structurally optimized conformers emerged. Out of 153 reaction product guess structures 145 were considered to be distinct. Among the consequent optimized reaction product structures, 23 were found to be duplicates.

Finally, we note that the final result of the exploration will always depend on the convergence of the automatically launched quantum chemical calculations because some of the guess structures might be chemically unreasonable (i.e., high up on the Born-Oppenheimer potential energy surface creating problems for orbital convergence). Out of the 167 distinct ORCA calculations that are the basis for the results presented in the following, only 1 failed.

## Automated exploration of protonation and reduction reactions of complex 1

Automated conformer generation. Starting from the structure in Fig. 7, an ensemble of conformer guess structures was generated. A critical issue with respect to the MOLASSEMBLER library is to ensure that the correct bonds are interpreted as stereocenters in such a way that their arrangement is not changed during conformer generation. E.g., if the algorithm had changed the all-Z arrangement in the aromatic rings, it would have generated structures in which these rings would no longer have been planar and which would obviously have been irrelevant from a chemical point of view. On the contrary, the


Fig. 13 Relative energies and structures of unique, automatically generated conformers of the hydrogenase model complex 1.
orientation around the single bonds in the FePCNCP rings must be changed in order to sample conformational space. In the current version of the MOLASSEMBLER library, bonds with a bond order beyond a certain threshold are considered stereocenters. However, to decide on such a value is to a certain degree problematic, especially if aromatic systems are present as in the example investigated here. Due to the delocalized nature of the electronic system and deviations of the Mayer bond orders from idealized values, those detected in the aromatic rings are not necessarily significantly higher than normal single bonds elsewhere in the molecule. Here, we set the threshold for bonds to be considered a stereocenter to a bond order of 1.2 which proved to be a reasonable choice for the starting structure. More advanced criteria for the detection of bond stereocenters are currently under development. ${ }^{40}$

Applying the reordering based deduplication criterion on the ensemble of optimized conformers yields 8 distinct conformer structures shown in Fig. 13. Complexes $\mathbf{1 f}$ and $\mathbf{1 g}$ are very similar with the main difference being the orientation of the P-phenyl rings and their RMSD is slightly larger than the chosen cutoff threshold of $0.5 \AA$.

The conformational freedom arising from different orientations of the $\mathrm{P}_{2}^{\mathrm{R}} \mathrm{N}_{2}^{\mathrm{Ph}}$ ligand was sampled successfully, with all combinations of boat and chair conformations of the two six-membered rings being represented. In the following, we refer to the conformers by first listing the conformation of the ring adjacent to the carbonyl ligand followed by that of the one located in the neighboring open coordination site. For example, according to this notation structure 1b has a boat/ chair conformation.


Fig. 14 Structures representing the different types of products arising during the first layer of automatically explored protonation or reduction steps for the hydrogen evolution mechanism of complex 1.

In the conformational search carried out manually by Ott and coworkers, boat/ chair, boat/boat, and chair/chair conformations were found, ${ }^{9}$ which correspond to structures $\mathbf{1 b}, \mathbf{1 f} / \mathbf{1 g}$, and $\mathbf{1 b} / \mathbf{1 h}$, respectively. They did not report structures $\mathbf{1 a}$, $\mathbf{1 c}$, and $\mathbf{1 e}$. Conformers $\mathbf{1 c}$ and $\mathbf{1 e}$ are much higher in energy than the others and are therefore unpopulated at ambient temperatures. Although not exploited here, our set-up allows for excluding these conformers from the network based on an energy cut-off.

The fact that structure 1a, i.e., the chair/boat conformation that was not reported in ref. 9, is not only located in the relevant energy regime but even the most populated one and therefore must not be overlooked, is a clear indication of the necessity to employ automated exploration algorithms-although also these algorithms cannot guarantee to have identified all relevant species for a mechanism, the depth in terms of the number of structures and elementary steps that they provide at less human effort will make them the standard computational approach to reaction thermodynamics and kinetics in future computational chemistry studies. ${ }^{2}$

## Reaction products of the first reactive cycle

In the following, we present the results obtained from the first application cycle of our automated exploration algorithm to the square-pyramidal hydrogenase model complex 1, i.e., the cationic or anionic species arising from a single protonation or reduction step, respectively. The fact that only one reactive cycle results in a set of 122 distinct reaction products clearly underlines again the need for automated exploration algorithms. We arranged the resulting products into groups within which the idealized symmetry at the iron center and the overall


Fig. 15 Energies of unique reaction products. The energies are given in relation to the reaction product of lowest energy. Note that only the electronic energies of the complex structures are considered, and that the energetic contribution of the proton or electron donors is omitted as that would require us to make a specific choice for acid and reductant, which would blur the intrinsic reaction energetics of the catalyst. As a result, the groups of reduced complexes, XII and XV, are located at much higher energies than those corresponding to protonated species.
connectivity is alike. For each of these groups the lowest energy structure is presented in Fig. 14.

The energy spectrum of the reaction products is depicted in Fig. 15. The lowest energy structure is a representative of group II, i.e., a structure where protonation occurred at a nitrogen atom. Low protonation energies can also arise from protonation on the para-position of the N -phenyl rings (group III) and the sulfur atoms (group I). Ott et al. observed that upon adding acid to a solution of complex 1 in acetonitrile, the resulting IR spectrum is strongly simplified. ${ }^{9}$ They suggested that this might be due to the prevalence of a protonated structure in which both FePCNCP rings are in a chair conformation and coordinate to a proton found in between them. In view of our results, we cannot support this claim as we do not find a single protonated structure to be dominating in terms of particularly low energy. However, investigation of all the obtained reaction product structures also revealed that we did not encounter any structure of the described type: while for the chair-chair conformers, structures $\mathbf{1 d}$ and $\mathbf{1 h}$, protonation sites were correctly predicted to be located on the nitrogen atoms, and also on the side of the nitrogen atom facing the second FePCNCP ring. In the resulting protonated structure, the H atom was still clearly assigned to one of the N atoms and not positioned exactly in between. While being low in energy, there are still more favorable protonation products present. Starting from a chair/chair conformation but deliberately positioning the proton in the reaction product guess exactly in between the two nitrogen atoms yielded a similar result.

## Conclusions

In this work, we elaborated on the possibility to exploit topological features, in particular local minima, of the molecular electrostatic potential to serve as indicators for protonation sites. Apart from the intrinsic chemical insights that can be gained from such an indicator, it can serve in automated reaction exploration algorithms as a guide to tame the combinatorial explosion of possible protonation channels. In this respect, the MESP can support first-principles heuristics ${ }^{6}$ to narrow down reactivity options to those that are viable.

We studied the capabilities and limitations of local minima of the MESP for the determination of potential protonation sites in a fully automated manner. Our algorithm works reliably for localizing protonation sites in prototypical systems that are characterized by the presence of (protonatable) lone pairs. For more complex delocalized situations, i.e., for those that in principle do not feature a clear-cut specific atom-like site, such as $\pi$-systems, difficulties arise. From the data presented in this work, we understand that these challenges can be overcome in principle, but further investigations will be required.

Turning to the structurally more complex hydrogenase model complexes, we found that our algorithm is generally applicable. However, for one of its coordination isomers it failed to predict one expected protonation site. For this case, we demonstrated that distorting the structure locally can cure this problem, which points to the necessity for structural distortions of equilibrium structures (for instance, along normal modes) in order to create structures that are prepared for reaction by pushing them in the direction of a possible reaction channel. We note that this is a general issue with all chemical reactivity indices evaluated at equilibrium structures of the reactants as such structures will, in general, be different
from those encountered in a transition-state structure, i.e., requiring structural distortion.

Our application of the MESP-based protonation criterion to automatically explore a part of the reaction network arising from reduction and protonation of a hydrogenase model complex clearly demonstrated the need for automation when a complete picture of complex organometallic reaction mechanisms is required. In particular, the conformational freedom and the presence of multiple protonation sites result in rapidly increasing numbers of different structures that have to be considered in a thorough analysis of the resulting reaction network.
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