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Ultrafast dynamics in polycyclic aromatic
hydrocarbons: the key case of conical
intersections at higher excited states and their
role in the photophysics of phenanthrene
monomer†

M. Nazari, a C. D. Bösch,b A. Rondi,a A. Francés-Monerris, c M. Marazzi, cde

E. Lognon, c M. Gazzetto,a S. M. Langenegger,b R. Häner, b T. Feurer,a

A. Monari *c and A. Cannizzo *a

In this study we reveal the detailed photocycle of a phenanthrene monomer. Phenanthrene serves as a

popular building block for supramolecular systems and as an archetypal molecule to study the

photochemistry of polycyclic aromatic hydrocarbons. By means of femtosecond time-resolved UV-vis

transient absorption spectroscopy and molecular modeling, we found that the first bright transition

involves the second excited singlet state, which relaxes toward the lowest excited singlet state with a

biphasic internal conversion through a conical intersection region: a fast coherent branching followed

by an exceptionally slow (Bps) incoherent internal conversion. We succeeded to pinpoint the complete

relaxation pathways and to extract the relevant parameters, e.g., the branching ratio at the conical

intersection and internal conversion rates.

Introduction

Investigating phenanthrene per se serves as a model system to
study the photochemistry of polycyclic aromatic hydrocarbons
(PAHs), whose ubiquitous presence as pollutants on Earth1 and
proven carcinogenic activity have motivated the regulation of
their emissions by authorities.2 Furthermore, the detection
of various PAHs in extraterrestrial environments makes their
study of paramount interest in astrochemistry.3,4 In the fields of
supramolecular chemistry and molecular devices, phenanthrene

has received significant attention as a building block and photo-
active unit for efficient, multichromophoric structure based light
harvesting systems.5–8 In these systems the photophysics of both
the individual dyes and the aggregate systems must be precisely
tuned and tailored to achieve not only the desired spectroscopic
properties but also the formation of excited states, which allows
for a fast and directional energy transfer (EnT) over several nm
(410 nm) with a high quantum yield.5,9–12 Recently, some of us
have explored the photophysical properties of phenanthrene as
a building block of light harvesting complexes in a variety of
self-assembling polymeric and DNA-hosted structures.9,13–17 Such
multichromophoric systems (MCS) show extraordinary optical
properties, strong coupling among chromophores, high absorption
cross section and unitary EnT quantum yield over more than several
10s of nm.9,13,16 The origin of such an efficient EnT is still unclear
and, even more surprisingly, this unique behaviour is so far only
observed when phenanthrene is incorporated into supramolecular
structures.

Despite the relative simplicity and the wide range of applications
of phenanthrene and its aggregates, their photophysics and in
particular the competing relaxation pathways have not been
thoroughly characterized, neither experimentally nor theoretically.
Accordingly, the motivation to carry out this study was twofold. On
one hand we aimed at filling the knowledge gap in the photo-
physics of PAHs, using phenanthrene as an illustrative case study
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and on the other hand to unveil the unique photophysical features
of phenanthrene responsible for the efficient EnT mechanism.
The perspective is to build a new paradigm for the development of
large and efficient MCS light harvesters in the visible range.
Indeed, the present study is the first step to understand and
characterize efficient EnT in DNA-hosted MCSs bearing phenan-
threne building blocks as light harvesters.

Femtosecond (fs) time-resolved transient absorption (TA)
spectroscopy18 is one of the methods of choice to study and
characterize the population and energy migration dynamics
following photoexcitation. The experimental results also serve
as invaluable feedback for molecular modelling. Only such a
synergic approach can identify and characterize the relevant
relaxation channels. In the broader perspective of designing
more efficient MCSs, unravelling the interplay between photo-
induced electronic and nuclear dynamics inherent to the mono-
mer itself is a prerequisite to identify those dynamics emerging
as a consequence of the mutual coupling in the MCS structure.

Therefore, we investigated the excited state population
dynamics in phenanthrene monomers with UV-Vis fs time-
resolved TA spectroscopy and complemented the experiments with
static and non-adiabatic molecular dynamics (NAMD) simulations.
This combined study reveals that the phenanthrene photocycle
cannot be described via a simple two-state model typical for other
small p-conjugated organic dyes. Indeed, even though it is usually
recognized that a two-state model is a too crude approximation to
allow for the proper characterization of the photophysical
phenomena, the precise identification of the complex excited
state landscape of PAHs is usually overlooked. In particular, the
excited state dynamics of phenanthrene is quite complex and
we identified a population redistribution mediated first by a
conical intersection (CI) region followed by a slow thermally
activated adiabatic exchange with the lowest excited singlet
state. The excellent quantitative agreement between simulation
and the experimental results suggests phenanthrene as a bench-
mark system to study the photophysical and photochemical
processes mediated by CIs amongst several excited states.

Results and discussion

In this contribution we focused on a carboxamide-substituted
phenanthrene unit (see Fig. 1), as it is the main building block
of the family of DNA-hosted MCSs reported in ref. 13 The
influence of the linker, which was found to be relevant for
the synthesis of the different MCSs, should be negligible on the
photophysics of the monomer since the accessible photoexcited
states and the subsequent relaxations are expected to be
localized on the aromatic moiety only. This is also confirmed by
the time-dependent density functional theory (TD-DFT) calculations
reported herein. Hence, we believe that most of the results reported
here are of general validity for any phenanthrene-linker composite.

Fig. 2A shows a representative selection of TA spectra of
aqueous phenanthrene monomers in a buffer solution at pH 7
upon excitation at 320 nm. The fastest dynamic is dominated
by a short-lived strong negative signal at shorter wavelengths

(l o 500 nm) which decays in 120 fs. The main features in the
sub-picosecond domain are a signal rise within 400 fs, followed
by a decay of the overall signal in 10s to 100s of ps. The negative
signal drop at l o 350 nm is assigned to a ground state bleach
(GSB) of the steady state absorption, in particular of the B310 nm
band (Fig. 1).

To better define the timescales and the corresponding
spectral evolutions, we carried out a global analysis based on
singular value decomposition,19 which decomposes the experi-
mental data in a series of exponential decays with characteristic
lifetimes (tk) and decay associated spectra (DASs). More details
are found in the section ‘‘Experimental and computational
methods’’.

The 6 DASs reported in Fig. 2B confirm the previous qualitative
model. In particular we find: a pulse limited component (t1)
describing a negative spectrum centered at 390 nm and ranging
up to approximately 470 nm, which is not accompanied by any GSB
recovery; a biphasic kinetics with two time constants of 100 fs (t2)
and 600 fs (t3) describing the decay of excited state absorption (ESA)
for wavelengths lo500 nm and a signal rise for longer wave-
lengths; a decay of the entire signal with two time constants
of 12 ps (t4) and 296 ps (t5) to a very long-lived (t6) signal (infinity
long-lived with respect to the measured delay interval). The sub-
picosecond components are assigned to population dynamics
rather than cooling according to the following arguments: (1) the
t1 component is characteristic of a stimulated emission since we
observed a large negative signal in a spectral region where no GSB
is expected; however it cannot be attributed to the steady state
emission in Fig. 1. Indeed it is expected that the width and the
shape of unrelaxed emission in fs timescales are still close to the
relaxed one.20,21 On the contrary the comparison in Fig. 2B reveals
that the pulse-limited signal has a shape distinctly different from
the emission/absorption spectrum, i.e. it has a much broader
width. As a further confirmation, emission and absorption spectra
in Fig. 1 definitively break a mirror-like symmetry pointing to major
conformational or electronic change occurring after excitation.20

(2) The t2 and t3 components describe two spectral features centred
at 360 nm and 650 nm which are spectrally well separated and can

Fig. 1 Steady state UV-Vis absorption and emission spectra (conditions:
excitation at 320 nm, concentration 5 mM); (inset) chemical structure of
aqueous carboxamide-substituted phenanthrene.
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be therefore assigned to two ESA bands. t2 and t3 are different and
are accompanied by sizable changes of the total area. The sign of the
DASs is in agreement with a simultaneous decay of an ESA (positive)
signal, mainly centred in the blue, and a rise (negative signal) of the
long-lived ESA. This assignment is suggestive of a photocycle where
the bright excited state does not coincide with the lowest singlet
excited state. Consequently, the fastest dynamics are internal
conversions (IC) to a low-lying singlet state, as revealed by the
steady state emission in the ns timescale. This assignment is
also corroborated by hole-burning measurements on phenan-
threne monomers in glasses at cryogenic temperatures and
time-resolved photoelectron spectroscopy in molecular beams,
which report two distinct time constants of 80 fs and 521 fs for
the excited states’ decay.22,23 Also the 100 fs component is in
agreement with the lifetime of the higher excited singlet states
in other aromatic molecules and the suggested IC process via CI
was reported in several systems.23–28

Thus, the experimental evidence definitively points to a
photocycle (a tentative scheme is depicted in Fig. S1 in ESI†)
where (1) the very first relaxation is an ultrafast, pulse-limited
(i.e. o40 fs) process, very likely due to the departure from the
Frank-Condon (FC) region; (2) the IC relaxation from the bright
higher-lying excited singlet state to the lowest excited singlet
state consists of a fast (100 fs) and a slow (600 fs) contribution;
(3) the 4th and the 5th components describe a decay of the
overall signal. We assign the former to a thermally activated
non-radiative decay, while the latter is dominated by rotational
diffusion.

Molecular modelling using TD-DFT calculations fully con-
firms the model derived from the experimental observations in
as much as they predict two low-lying excited states, namely SA

and SB,22,23 both of p,p* nature (Fig. S2 in ESI†) with the former
state being dark and the latter one being bright (first column of
Table 1). The calculations also predict only a negligible change
in the dipole moment norm when going from the ground to the
excited state, and consequently solvatochromism can be safely
neglected (Fig. S3 in ESI†). Conversely, the sampling of the
dynamically and vibrationally allowed conformations29 permits to
recover small, but non-zero oscillator strength for the transition to
SA (evidenced by the long-wavelength tail in Fig. S3 in ESI†) in
agreement with the observed absorption and fluorescence spectra
shown in Fig. 1.

Geometry optimization for the two excited states reveals that
their potential energy surfaces (PESs) cross (see Table 1), result-
ing in a state-inversion process. More importantly the adiabatic
energy difference between the two states’ PES minima is quite
small, justifying the development of an equilibrium. Hence, to
allow for a more precise exploration of the energetic landscape,
we calculated the PES over a generalized two-dimensional sur-
face (see the related discussion in computational methods
section) connecting the FC region with the two excited state
minima (Fig. 3A). For the SB state we find a very steep PES in the
FC region which links without any barrier to the CI area between
the two states. The appearance of two quasi-degenerate minima
for the SA and SB states is also confirmed, and more importantly,
the two are separated by a very small barrier that is thermally
accessible, hence further justifying the appearance of an equili-
brium process even at sub-picosecond timescales.

The hypothesized relaxation pathway is also confirmed by
analysing the evolution of the population of the excited state via
NAMD simulations. Indeed, as reported in Fig. 3B one can
observe that the population of the SA state reaches B80% at 1 ps.

Fig. 2 TA results. (A) A representative selection of spectra upon excitation
at 320 nm; (B) time-spectrum decomposition analysis (see eqn (2)): DASs
and the relative decay time constants are shown. Inverted steady state
absorption and emission bands are also shown. For the sake of visualization
the t1 component is multiplied by 0.01 (see section ‘‘Data analysis of time-
resolved spectra’’ in ‘‘Experimental and computational methods’’).

Table 1 Energies of the first two excited states, SA and SB, calculated at
critical points, R, of the PES: the FC region and the optimized geometries
for the two excited states. Energies (in eV) are relative to the ground-state
energy at the FC geometry. Oscillator strengths (f) are given within
parentheses

RFC RSA
RSB

E(SA) eV 4.25 4.10 4.29
( fSA

) (0.00) (0.00) (0.00)
E(SB) eV 4.44 4.31 4.15
( fSB

) (0.29) (0.28) (0.53)
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However, after a very fast and sharp increase in the population
(t o 200 fs), also leading to an evident maximum in the SA

population, a quasi-stationary plateau is achieved. The overall
population evolution can be interpreted using a multi-step model
that gives two distinct time regions: (1) a small impulsive offset
(o5 fs) followed by a fast decay in ca. 150 fs, which accounts for
B80% of the population transfer, and (2) a slow decay taking place
in the hundreds of fs to ps regime. These results are in excellent
agreement with the experimental measurements and describe the
non-adiabatic population of the SA state via the CI region (1) and of
the subsequent adiabatic equilibration (2). The evolution of the
population in Fig. 3B allows us to estimate the branching ratio of
the excited state populations upon passage through the CI to
B80% and B20% towards SA and SB, respectively.

The presence of two distinct pathways is also confirmed by
the analysis of the population flow between the states (data not
shown). While in the first 200 fs the dynamics are dominated by
a net flow from SB to SA, longer timescales show an almost
equilibrated number of reciprocal hops between the two surfaces,
indicative of an equilibrium between the quasi-degenerate states.

Finally, we also simulated the TA spectra at different times
from the NAMD trajectories as reported in Fig. 4. Globally, our
calculated spectra correctly reproduce the experimental results,
in particular the fast disappearance of the stimulated emission
band correlated with the appearance of the ESA band at about
550 nm due to the absorption from the SA state. It is also worth
mentioning that Fig. 4 takes into account both ESA and
stimulated emission but not GSB. Therefore, the negative
simulated signal at l o 350 nm is only due to the stimulated
emission from SB. The stimulated emission from SA, which is
centred at 420 nm is on the contrary masked by the much stronger
positive ESA signals. Taking into account the lack of the negative
contribution at l o 350 nm due to GSB, the comparison with
experimental data (Fig. 2A) and analysis (Fig. 2B) shows that these
calculated spectra correctly reproduce the spectral features and
temporal evolution of the experimental results, further confirming
the soundness of the proposed photocycle.

The photocycle based on our data and simulations is
reported in Fig. 5: after the initial population of the bright SB

state, the system leaves the FC region in an ultrafast regime,
evolving on the PES to the CI region. The absence of significant
barriers results in a very rapid photochemical process, which is
in accordance with the experimental observations. Once at the
CI, the initial excited state population branches towards the SA

and SB minima, followed by subsequent thermal equilibration.
Hence, according to the experimental and computational
results we assigned each DAS component (Fig. 2B) to the
following processes: t1 describes the cooling of the SB potential
driven by ultrafast internal vibrational relaxation (IVR). The
reported value for this signal is shorter than the measurements’
time resolution (standard deviation) and the real time constant

Fig. 3 Results of TD-DFT calculations. (A) A low-dimensional representa-
tion of the phenanthrene monomer PES as a function of two generalized
coordinates (eqn (S3) in ESI†) linking the FC region ((x,w) = (0,0)) and the
minima of the lower, dark excited state SA ((x,w) = (1,0)) and the higher
bright excited state SB ((x,w) = (1,1)). Energy values from Table 1. An
intersection region can be identified at w = 0.6. The absorption and
emission processes (the dark blue arrow at 320 nm and the light blue
one at 420 nm, respectively) are also shown. Two possible relaxation paths
are sketched for visual purposes. (B) The time-evolution of the population
of the two lowest-lying singlet excited states of phenanthrene as obtained
from the average of the NAMD trajectories, the dark line is obtained by
fitting the population of the SA state to a biexponential model.

Fig. 4 Simulated TA spectra obtained for selected times considering the
geometries and population evolution during the NAMD. It should be
mentioned that these simulated spectra contain the ESA and SE contributions
but not the GSB.
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could be a value from 10 to 40 fs; t2 is ascribed to the arrival at
the CI and the IC after branching toward SA; t3 is assigned to
the IC from the equilibrated (but still hot) SB to SA through the
small barrier; t4 refers to a decay of the entire signal without
any spectral evolution on timescales typical of vibrational
energy transfer to the solvent (cooling). A decrease in the
population reveals the presence of non-radiative recombination
channels from the hot state of SA; t5 describes the decay in the
amplitude of the entire signal with a value characteristic of
rotational diffusion; and finally t6 is associated with the long-
lived population of the relaxed SA state which is responsible for
the steady state emission (i.e. fluorescence). Following these
assignments we renamed the t1 to t6 components as tFC, tIVR,
tIC
0, tIC

00, tVET, tRot, tFL (see Fig. 5), respectively.

Experimental and computational
methods
Synthesis and sample treatment

The phenanthrene monomer was synthesized according to the
literature17 and dissolved in an aqueous buffer solution (10 mM
sodium phosphate buffer pH 7.0, 100 mM NaCl). A concentration
of B1 mM was used to reach an optical density of 0.1 to 0.3 at
320 nm, at the maximum of the phenanthrene lowest visible OA
band, in a 200 mm optical path. To avoid sample accumulation and
multiple excitations during TA measurements, the solution was
flowed using a homemade 200 mm thick flow jet, pumped by a
micro-gear pump (mzr-2505).

Ultrafast transient absorption spectroscopy

The output of a 5 kHz Ti:Sapphire chirped pulse amplifier
(Legend Elite by Coherent, fundamental wavelength at 800 nm,
0.5 mJ energy per pulse, 100 fs pulse duration) is used for
pumping a commercial non-collinear optical parametric amplifier

(Topas White by Light conversion) in order to produce visible
pulses at 640 nm. UV pump pulses at 320 nm (B2 to 3 nm
FWHM), were generated by focusing the collimated 640 nm pulse
into a b-BBO crystal (250 mm thickness) and then the frequency is
doubled by choosing the right phase matching angle. Afterwards
the residual visible radiation was filtered out by a UG11 filter and
the excitation UV pulse was recollimated and subsequently focused
to a ca. 60 mm diameter spot size (1/e2) with 200 nJ energy per pulse.

The probe pulse was a broadband continuum covering from
320 nm to 720 nm, generated by focusing a small fraction of the
Ti:Sapphire laser source into a 5 mm thick CaF2 crystal. To
avoid thermal damage, the crystal was mounted on a motorized
stage horizontally wobbling. The residual 800 nm beam was
filtered out by a BG40 filter. Afterwards, the probe beam was
split by a 50/50 beam-splitter and focused to two spots with
ca. 30 mm diameter spot size on the sample. One of them was
spatially overlapped with the pump beam and the other passed
through an unexcited sample and was used as a reference (in
the following probe and reference, respectively). The temporal
overlap and delay time between the pump and the probe were
computer controlled by a 30 cm motorized delay stage in the
pump path. After the sample, both the probe and the reference
beam were collected and collimated by a parabolic mirror and
then are spectrally dispersed by a CaF2 prism on two 512 pixel
complementary metal–oxide semiconductor (CMOS) sensors
(S11105 series by Hamamatsu). The polarization of the pump
with respect to the probe was parallel. A power dependence
measurement was regularly carried out to ensure that experi-
ments are conducted in a linear absorption regime.

The method used for broadband detection was a single-shot
time-resolved spectroscopy scheme. In this scheme the TA
signal was calculated from two consecutive probe spectra, the
first (IU) without and the second (IP) with pump excitation.
More details are presented in the ESI.†

Data analysis of time-resolved spectra

After correction for probe group velocity dispersion, data from
�120 to 120 fs around time zero were neglected to avoid
artefacts caused by pump–probe cross-phase modulation from
the solvent. To analyse the data we adopted Singular Value
Decomposition and Global Fit (SVD-GF) analysis19 of the TA
data, TA(l,t), to separate noise, X(l,t), from the spectral evolution

of the system, cTA l; tð Þ:

TA l; tð Þ ¼ cTA l; tð Þ þ X l; tð Þ; (1)

We decomposed the latter as an expansion of exponential
decays with characteristic lifetimes (tk) and DASs:

dTA l; tð Þ ¼
Xk¼p
k¼1

DASkðlÞ e
� t
tk

t4 0jIRFðK ;t0;tÞ (2)

where e
� t
tk

t4 0jIRFðK ;t0;tÞ represents an exponential decay with a

decay constant tk multiplied by the Heaviside step function
u0(t) and convoluted with the instrument response function
(IRF). The latter is assumed to be a Gaussian centred at t0 and

Fig. 5 The photocycle of phenanthrene monomer derived from PES and
population dynamics in Fig. 3. The different relaxation processes are
shown and labelled according to the following notation: IVR, internal
vibrational relaxation and redistribution; IC, internal conversion; VET,
vibrational energy transfer (tRot, the rotational diffusion term is not shown).
Thin grey arrows represent non radiative recombination channels acting
only on hot, not thermalized SA.
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with a full width at half maximum of K. For the measurements
described here 6 exponential decay components ( p = 6) were
sufficient to describe all relevant (above noise) dynamics.

The presence of a pulse-limited contribution was necessary
in order to obtain a satisfying fitting. To describe such a
contribution we introduced the t1 component which has
indeed a time duration (20 fs) much smaller than the experi-
mental time IRF (B40 fs). In this case the preserved quantity in
the fitting is the product of the amplitude and t1. For this
reason we can reduce the amplitude of the t1 DAS, for the sake
of visibility as shown in Fig. 2B, since the comparison of its
amplitude with other DASs has no physical meaning.

Molecular modelling and simulation

The ground state equilibrium geometries of phenanthrene
monomers were obtained at density functional theory (DFT)
level, using the oB97XD exchange, correlation functional and
the 6-31G* basis set as implemented in the GAUSSIAN 09
software package.30 Absorption spectra at the FC region are
obtained either as vertical transitions from the equilibrium
geometry, only or taking into account the effects of thermal
motions and vibrations by a sampling of the accessible con-
formational space via a Wigner distribution based on the
harmonic vibrational frequencies, following a successful protocol
widely used by some of the authors.31–36 The geometries of the
first (SA, dark) and the second (SB, bright) excited states have been
optimized using TD-DFT at the same level of theory as described
above. In addition, the PESs have been explored by means of a
bi-dimensional linear interpolation via two generalized coordinates
linking the FC region (RFC) and the two excited states minima RSA

and RSB
, respectively as reported in eqn (3). For visualization

purposes, weighting was chosen to have R(0,0) = RFC, R(1,0) = RSA

and R(1,1) = RSB
. This was done considering a weighted average of

the three equilibrium geometries as the two generalized coordinates
which take into account the electronic relaxation, x and w, varying
between 0 and 1. This method considers interpolation between
the different structures and even though it could lead to an
overestimation of the potential energy barriers, it ensures a
connected path between the considered structures.

R(x,w) = RFC(1 � x)(1 � w) + RSA
x(1 � w) + RSB

w (3)

The nature of the excited states has also been identified
using Natural Transition Orbitals (NTOs). For the readers
convenience we remind that NTOs, based on the singular value
decomposition of the transition density matrix, represent the
ideal orbital base to express an electronic transition. Thus, in
most of the cases, each excited state can be represented as a
transition from the occupied NTO, representing the area from
which the electronic density is depleted, to the virtual NTO,
representing the region to which the electronic density is
accumulated. To validate the TD-DFT level of theory, the vertical
excitation and the most relevant pathways along the PES have also
been computed using the ab-initio, complete active space self-
consistent field corrected by second order perturbation (CASPT2)
method as implemented in the MOLCAS 8 software package (see
ESI† for details).37

NAMD at the TD-DFT level of theory has been performed to
study the excited state decay of phenanthrene and determine
the CI branching ratio and the electronic relaxation timescales.
98 trajectories, all of them starting in the bright SB state (S2),
have been run for 1 ps allowing excited state population exchanges
via the surface hopping algorithm as implemented in SHARC
2.0.38,39 The initial conditions have been stochastically generated
from a Wigner distribution around the Franck–Condon region, and
the NAMD trajectories have been propagated in the diagonal
formalism as implemented in the SHARC algorithm. The ADF
modelling suite40–42 has been used for the calculation of the
electronic energies, gradients and coupling. The benchmark of the
level of theory used for the NAMD simulations, against the high-level
multiconfigurational method is also presented in the ESI† fully
validating our approach. The time-scales of all the relevant processes
have been obtained by the analysis of the global, i.e. averaged over all
the trajectories, evolution of the population of the SA and SB state.
The time-resolved TA spectra have been calculated a posteriori on top
of snapshots extracted from the NAMD at selected times using the
TERACHEM software43,44 to obtain the oscillator strength values
between the excited states giving access to stimulated emission and
ESA signals. The corresponding vertical transitions have been
convoluted with Gaussian functions following the same protocol
as the one used for the simulation of the steady-state spectra. Note
that excitation energies and the corresponding oscillator strengths
have been calculated from the active states at a given time for each
trajectory as obtained by the NAMD simulations. Further details
can be found in the ESI.†

Conclusions

We carried out femtosecond transient absorption measurements
on phenanthrene monomers with carboxamide substituents to
reveal the photocycle of the monomer units. The combination of
time-resolved spectroscopy and molecular modeling allows an
original photophysical cycle to be proposed. The first ground
state absorption band in phenanthrene is dominated by transition
to the second excited singlet state, SB, which relaxes very quickly
toward a CI with the darker SA state. Here the excited state
population splits into two relaxation pathways, either giving
rise to a non-adiabatic transition to SA (B80%), or proceeding
adiabatically towards the equilibrated SB minimum (B20%).
The fraction of the population reaching the SB equilibrium
geometry rapidly equilibrates with the SA state because the
former is higher in energy and separated from the latter by a
relatively low and thermally accessible barrier. This photophysical
mechanism shows the concurrence of different electronic states
connected first by a CI and later via a thermal barrier, leading to
different time constants of o40 fs (pulse limited), 100 fs and
600 fs. It can be safely concluded that the global dynamics is
definitively more complex than a simple two level system,
because of the change in the nature of the electronic states
and time constants, and due to the simultaneous presence of
non-adiabatic (i.e. CI mediated) and adiabatic (i.e. thermally
mediated) transitions, which are strongly dependent on the
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topology of the excited state PES. In this case, the timescales of
the different phenomena may be much more sensitive to
environmental and configurational changes than the main optical
features, as steady state optical absorption and emission bands.
This novel knowledge on the major differences of phenanthrene
photocycles with respect to a simpler two-level system photocycle,
usually and silently assumed for small UV and Vis dyes, could be
crucial to a proper comprehension of photochemistry of PAHs
and MCSs based on them. For instance the presence of a B1 ps
long-lived higher-lying excited state should question the validity of
the Kasha’s rule for phenanthrene based systems and PAHs in
general.45 Indeed, phenanthrene can also be considered as a
paradigmatic representative of the PAH family, that due to the
rather extended p-conjugation pattern shows a high density of
competing p�p* excited states, most notably giving raise to excited
state CIs and to the instauration of rather complicated photo-
physical pathways, like the ones highlighted in the present study.
As such, our results could also shed a novel and more general light
on the interpretation of the photophysics of conjugated organic
systems that should go beyond the simple and text-book inter-
pretation of a S1 dominated relaxation channel taking into account
the interplay with other low energy states that may become crucial.

The insights gained by our combined study are not only
fundamental to understand the photophysics of phenanthrene
monomers, but may also be valuable in the design of efficient
multichromophoric light harvesting systems. Indeed, the planar
PAHs can provide strong inter-chromophoric coupling and hence
a more directional and faster EnT. However to finely tune and
control such processes a detailed knowledge of the evolution of
the accessible excited states is necessary. In particular, higher
excited states characterized by a ps lifetime can have a valuable
impact on the global photo excited processes and can hence be
exploited to achieve more efficient molecular devices.
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