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Multistate hybrid time-dependent density
functional theory with surface hopping accurately
captures ultrafast thymine photodeactivation

Shane M. Parker, *† Saswata Roy and Filipp Furche *

We report an efficient analytical implementation of first-order nonadiabatic derivative couplings between

arbitrary Born–Oppenheimer states in the hybrid time-dependent density functional theory (TDDFT)

framework using atom-centered basis functions. Our scheme is based on quadratic response theory and

includes orbital relaxation terms neglected in previous approaches. Simultaneous computation of

multiple derivative couplings and energy gradients enables efficient multistate nonadiabatic molecular

dynamics simulations in conjunction with Tully’s fewest switches surface hopping (SH) method.

We benchmark the thus obtained multistate TDDFT-SH scheme by simulating ultrafast decay of

UV-photoexcited thymine, for which accurate gas-phase data from ultrafast spectroscopy experiments

are available. The calculations predict a fast 153 fs decay from the bright S2 to the dark S1 excited state,

followed by a much slower 14 ps S1 deactivation to the ground state; statistical uncertainties were

estimated using bootstrap sampling. These results agree well with the experimentally observed time

constants of 100–200 fs and 5–7 ps, respectively, unlike previous multiconfigurational self-consistent

field and second-order algebraic diagrammatic construction calculations. Furthermore, our results

support the S1-trapping hypothesis [J. J. Szymczak et al., J. Phys. Chem. A, 2009, 113, 12686–12693].

For thymine, the computational cost of a single TDDFT-SH time-step including the lowest 3 states, all

couplings and gradients, is B5 times larger than the cost of a single Born–Oppenheimer dynamics time

step for the ground state in our implementation. Thus, ps nonadiabatic dynamics simulations using multistate

hybrid TDDFT-SH for systems with up to B100 atoms are possible without drastic approximations on single

workstation nodes. Our implementation will be made available through Turbomole.

1 Introduction

Nonadiabatic molecular dynamics1 (NAMD) using a combination
of time-dependent density functional theory2–7 (TDDFT) and sur-
face hopping8 (SH) has emerged as a versatile tool for studying and
analyzing complex photochemical transformations.9–11 TDDFT-SH
has proven capable of predicting the kinetics of pericyclic ring-
opening and -closing reactions,12–20 the reactivity of photoexcited
metal oxides21 such as perovskites22 and titania,23–25 and the
branching ratios, kinetic energy distributions, and mass distribu-
tions of photodissociation reactions.26,27

However, the majority of photochemical TDDFT-SH applica-
tions to date have included only the ground state and the first
excited state. Simulations including several excited states and
all nonadiabatic couplings between them have been reported,

but rely on approximations with questionable validity such as
the neglect of orbital relaxation17,19,28–32 or single Slater deter-
minant models for the excited state. A rigorous theoretical
approach to general couplings between excited states in the
TDDFT framework has only recently been devised,33–35 but little
is known about its performance in photochemical applications.

Here we report an efficient analytical implementation of
state-to-state nonadiabatic couplings and multistate TDDFT-SH
dynamics, which builds on these theoretical results and the
implementation of the TDDFT quadratic response properties
reported by our group previously.36 All required gradients and
couplings can be computed simultaneously; as a result, the
computational cost for a multistate NAMD time-step is propor-
tional to that of a ground-state Born–Oppenheimer dynamics
step, with a proportionality constant growing sublinearly with
the number of electronic states.

We assess the performance of multistate TDDFT by investi-
gating excited state decay of UV-photoexcited thymine. The
experimental lifetime of UV-photexcited thymine, 5–7 ps, is signifi-
cantly longer than that of other photoexcited nucleobases,37 and
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its decay has been extensively studied experimentally37–44 and
computationally.43,45–53 Nevertheless, the deactivation mechanism
of UV-photoexcited thymine remains controversial.37,45,53 In parti-
cular, prior NAMD-SH simulations using multiconfiguration self-
consistent field (MCSCF) and the second-order algebraic diagram-
matic construction [ADC(2)] methods lead to excited-state lifetimes
hard to reconcile with each other and with ultrafast pump–probe
experiments.37,43,50,52

We summarize the working equations and details of our
implementation in Sections 2 and 3, followed by the results for
thymine excited-state deactivation in Section 4 and conclusions
in Section 5.

2 Nuclear dynamics: fewest switches
surface hopping

Mixed quantum-classical methods treat nuclei classically and
expand an auxiliary electronic wavefunction in a few-state
(often adiabatic) electronic basis parametrically dependent on
the nuclear coordinates.8 In our implementation, the auxiliary
electronic density matrix

ŝaux ¼
X
nm

sauxnm ðtÞ fn;RðtÞj i fm;RðtÞh j; (1)

is the basic dynamic variable, where R(t) denotes the nuclear
coordinates, saux

nm (t) are expansion coefficients at time t, and fn

are electronic basis states.8,54,55 The auxiliary electronic density
matrix evolves as

_sauxðtÞ ¼ �i �H; sauxðtÞ½ �; (2)

where %H = H � iW is the effective Hamiltonian, Hnm =
hfn;R(t)|Ĥ|fm;R(t)i is a matrix element of the electronic Hamil-
tonian,

Wnm ¼ fn;RðtÞ
@

@t
fm;RðtÞ

����
� �

¼ tnm � _R (3)

is a nonadiabatic coupling matrix element and

tðxÞnm ¼ fn;RðtÞ
@

@x
fm;RðtÞ

����
� �

(4)

is the first-order derivative coupling between electronic states n
and m.8

Within surface hopping, the electronic properties for a given
trajectory at any give time are determined by a single Born–
Oppenheimer electronic state, here referred to as the active
state or active surface.54 This picture implicitly defines an active
electronic density matrix,

sactive
nm = dnkdmk (5)

where k labels the active electronic state. Transitions between
electronic states are mimicked through stochastic hops of the
active state.

FSSH is a specific realization of the surface hopping frame-
work in which the probability of hopping from active state k to

electronic state n in the time interval t to t0,

gk!nðt; t 0Þ ¼
ðt 0
t

dT

� sauxnk ðTÞ �HknðTÞ � �HnkðTÞsauxkn ðTÞ
� �

=sauxkk ðTÞ
(6)

is chosen to reproduce the swarm average population of state
k—that is, so Nk(t)/Ntraj E skk(t) where Nk(t) is the number of
trajectories on active surface k and Ntraj is the total number of
trajectories.8 In practice, surface hops are decided by com-
puting hopping probabilities according to eqn (6) and generating
a uniform random number Z A [0,1]. When Z o gk-n, a surface
hop to state n is initiated and the momentum along the derivative
coupling vector is rescaled to conserve energy.8 In case of insuffi-
cient kinetic energy, i.e. a frustrated hop, the hop is rejected and
no momentum readjustment is performed.

3 Electronic dynamics: TDDFT

The NAMD frameworks described above require as input the
adiabatic energies of electronic states (En), nuclear forces (rEn),
and derivative couplings (t(x)

nm � hfn|rxfmi). All of these quan-
tities are computed using (TD)DFT: ground state properties are
determined from ground state DFT, excitation energies and
derivative couplings between the ground state and an excited
electronic state (ground-to-excited-state) are determined from
linear response, and excited-state forces and derivative couplings
between two excited electronic states (state-to-state) are deter-
mined from the quadratic response function.

3.1 Linear response

In the TDDFT linear response framework,2–4,56,57 excitation
energies are obtained by solving the eigenvalue problem

(L � OnD)|Xn,Yni = 0, (7)

where

L ¼
A B

B� A�

 !
(8)

is the linear response operator;

(A + B)ia,jb = eabdij � eijdab + 2f xc
ia, jb + 2(ia| jb)

� cx[(ib| ja) + (ij|ab)] (9a)

(A � B)ia,jb = eabdij � eij dab + cx[(ib| ja) � (ij|ab)],
(9b)

denote the electronic and magnetic orbital rotation Hessians,
respectively;

D ¼
1 0

0 �1

 !
(10)

is the pseudometric, and On and |Xn,Yni are the eigenvalue
(excitation energy) and associated eigenvector of excited state n,
respectively.4,56 Here, indices i, j,. . . denote occupied, a, b,. . .
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virtual, and p, q,. . . general Kohn–Sham molecular orbitals.
Moreover, epq is an element of the Kohn–Sham matrix which is
assumed to be block-diagonal (i.e., the occupied–virtual blocks
vanish), f xc

pq,rs is an element of the exchange–correlation kernel,
(pq|rs) is an element of the Coulomb operator in Mulliken
notation, and cx is a scalar that interpolates between pure
semilocal density functionals (cx = 0) and Hartree–Fock theory
(cx = 1, f xc = 0). The vast majority of applications use the
adiabatic approximation,58 which replaces the frequency-
dependent exchange–correlation kernel with its static limit.
The excitation vector for state n encodes the Kohn–Sham
ground-to-excited state transition density matrix

g0nðx; x0Þ ¼
X
ia

Xn
iajiðxÞjaðx0Þ þ Yn

iajaðxÞjiðx0Þ
� �

(11)

in terms of the Kohn–Sham orbitals jp.57 Eigenvectors of
eqn (7) satisfy the orthonormalization condition

hXn,Yn|D|Xm,Ymi = dnm. (12)

3.2 Ground-to-excited-state derivative couplings

First-order derivative couplings between the ground and an
excited electronic state within the adiabatic approximation to
TDDFT are obtained from a pole analysis of the frequency-
dependent linear response of the time-dependent Kohn–Sham
wavefunction,33,59 and are computed together with excited-state
gradients as

t(x)
0n = hD0n,AOh(x)i + hD0n,AOvxc,(x)i � hW0n,AOS(x)i + hG0n,AOV(x)i;

(13)

here, the superscript (x) indicates partial differentiation, x
represents the nuclear coordinate of interest, the superscript
MAO � CMC† indicates the quantity is expressed in the AO basis
for molecular orbital coefficient matrix C, h is the one-electron
core Hamiltonian, vxc is the exchange–correlation potential, S is
the overlap matrix, D0n is a generalized one-electron transition
density, W0n is a generalized energy-weighted transition density,
G0n is the pair transition density, and V is the two-electron
Coulomb operator defined with Vmnlk = (mn|lk); greek indices
denote AOs. At variance with ref. 59, we include in eqn (13) only
translationally invariant terms, which is approximately equivalent
to employing electron-translation factors.60,61

3.3 State-to-state derivative couplings

In analogy to the ground-to-excited state derivative couplings,
state-to-state derivative couplings are defined through a pole
analysis of the quadratic response function. The generator for
the derivative coupling between excited states n and m is33

Gnm(C,e|cnm,R) = hXn,Yn|L(R)|Xm,Ymi/Onm + hcnm,TC(0)†O(R)Ci,
(14)

where Omn(R) � hwm|wn(R)i is a one-sided atomic orbital overlap
integral, |wmi is an atom-centered Gaussian basis function, the
superscript (0) indicates that the quantity is fixed at the zeroth-
order solution, Onm � On � Om, cnm is the 1-particle transition

density matrix (1TDM) of the KS system, and dependence on
the nuclear coordinates, R, is now denoted explicitly.

Quadratic response theory dictates that the 1TDM in
eqn (14) is obtained from

gnm;QR ¼
� Xn Xmð ÞTþYn Ymð ÞT
� �

Xnm

Ynmð ÞT Xnð ÞTXm þ Ynð ÞTYm

0
B@

1
CA

(15)

where the off-diagonal blocks require the solution of a
dynamic-polarizability-like equation,

|Xnm,Ynmi = �(L � OnmD)�1|Pnm,Qnmi (16)

Explicit expressions for the right-hand-side (RHS) are provided
in ref. 36 and supplied in the Appendix for completeness.
However, within the adiabatic approximation to the exchange–
correlation kernel, the linear response operator in eqn (16)
becomes singular when Onm approaches any other excitation energy
and thus the transition density diverges unphysically.33–36,62 Thus,
we exclusively use derivative couplings from the pseudowavefunc-
tion approximation which is equivalent to ignoring the off-diagonal
blocks of the 1TDM in eqn (14),

gnm;PW ¼ Tnm ¼
gnm;QRoo 0

0 gnm;QRvv

 !
; (17)

where cnm,QR
oo and gnm,QR

vv are the occupied–occupied and virtual–
virtual blocks of cnm,QR, and Tnm is referred to as the
unrelaxed 1TDM.

Regardless of the choice of 1TDM in eqn (14), an expression
for the state-to-state derivative couplings including all Pulay
terms is obtained by stationarizing the Lagrangian

Lnm[C,e,Dnm, %Wnm] = Gnm(C,e|gnm,R) + hDnm,T(C†FC � e)i
� h %Wnm,T(C†SC � I)i (18)

where e is a Lagrange multiplier assumed to be block-diagonal,
F is the (density-matrix dependent) Fock matrix in atomic
orbital (AO) representation, Dnm and %Wnm are Lagrange multi-
pliers that require the molecular orbitals to satisfy the KS
equation and enforce orthonormality, respectively, and h�i
indicates a trace. Dnm and %Wnm are determined by enforcing
stationarity with respect to the remaining parameters,

@Lnm

@e

	 

¼ 0; (19)

and

@Lnm

@C

	 

¼ @Lnm

@Cy

	 

¼ 0: (20)

Real orbitals are assumed only after taking derivatives such that
fully general expressions are obtained. An outline of the deriva-
tion is provided in the Appendix. At the stationary point, the
total derivative of Gnm is obtained straightforwardly through a
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partial derivative of the Lagrangian,

dGnm

dx
¼ @Lnm

@x
� LðxÞnm

¼ Dnm;AO;ThðxÞ
D E

þ Dnm;AO;TvxcðxÞ
D E

� �Wnm;AO;TSðxÞ
D E

þ gnm;AO;TOðxÞ
D E

þ Gnm;AO;TVðxÞ
D E

þ Gnm;AO;T fxcðxÞ
D E

(21)

¼ Dnm;AO;ThðxÞ
D E

þ Dnm;AO;TvxcðxÞ
D E

� Wnm;AO;TSðxÞ
D E

þ Gnm;AO;TVðxÞ
D E

þ Gnm;AO;T fxcðxÞ
D E (22)

where Gnm is the pair transition density and all other quantities
are defined as in eqn (13). Eqn (22) follows from eqn (21) by
introducing S(�x)

mn = hw(x)
m |wni � hwm|w(x)

n i, then recognizing that
O(x) = 1

2(S(x) + S(�x)) such that the Hermitian part of gnm can be
combined with %Wnm,

Wnm ¼ �Wnm � 1

4
gnm þ gnm;y
� �

: (23)

The contractions involving S(�x) with the anti-Hermitian part of
cnm can be neglected on physical grounds.60

3.4 State-to-state derivative coupling implementation

Eqn (22) was implemented into the program egrad,63 building
on the existing implementation of excited-state gradients and
ground-to-excited-state derivative couplings. The rate-determining
steps are the computation of a user-specified set of excitations,
eqn (7), the construction of the relaxed densities, eqn (16), and the
final contraction of the effective densities with operator partial
derivatives, eqn (22). First, a user-specified set of excited states are
computed, then couplings are computed between all excitations
in a user-specified subset of the original excitations. For each pair
of excited states, one coupled-perturbed Kohn–Sham (CPKS)
calculation is required (for derivative couplings within full quad-
ratic response theory, this becomes a dynamic polarizability
calculation). The right-hand-sides for all pairs of excited states
in eqn (16) are computed simultaneously, together with the right-
hand-sides for excited-state gradients,63 using identical methodol-
ogy as excited-state absorption calculations.36 Thus the state-to-
state derivative coupling implementation achieves the same high
resource-efficiency as shown for other quadratic response
properties,36 up to the final contraction with operator deriva-
tives. The required CPKS calculations were performed itera-
tively and simultaneously as described in ref. 36 and 64 with an
integral driven65–69 nonorthonormal Krylov space block David-
son algorithm.70 Finally, for each operator type (e.g., h), con-
tractions between its partial derivatives (h(x)) and all effective
densities—including effective densities needed to compute
ground- and excited-state gradients—were performed together
such that the partial derivatives only need to be computed once.

Our implementation permits the computation of derivative
couplings between excited-states computed with spin-restricted

Kohn–Sham (RKS) or spin-unrestricted KS (UKS) orbitals, with
or without the resolution-of-the-identity approximation for the
Coulomb integrals,71 with and without applying the Tamm–
Dancoff approximation,72 and for non-hybrid and hybrid semi-
local density functionals, or time-dependent Hartree–Fock.
Transition densities and RHSs between excited states were
verified by reconstructing the dynamic hyperpolarizability from
the exact TDDFT sum-over-states expressions. The final derivative
couplings were verified against finite difference results.33

4 Excited-state deactivation
of thymine
4.1 Prior results

Experimentally, three decay channels of UV-photoexcited thymine
have been distinguished on the basis of gas phase femtosecond
pump–probe transient ionization spectroscopy,37,38,40–43 femto-
second time-resolved photoelectron spectroscopy (TRPES),39 and
ultrafast X-ray Auger,44 see Table 1: (i) a prompt signal with a time
constant near 100–200 fs (ii) a fast signal with time constant of
5.1–7 ps and (iii) a slow decay conventionally attributed to
intersystem crossing that is longer than 100 ps. Although mecha-
nistic details could be inferred for aqueous thymine photo-
dynamics using UV resonance Raman spectroscopy,73,74 the
decay mechanism of UV-photoexcited thymine in the gas phase
is experimentally difficult to probe.

The photodynamics of nucleic acids and nucleobases have
been studied extensively computationally53 using a range of
different approaches, including characterization of the mini-
mum energy pathways through conical intersections42,46,47,75,76

and direct dynamics simulations.43,48–52 Here, we focus on
on-the-fly dynamical simulations of photoexcited thymine and
refer the interested reader to a several extensive reviews for
additional details.45,53 Previously reported on-the-fly simula-
tions of thymine photodynamics can be broadly categorized
according to the electronic structure methods used to power the
dynamics, see Table 2. To date, the most advanced on-the-fly NAMD
simulations have used semiempirical models,77 MCSCF,43,49–51 and
ADC(2) theory, with partially conflicting conclusions.

In particular, there appears to be no general consensus on
the deactivation mechanism for photoexcited thymine with
an excitation wavelength of 266 nm, near absorption onset.

Table 1 Summary of experimental time constants for ultrafast deactivation
of UV-photoexcited thymine37–42 obtained with experimental techniques
pump–probe transient ionization (PPTI), pump–probe resonant ionization
(PPRI), pump–probe ionization spectroscopy (PPIS), and time-resolved
photoelectron spectroscopy (TRPES)

Measurement

Component

Ultrashort (fs) Prompt (fs) Fast (ps) Slow (ns)

PPTI37 6.4 4100
TRPES39 o50 490 6.4
PPRI38 105 5.12
PPIS40,41 130 6.5
PPIS42 100 7 41
X-ray Auger44 200
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Semiempirical models such as multireference configuration
interaction with the OM2 Hamiltonian77 (OM2/MRCI)—which
are parametrized to reproduce energies near ground state
geometries and can thus become unreliable far from the
Franck–Condon region such as near conical intersections—pre-
dict an overall excited-state lifetime of 437 fs, about one order
of magnitude faster than that observed experimentally.48

Furthermore, the predicted S2 lifetime of 17 fs and S1 lifetime
of 420 fs lead to the interpretation that the ultrashort signal
corresponds to internal conversion S2 - S1, the prompt signal
corresponds to internal conversion to the ground state (S1 - S0)
and the fast component corresponds to thermalization on the
ground state.48

MCSCF, especially the state-averaged complete active space
self-consistent field (SA-CASSCF) variant, is commonly used for
NAMD simulations because, as a multireference method, it
correctly recovers the topology of potential energy surface
crossings.78 However, CASSCF lacks dynamical correlation
and can therefore overestimate the absorption onset and the
S2–S1 energy gap by up to 1.5 eV in thymine relative to more
accurate methods.51 Thymine’s photochemistry has been simu-
lated using CASSCF by several different groups43,49–51 with a
qualitatively consistent picture emerging in which photoexcited
thymine relaxes from the Franck–Condon (FC) geometry to a
minimum on the S2 potential energy surface with a time
constant of 100–200 fs thus giving rise to the prompt signal.
The S2 state then decays to the S1 state with an estimated time
constant of 2.6–5 ps and S1 also exhibits a lifetime of several ps
although precise estimates have not been provided. From this,
the fast signal is assigned to the compound S2,min - S1 - S0

deactivation. The relatively long S2 lifetime has been attri-
buted to a small but significant energetic barrier of E0.25 eV
(5.7 kcal mol�1) between the S2 minimum and the S2/S1 conical
intersection.75 However, this trapping on the S2 state surface
was called into question based on ultrafast X-ray Auger experi-
ments that observe a distinct electronic relaxation within 200 fs.44

Furthermore, the barrier all but disappears with the inclusion of
dynamic correlation. For example, the barrier falls to 0.05 meV
(1 kcal mol�1) using multistate complete active-space second-
order perturbation theory (MS-CASPT2).75

To test the effect of dynamic correlation on the ensuing
dynamics, Stojanović et al.52 used the ADC(2) method. ADC(2)
is complementary to CASSCF in that dynamic correlation is
explicitly included to second-order, but being a single-reference

method, ADC(2) is sensitive to strong static correlation due to
near-degeneracy of the ground state. In particular, although state-
to-state conical intersections are correctly reproduced, ground-
to-excited-state intersections have the wrong dimensionality.79

However, this may not be a cause for concern; preliminary inves-
tigations have shown that mixed quantum-classical trajectories are
relatively insensitive to the dimensionality of the surface crossing,
producing qualitatively similar results for different excited-state
surface topologies.80 As opposed to the several picosecond S2

lifetime found with CASSCF dynamics, ADC(2) based dynamics
indicate that following relaxation to the S2 minimum in 100 fs, the
majority of trajectories (84%) decay to S1 within 250 fs. Out of these
trajectories, 83% (70% of total trajectories) decay to the ground
state within 400 fs. This lead to the conclusion that the prompt
signal corresponds to decay to S2 with the fast signal corresponding
to S1 - S0 deactivation, but the computed rate for the latter
reaction is approximately one order of magnitude too fast.

4.2 Computational details

Initial conditions were drawn randomly from a 9.5 ps ground
state ab initio molecular dynamics (AIMD) simulation at 500 K
after a 0.5 ps equilibration period. The molecular dynamics
were propagated with the leapfrog Verlet algorithm with an
80 a.u. (E1.935 fs) time step. The TPSS density functional81

with D3 dispersion corrections82 and Becke–Johnson (BJ)
damping parameters83 and the def2-SVP basis set84 was used
to compute the ground state energy at each time step. For these
AIMD simulations, the resolution-of-the-identity (RI) was used
to approximate the two-electron Coulomb integrals,71 m3 grids
with quadrature weight derivatives were used for functional
integrations, and self-consistent field (SCF) convergence
thresholds were set to 10�7 Eh (scfconv 7).

NAMD simulations were initiated on the bright S2 surface
with initial electronic density matrix snm = dn,2dm,2 and used the
PBE0 density functional85 with D3-BJ dispersion corrections82,83

and either split valence (def2-SVP)84 or property-optimized (def2-
SVPD)86 basis sets. Excited states were computed within the
Tamm–Dancoff approximation (TDA).72 Molecular dynamics were
propagated with the leapfrog Verlet algorithm and a time step
of 40 a.u. (0.9676 fs). For the NAMD simulations, size 4 grids
with quadrature weight derivatives were used for functional
integrations, SCF convergence thresholds were set to 10�9 Eh

(scfconv 9), and excited states were converged to a residual
norm of less than 10�7 (rpaconv 7). As for ADC(2), conical

Table 2 Summary of computed time constants for ultrafast deactivation of UV-photoexcited thymine with available confidence intervals shown in
parentheses in comparison to experimental results (see Table 1 for details)

Method

Component

Prompt Assignment Fast Assignment

Semiempirical48 420 fs S1 - S0 S0 - S0,eq

CASSCF43,49–51 100–200 fs S2,FC - S2,min 2.6–5 ps S2,min - S1

ADC(2)52 250 fs S2 - S1 420 fs S1 - S0

PBE0/SVP (this work) 153 fs (147–162 fs) S2 - S1 13.9 ps (10.4–21 ps) S1 - S0

PBE0/SVPD (this work) 110 fs (82–128 fs) S2 - S1 20.5 ps (11.6–49 ps) S1 - S0

Exp. 100–200 fs 5–7 ps
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intersections between the ground state and an excited state
have incorrect dimensionality with TDDFT.78 To avoid potential
associated instabilities, trajectories are forced to hop to the
ground state if the first excitation energy, O1, falls below 0.5 eV.
In total, we simulated 200 independent trajectories for a
combined 650 ps of simulation time.

All uncertainties indicated here correspond to 95% confi-
dence intervals (CI) estimated from bootstrap sampling with
10 000 samples.87 Bootstrap sampling is a powerful resampling
technique to estimate uncertainties in properties computed
from a set of measurements of a stochastic process, i.e., without
assuming an analytical distribution. Bootstrap sampling is
therefore well-suited to estimating errors from NAMD trajec-
tories where no information about the underlying statistical
process is available.88 To obtain the bootstrap confidence
interval of, for example, the mean value of a given set of
Nmeasure measurements of a stochastic process, Nbootstrap replica
samples are generated, the mean is computed for each replica
sample, and confidence intervals are chosen to compactly
contain the specified proportion of all replica means. Replica
samples are generated by randomly selecting Nmeasure measure-
ments with replacement (meaning duplicates are likely) out of
the original Nmeasure measurements.

4.3 Thymine excited states

The lowest-lying excited state (S1) of thymine is a dark n–p*
transition dominated by a single occupied-to-virtual transition,
see Fig. 1, in which the dominant natural transition orbitals
(NTOs) (singular value 0.997 with PBE0/def2-SVP) correspond to
a HOMO�1 (highest occupied molecular orbital) to LUMO
(lowest unoccupied molecular orbital) transition. The second
excited-state (S2), on the other hand, is a bright p–p* transition
mostly characterized by a single HOMO-to-LUMO orbital tran-
sition (singular value 0.91). Using PBE0, we found little to no
dependence of the S1 vertical excitation energy on the basis
set—4.85 eV with def2-SVP compared to 4.83 eV with def2-
SVPD—and a small but notable dependence of the S2 vertical

excitation energy on the basis set—5.44 eV with def2-SVP
compared to 5.24 eV with def2-SVPD. No further significant
change was observed when moving to even larger basis sets:
with def2-TZVPPD, the vertical excitation energies are 4.82 eV
and 5.21 eV, respectively. For all of the basis sets considered
here, the excitation energies computed using PBE0 at the
ground state geometry agree well with excitation energies
measured experimentally and computed by other methods,
see Table 3.

4.4 Dynamics

All simulated trajectories exhibit similar qualitative behavior
exemplified by the sample trajectory shown in Fig. 2: after
being initiated on the S2 state, thymine rapidly undergoes
internal conversion to the S1 state (in all cases occurring in
less than 250 fs) followed by a slower decay to S0 on the order of
several ps.

Since the detailed nonadiabatic dynamics are expected to be
highly sensitive to the energy difference between different
excited states—which is itself sensitive to the basis set—we
first assessed the difference between observed dynamics using
both def2-SVP and def2-SVPD basis sets. 100 trajectories were
simulated for each basis set using FSSH and trajectories were
propagated for 5 ps using def2-SVP and 1.5 ps using def2-SVPD.
Fig. 3 compares the evolution of the excited state populations
along these trajectories. Excited state populations in Fig. 3 were
computed as pk(t) = Nk(t)/Ntraj where Nk(t) is the number of
trajectories with state k as active state at time t.

The S2 decay with def2-SVPD was found to be significantly
faster than with def2-SVP: with def2-SVP, the half-life of the S2

Fig. 1 Dominant natural transition orbitals (NTOs) for the S1 (n–p*) and
S2 (p–p*) electronic states. The corresponding singular value is shown
under the arrow. For each NTO, isovalues are shown below the corres-
ponding orbital and chosen to contain approximately 25% (inner) and 50%
(outer) of the total orbital density. All excitations at the Franck–Condon
geometry.

Table 3 Computed vertical excitation energies for the first two singlet
excited states of thymine compared to experimental results from gas-
phase electron energy loss (EEL) spectroscopy (band maxima)

Method S1 (eV) S2 (eV)

PBE0/SVP (this work) 4.85 5.44
PBE0/SVPD (this work) 4.83 5.24
ADC(2)52 4.56 5.06
MS-CASPT250 5.09 5.09
MS-CASPT243 5.23 5.44
CASSCF50 5.31 7.12

EEL spectroscopy 4.95,89 4.9,90 4.9691

Fig. 2 Example trajectory showing (a) the subpicosecond internal con-
version from S2 to S1 followed by (b) slow decay to S0.
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state is 106 fs (CI: 102–112 fs) whereas the half-life with def2-
SVPD was 76 fs (CI: 57–89 fs). The observed increased rate can
be attributed to the reduced energy gap at the Franck–Condon
geometry between S1 and S2, DE21 = ES2

� ES1
, which is 0.59 eV

at def2-SVP and 0.41 eV at def2-SVPD, i.e., the energy gap and
the half-life both reduce by E70%. On the other hand, since
DE10 is only slighty affected by the basis set, no significant
change in the S1 lifetime is expected or observed. After 1.5 ps,
the proportion of trajectories on the ground state have strongly
overlapping confidence interval ranges (6–18% with def2-SVP
vs. 3–12% with def2-SVPD). We therefore conclude that after
the ultrafast decay to S1, def2-SVP and def2-SVPD recover
essentially identical dynamics and we thus continue our analysis
with only the def2-SVP results.

The initial dynamics were quantified in terms of four
structural parameters, the C–O bond distance of the carbonyl
on which the S1 hole is located, the C–Me (where Me is methyl),
the C–C bond distance for the carbon atoms in the ring
connecting the active carbonyl and the CMe, and the ring
puckering amplitude, Q, computed using the Cremer–Pople
coordinates.92 Fig. 4 summarizes the dynamics simulated using
FSSH and depicts the coordinates involved. Immediately upon
photoexcitation, the C–O bond lengthens and the C–C bond
shortens, both of which are consistent with observed shifts in
the oxygen Auger spectrum44 and with the interpretation that
the particle (virtual) NTO of the S2 excitation exhibits a
bonding-like p overlap on the C–C bond in the ring and an
antibonding-like structure on the carbonyl. In addition, the
puckering amplitude more than doubles from the equilibrium
value of about 0.08 Å to 0.23 Å within 120 fs. However, we find
no significant difference in the degree of planarity between the
ground state and S1, and thus attribute the increased degree of

puckering to the increased vibrational energy resulting from
the nonradiative decay.

The simulated rates for the two electronic decays (S2 - S1

and S1 - S0) are characterized as single exponential decays
from which two lifetimes are defined according to

p2(t 4 0) E e�t/t2, (24a)

and

p0(t 4 0) E 1 � e�t/t0, (24b)

where t2 corresponds to the S2 - S1 decay channel and t0

corresponds to the rise of the ground state or conversely the
total excited state lifetime. t2 is estimated through the S2 half-
life, tS2,1/2, according to

t2 = tS2,1/2/ln 2, (25)

while t0 is similarly estimated from the final value in the
simulation using

t0 = �tf/ln(1 � p0,f), (26)

where tf and p0,f = p0(tf) are the time and population used to
estimate the rate.

Using the set of def2-SVP simulations, we find the S2 lifetime to
be t2 = 153 fs (CI: 147–162 fs) which agrees well with the 100–200 fs
lifetimes measured for the prompt signal. Consequently, we assign
the prompt signal to the S2 - S1 decay. The total excited state
lifetime was found to be 13.9 ps (CI: 10.4–21 ps), which agrees well
(within a factor of 2) with the 5–7 ps lifetimes measured for the fast
component such that we assign the fast signal to correspond to the
S1 - S0 decay.

4.5 Electronic populations and surface hopping

Electronic populations within FSSH and many of its variants
are ambiguously defined93 because the FSSH algorithm refers to
two distinct effective electronic wavefunctions: (i) the auxiliary

Fig. 3 Excited-state populations measured over trajectory swarms using
(a and b) def2-SVP and (c and d) def2-SVPD basis sets. Shaded regions
show the 95% bootstrap confidence interval. Panels (a) and (c) show the
short time behavior while panels (b) and (d) show the picosecond behavior.
Note the different time scales in (b) and (d).

Fig. 4 Major geometrical changes measured over trajectory swarms
accompanying ultrafast dynamics simulated with def2-SVP and FSSH.
Shaded regions show the 95% bootstrap confidence interval. (a) C–O
bond distance (b) C–Me bond distance (c) aromatic C–C bond distance
and (d) the puckering amplitude, Q.92
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wavefunction, which is propagated using eqn (2) and (ii) the active
wavefunction which is determined from the evolution of the
auxiliary wavefunction and from which the potential energy and
nuclear forces are computed. The preceding analysis follows the
original prescription8 in which only the active wavefunction
(i.e. the active surface) is used to determine electronic populations
although other prescriptions have been proposed.94 However, it is
important to examine the auxiliary electronic populations because
they indirectly dictate the behavior of the active wavefunction and
because they are central to the original motivation for hopping
probabilities.

Electronic populations using the auxiliary wavefunction
indicate negligible nonradiative decay from S1; instead, the
populations slowly evolve towards a near equal mixture of S1

and S2 (see Fig. 5). This leads to a starkly different interpreta-
tion of the reactivity—that S1 and S2 are equally populated on
the picosecond timescale—that is not supported by any experi-
mental evidence. This is concerning given that the FSSH
hopping probabilty was derived to satisfy the constraint that the
swarm-based populations, i.e., populations computed through

pk(t) = hNki(t)/Ntraj, (27)

where hNki(t) is the number of trajectories with active surface
k at time t and Ntraj is the total number of trajectories, statistically
match the auxiliary populations.8 It thus appears that physically
valid results for thymine are obtained even though a central
assumption underlying surface hopping is violated. These results
imply that efforts to adjust the surface hopping criterion to better
enforce the correspondence between swarm-based populations
and the auxiliary electronic density matrix could adversely affect
accuracy for the present system.95

Our observation is consistent with previous work on multi-
state FSSH96 and the fact that the total energy of a trajectory
and all properties, including electronic populations, are best
defined in terms of an energy derivative:97

seffectivenm ðtÞ ¼ @hEiðtÞ
@HmnðtÞ

; (28)

where E(t) is the trajectory energy which is defined as the
nuclear kinetic energy plus the electronic energy of the
active state.

5 Conclusions

Building on resource-efficient methodology previously devel-
oped for ground states, excited states, and quadratic response
properties, the implementation of state-to-state derivative
couplings reported here enables multistate nonadiabatic mole-
cular dynamics simulations using hybrid-TDDFT for molecules
with up to B100 atoms and B10 ps simulation times on single
workstation nodes. For the first three singlet states of thymine,
each step of an on-the-fly NAMD simulation including all
couplings requires only a factor of 4.3 more CPU time than
the corresponding ground-state AIMD simulation. As opposed
to finite-difference approaches, the entire nonadiabatic coupling
vector is obtained, enabling correct rescaling of velocities. The
single Slater-determinant model for excited states corresponds to
a zeroth-order noniterative approximation using unit excitation
vectors and neglecting the Hartree, exchange, and correlation
contributions to the excitation energy. Whether the resulting
modest gain in efficiency is worthwhile in view of the loss of
accuracy caused by neglect of configuration interaction appears
questionable. Our implementation will be publicly released
through Turbomole.98,99 All NAMD trajectory data are available
through a Creative Commons license.100

Straightforward application of the present hybrid TDDFT-SH
methodology to UV-photoexcited thymine semiquantitatively
recovers experimental excited-state lifetimes. In particular,
the TDDFT-SH lifetimes of 147–162 fs for S2 and 10.4–20.1 ps
for S1 agree well with the experimentally observed ones of
100–200 fs and 5–7 ps. The rapid S2 decay is barrierless and
proceeds through a conical intersection between S2 and S1 close
to the Franck–Condon region, whereas the S1 decay is much
slower. Thus, our results strongly support the S1 trapping
hypothesis.43

For thymine deactivation, TDDFT using standard hybrid
functionals yields significantly better agreement with experi-
ment than MCSCF and ADC(2). While this result could be
coincidential, it is consistent with the good performance of
hybrid TDDFT for vertical excitation energies of thymine, as
well as a mounting body of evidence suggesting that hybrid
TDDFT has favorable cost-to-performance characteristics for a
wide range of systems.13,16,20,25,26,101–108 Due to its resource
efficiency, TDDFT-SH is particularly suitable for large-scale and
exploratory applications. The striking discrepancy between
electronic and trajectory-averaged populations for the slow
decay of the S1 state of thymine may warrant further investigation.
The current approach circumvents but does not fundamentally
eliminate the divergences of inexact response theory in state-to-
state properties.34,62

Conflicts of interest

Principal investigator Filipp Furche has an equity interest in
Turbomole GmbH. The terms of this arrangement have been
reviewed and approved by the University of California, Irvine, in
accordance with its conflict of interest policies.

Fig. 5 Electronic populations computed from the auxiliary electronic
density matrix for trajectories computed using PBE0-D3/def2-SVP and
FSSH. Shaded regions show the 95% bootstrap confidence interval. (a)
Short time and (b) long time behavior.
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Appendix: derivation of state-to-state
derivative coupling

We parametrize the state-to-state 1TDM in eqn (14) as

gnm ¼ Tnm þ cQR

0 Xnm

Ynmð ÞT 0

 !
; (29)

where Tnm is defined in eqn (17), and cQR is a constant that
allows writing equations simultaneously for derivative couplings
from quadratic response (cQR = 1) and pseudowavefunction
(cQR = 0) approaches. For convenience, we define the linear
transformations

Hþpq½M� ¼
X
rs

2ðpqjrsÞ þ 2f xcpq;rs

h

� cx½ðpsjqrÞ þ ðprjqsÞ��Mrs;

(30a)

H�pq½M� ¼ cx
X
rs

½ðpsjqrÞ � ðprjqsÞ�Mrs; (30b)

as well as the double contraction with the density functional
hyperkernel,

gxcpq½M;M0� ¼
X
rstu

gxcpq;rs;tuMrsMtu
0
; (31)

gxcðx; x0; x00Þ � d3Exc½r�
drðxÞdrðx0Þdrðx00Þ

����
r¼r0

: (32)

In addition, we use the following shorthand definitions:

R	n � Xn 	 Yn, (33a)

M	 � 1

2
M	MT
� �

; (33b)

H	n
pq � H	pq[R	n], (33c)

�Onm �
1

2
On þ Omð Þ: (33d)

The orbital relaxation (off-diagonal) contributions to gnm

require solution of

|Xnm,Ynmi = �(L � OnmD)�1|Pnm,Qnmi (34)

with the right-hand-sides

ðPþQÞnmia ¼ � 1

2

X
j

Rþmja Hþnji þ R�mja H�nji þ ðn$ mÞ
h i

þ 1

2

X
b

Rþmib Hþnab þ R�mib H�nab þ ðn$ mÞ
� �

þHþia Tþnm½ � þ 2gxcia Rþn;Rþm½ �;
(35a)

ðP�QÞnmia ¼ þ 1

2

X
j

R�mja Hþnji þ Rþmja H�nji � ðn$ mÞ
h i

� 1

2

X
b

R�mib Hþnab þ Rþmib H�nab � ðn$ mÞ
� �

�H�ia T�nm½ �;
(35b)

where (n 2 m) signifies repeating the terms within the same
bracket with n and m interchanged.

The Lagrange multiplier Dnm can be parametrized as

Dnm = Onm
�1(Tnm + Znm), (36)

where the diagonal blocks (Onm
�1Tnm) follow from eqn (19) and

Znm is off-diagonal only. Next, expressions for Znm are obtained
by enforcing stationarity with respect to orbitals. We define

LðpqÞ �
P
m

@L

@Cmp
Cmq and LðpqÞ �

P
m

@L

@Cmq
�Cmq

� such that

�Wnm;TCySC
 �ðpqÞ ¼ �Wnm;TCySC

 �ðqpÞ ¼ �W
nm
qp (37a)

Dnm;TCyFC
 �ðipÞ ¼ Dnm

pi ep þ
X
rs

½ðrsjpiÞ � ðrpjisÞ�Dnm
rs (37b)

Dnm;TCyFC
 �ðipÞ ¼ Dnm

ip ep þ
X
rs

½ðrsjipÞ � ðrijpsÞ�Dnm
rs (37c)

hDnm,TC†FCi(ap) = Dnm
pa ep (37d)

Dnm;TCyFC
 �ðapÞ ¼ Dnm

ap ep: (37e)

With this, the orbital stationarity conditions become

LðipÞ ¼ GðipÞnm þDnm
pi ep þ

X
rs

½ðrsjpiÞ � ðrpjisÞ�Dnm
rs � �Wpi ¼ 0;

(38a)

LðipÞ ¼ GðipÞnm þDnm
ip ep þ

X
rs

½ðrsjipÞ � ðrijpsÞ�Dnm
rs � �Wip ¼ 0;

(38b)

L(ap) = G(ap)
nm + Dnm

pa ep � %Wpa = 0, (38c)

LðapÞ ¼ GðapÞnm þDnm
ap ep � �Wap ¼ 0: (38d)

Two sets of equations for the Znm Lagrange multiplier are
obtained by requiring Lia ¼ LðaiÞ ¼ 0 and Lai ¼ LðiaÞ ¼ 0, which
can be combined into

L|Znm,ov,Znm,voi � cQROnmD|Xnm,Ynmi = �|Pnm,Qnmi. (39)

For derivative couplings based on quadratic response (cQR = 1),
this equation is satisfied by |Zov,Zvoi = |Xnm,Ynmi such that

Dnm,QR = Onm
�1gnm, (40)

while for derivative couplings based on the pseudowave-
function (cQR = 0),

|Znm,PWi = �L�1|Pnm,Qnmi. (41)
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The Lagrange multiplier %Wnm is next determined from
eqn (38) as

�W
þnm
ij ¼ 1

2
Tþnmij þ 1

2
Hþij Dnm½ � þ Onm

�1gxcij Rþn;Rþm½ �

� Onm
�1

4

X
a

ea Rþnia Rþmja þ R�nia R�mja þ ðn$ mÞ
h i

þ �Onm
Onm

�1

4

X
a

Rþnia R�mja þ R�nia Rþmja þ ðn$ mÞ
h i

;

(42a)

�W
þnm
ab ¼ 1

2
Tþnmab þ Onm

�1

4

X
i

ei Rþnia Rþmib þ R�nia R�mib þ ðn$ mÞ
� �

þ �Onm
Onm

�1

4

X
i

Rþnia R�mib þ R�nia Rþmib þ ðn$ mÞ
� �

;

(42b)

�W
þnm
ia ¼ cQRgnmia þ Onm

�1eiZþnmia

þ Onm
�1

4
Hþnji Rþmja þH�nji R�mja þ ðn$ mÞ
h i (42c)

�W
�nm
ij ¼ 1

2
T�nmij þ 1

2
H�ij Dnm½ �

� Onm
�1

4

X
a

ea Rþnia R�mja þ R�nia Rþmja � ðn$ mÞ
h i

þ �Onm
Onm

�1

4

X
a

Rþnia Rþmja þ R�nia R�mja � ðn$ mÞ
h i

(42d)

�W
�nm
ab ¼ 1

2
T�nmab þ 1

2
H�ab D

nm½ �

þ Onm
�1

4

X
i

ei Rþmia R�nib þ R�mia Rþnib � ðn$ mÞ
� �

þ �Onm
Onm

�1

4

X
i

Rþnib R�mia þ R�nib Rþmia � ðn$ mÞ
� �

(42e)

�W
�nm
ia ¼ cQRgnmia þ Onm

�1eiZ�nmia

þ Onm
�1

4
Hþmji R�nja þH�mji Rþnja � ðn$ mÞ
h i (42f)

Finally, the pair-density in eqn (22) is

Gnm
pqrs ¼ D0

pqD
nm
rs � cxD

0
psD

nm
rq

þ Onm
�1 2Rþnpq R

þm
rs � cxR

þn
pr R

þm
sq � cxR

þn
pr R

þm
qs

h

þ cxR
�n
pr R

�m
sq � cxR

�n
pr R

�m
qs

i
;

(43)

where R	n should be interpreted as an occupied–virtual-only
matrix and D(0)

pq = dpidqi is the ground state density matrix.
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N. Rösch, J. Chem. Phys., 1999, 110, 2785–2799.

70 F. Furche, B. T. Krull, B. D. Nguyen and J. Kwon, J. Chem.
Phys., 2016, 144, 174105.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
A

ug
us

t 2
01

9.
 D

ow
nl

oa
de

d 
on

 8
/8

/2
02

4 
3:

04
:4

5 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c9cp03127h


19010 | Phys. Chem. Chem. Phys., 2019, 21, 18999--19010 This journal is© the Owner Societies 2019

71 B. I. Dunlap, J. W. D. Connolly and J. R. Sabin, J. Chem.
Phys., 1979, 71, 3396–3402.

72 S. Hirata and M. Head-Gordon, Chem. Phys. Lett., 1999,
314, 291–299.

73 S. Yarasi, S. Ng and G. R. Loppnow, J. Phys. Chem. B, 2009,
113, 14336–14342.

74 P. M. Hare, C. E. Crespo-Hernandez and B. Kohler, Proc.
Natl. Acad. Sci. U. S. A., 2007, 104, 435–440.

75 D. Asturiol, B. Lasorne, M. A. Robb and L. Blancafort,
J. Phys. Chem. A, 2009, 113, 10211–10218.

76 S. Yamazaki and T. Taketsugu, J. Phys. Chem. A, 2011, 116,
491–503.

77 W. Weber and W. Thiel, Theor. Chem. Acc., 2000, 103, 495–506.
78 B. G. Levine, C. Ko, J. Quenneville and T. J. Martnez, Mol.

Phys., 2006, 104, 1039–1051.
79 F. Plasser, R. Crespo-Otero, M. Pederzoli, J. Pittner,

H. Lischka and M. Barbatti, J. Chem. Theory Comput.,
2014, 10, 1395–1405.

80 S. Gozem, F. Melaccio, A. Valentini, M. Filatov, M. Huix-
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