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The inclusion of explicit polarization in molecular dynamics simulation has gained increasing interest
during the last several years. An understudied area is the role of polarizability in computer simulations of
solvation dynamics around chromophores, particularly for the large solutes used in experimental studies.
In this work, we present fully polarizable ground and excited state force fields for the common fluorophores
N-methyl-6-oxyquinolium betaine and Coumarin 153. While analyzing the solvation responses in water,
methanol, and the highly viscous ionic liquid 1-ethyl-3-methylimidazolium trifluoromethanesulfonate we
found that the inclusion of solute polarizability considerably increases the agreement of the obtained Stokes
shift relaxation functions with experimental data. Solute polarizability slows down the inertial solvation
response in the femtosecond time regime and enables the chromophore to adapt its dipole moment to the
environment. Furthermore, the developed chromophore force field reproduces the solute dipole moments in
both the electronic ground and excited state in environments ranging from gas phase to highly polar media
correctly. Based on these studies it is anticipated that polarizable models of chromophores will lead to an
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1 Introduction

The investigation of solvent properties via calculation or
measurement of the time-dependent Stokes shift (TDSS) has
been of high interest during the last decades."® The TDSS
probes the timescale of solvent rearrangement by excitation of a
dissolved chromophore, which causes the solvent to reorganize
and the wavelength of the emitted fluorescence light of the
chromophore to change. Upon excitation, both the dipole
moment and the polarizability of the chromophore change,
so that both the electrostatic and dispersion interactions
change.”" In recent years, the increasing accuracy and resolution
of experiments facilitated the detailed analysis of even very small
effects on the TDSS, such as the probe dependence of the obtained
timescale,'*** or the change in the TDSS upon addition of a side
chain to a chromophore.”® To account for such small effects in
computer simulation more accurate solvent and chromophore
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improved understanding of the relationship of their environment to their spectroscopic properties.

models are needed. Recently, we showed that it is possible to
considerably increase the agreement of the computational TDSS to
experiment by the use of polarizable solvent models in molecular
dynamics simulation of polar solvents and ionic liquids.>*?
However, the chromophore models remained nonpolarizable
due to difficulties of describing polarizability in the excited state
in a consistent fashion.

In fact, polarizable computer simulations of the TDSS to date
comprise only artificial mono- or diatomic probe molecules,>*°
theoretical models,*'**? or combined approaches where the chromo-
phore is treated quantum-mechanically or semi-empirically.'*>*3*3*
Stratt and coworkers® recently used a polarizable model of
Coumarin 153 to calculate solute-pump/solvent probe spectra,
where the polarizabilities of each atom were obtained by regression
of the molecular quantum-mechanical value. Although the
mentioned studies confirm that solute polarizability has pro-
found impacts on the TDSS, namely slowing down the observed
response and broadening the distribution of the energy gap, the
computational TDSS of polarizable, experimentally-relevant
chromophores has yet to be carefully studied.

We therefore developed polarizable models of two commonly
used fluorophores, N-methyl-oxyquinolinium betaine (MQ) and
Coumarin 153 (C153) and computed the TDSS in two polar
solvents and one ionic liquid. Since the inclusion of polariz-
ability enables a molecule to react to changes in environment,
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we chose water, methanol, and 1-ethyl-3-methylimidazolium tri-
fluoromethanesulfonate as solvents to cover a wide range of
polarities. The use of an ionic liquid furthermore allows us to
monitor the behavior of the newly created force field in a highly
charged environment, where Coulombic forces dominate.

The present study both confirms that prior research on the
influence of solute polarizability on solvation dynamics is also
applicable for large chromophores, as well as provides a detailed
analysis of the effects of polarizability of experimentally-relevant
solutes. Furthermore, the agreement of the computational TDSS
to experiment is raised considerably by the use of polarizable
solute force fields.

The remainder of this article is organized as follows. In
Section 2 the setup of the polarizable force field for MQ and
C153 is discussed and details on the simulation of the TDSS are
given. A detailed analysis of the influence of solute polarizability
on the observed TDSS response functions, as well as on the solute
dipole moment distributions and solvent structure is given in
Section 3. Concluding remarks are presented in Section 4.

2 Methods

This study deals with the two chromophores N-methyl-6-oxy-
quinolinium betaine (MQ) and Coumarin 153 (C153), depicted
in Fig. 1. C153 is a commonly used fluorophore, which increases
its dipole moment upon excitation.>'*?>***% In contrast, MQ
lowers its dipole moment upon excitation, which makes it an
interesting test case, and has gained increasing interest due to
its small size and rigid structure.'**?>°39-*! Ag solvents, metha-
nol (MeOH) and the ionic liquid 1-ethyl-3-methylimidazolium
trifluoromethanesulfonate (EmimOTf) were chosen. Water was
also examined, but only with MQ since C153 is not soluble
in water.

2.1 Chromophore force field

A polarizable chromophore force field was generated as follows.
Initial parameters for the polarizable force field describing MQ
and C153 were taken from the previously used nonpolarizable
models described in ref. 24 and 27 which relied on bonded
parameters obtained from PARAMCHEM**** and the CHARMM
General Force Field (CGenFF).** The partial charges from ref. 24
and 27 which were obtained from quantum-mechanical (QM)
calculations (density functional theory (DFT) or time-dependent
DFT (TD-DFT) with the ®B97xD hybrid DFT functional,*” an
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(a) N-methyl-6-oxyquinolinium
betaine (MQ) (b) Coumarin 153 (C153)

Fig. 1 Chromophores used in this study.

17704 | Phys. Chem. Chem. Phys., 2019, 21, 17703-17710

View Article Online

PCCP

aug-cc-PVIZ basis set, the CHelpG method*® and polarizable
continuum model (PCM) of water) were also reused, but scaled.
Since the partial charges in the nonpolarizable model were
chosen to overestimate the gas phase dipole to account for
polar environments, the charges were scaled by 0.88 (MQ) or
0.90 (C153) which recovered gas phase dipoles well. In a
polarizable model, a change of dipole moment with environ-
ment is realized solely via the inclusion of polarizability. Scaled
PCM charges were used instead of unscaled gas phase charges,
since the partial charge changes of MQ upon excitation were
shown to be physically implausible in the case of gas phase
QM calculations.”” The atomic polarizabilities were obtained
quantum-mechanically as described in ref. 47 and 48 on geo-
metries optimized at a MP2/6-31G(d) model chemistry. All QM
calculations were carried out with Gaussian09*® and Psi4.”*"
Polarizabilities in the ground state of MQ and C153 were
calculated on the RI-MP2 level of theory with Sadlej’s polarizable
PVTZ basis set.”” Excited state polarizabilities were obtained by
scaling each of the ground state atomic values by the factors
published in ref. 47. Both ground and excited state polarizabilities
were scaled uniformly by a factor of 0.724, as suggested for
aromatic compounds.® Thole screening factors were chosen to
match those in similar structures in the CHARMM Drude force
field (see ref. 53 and 54 as well as references therein) and slightly
adjusted to recover the molecular polarizabilities and their com-
ponents in the x, y and z-direction well. For MQ, a ground-state
polarizability of 16.2 A* was obtained (unscaled 22.3 A®), which
agrees sufficiently well with results from Ernsting and coworkers,’
who reported a value of 20.0 A%, Upon excitation, the polarizability
increases to 17.2 A®. For C153 a polarizability of 23.2 A® was
obtained for the ground state and 24.5 A® for the excited state. The
atom types in MQ and C153 were changed to the appropriate types
in the CHARMM Drude force field, and parameters updated
according to the bond, angle, dihedral, and Lennard-Jones para-
meters present in the Drude force field. For MQ, the remaining
angle and dihedral parameters were optimized to recover QM
dihedral scans and vibrational spectra at the MP2/6-31G(d) model
chemistry according to the protocol published in ref. 53. For C153,
the remaining angle and dihedral parameters were reused from
ref. 27. The force fields are available in the ESLT

2.2 Simulation setup

For each system, 500 to 1000 starting replicas were obtained
from the equilibrated simulations of nonpolarizable chromo-
phores in ref. 24 and 27, re-equilibrated with the polarizable
chromophore, and then excited by replacing the ground state
force field by the excited state force field (change of partial
charges and polarizabilities). Then, the trajectories were monitored
until the surrounding solvent completely relaxed to the new state.
The respective number of replicas, as well as equilibration and
production periods are given in Table 1. Additionally one very long
simulation in the ground and excited state of MQ and C153 in each
of the solvents was conducted, to analyze the solvent structure and
energy gap distribution in equilibrium. The length of the equili-
brium trajectories was at least 10 ns in water and methanol, and at
least 70 ns in the ionic liquid.

This journal is © the Owner Societies 2019
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Table 1 Simulation setup, number of independent replicas, equilibration
periods, production periods and temperature

System # Reps. Equil. (ps) Prod. (ps) Temp. (K)
1 MQ + 1000 H,O 1000 50 50 293
1 MQ + 1000 MeOH 1000 100 100 300
1 C153 + 1000 MeOH 500 100 100 300
1 MQ + 500 EmimOTf 500 250 2500 300
1 C153 + 500 EmimOTf 500 250 2500 300

All simulations were carried out with the program package
CHARMM.>®> We used the SWM4-NDP water model,*® the
MeOH model from ref. 57 and the polarizable EmimOTf model
described in ref. 27 with force field parameters from Padua and
coworkers,’®® and polarizabilities from ref. 61. All calculations
made use of the Velocity-Verlet integrator with a time step of
0.5 fs and a dual Nosé-Hoover thermostat.®>** Periodic boundary
conditions were applied. Electrostatic interactions were calculated
employing the particle Mesh Ewald method with a grid size of
approximately 1 A, cubic splines of order 6, and an Ewald para-
meter of x = 0.41 A", van der Waals interactions were cut off at
12 A, using a smooth switching function between 10 and 12 A. The
SHAKE algorithm® was applied to keep bonds to hydrogens at a
fixed length, and Drude particles were restricted to a maximum
distance of 0.2 A. The Drude particles of MQ and C153 were
assigned a mass of 0.2 amu. Additional simulations featuring
Drude masses of 0.4 amu are presented in the ESI{ of this article.
The trajectories were analyzed via a self-written python program,
which makes use of the MDAnalysis program package,” and the
time-dependent Stokes shift calculated as the change in electrostatic
interaction energy AU(f) of the chromophore to the surrounding
solvent between ground and excited state. 95% confidence intervals
t-s
Vn

standard deviation and n the number of trajectories.

were calculated as AU + where ¢ is the Student ¢ factor, s the

3 Results and discussion
3.1 Dipole moments

The dipole moment of the chromophore and its change upon
excitation resembles the most important electrostatic property
of the probe responsible for solvation dynamics. Table 2 lists
the dipole moments of MQ and C153 in different environments
obtained from MD simulations. The inclusion of the polariz-
ability of the dye enlarges the dipole moment in polar environ-
ments, and correctly recovers gas phase values. In literature,
the ground and excited state dipole moments for MQ are 10.1-
11.0 D and 5.8-7.2 D in the gas phase****%*” and 15.3-22.0 D
and 8.6-14.0 D in water, respectively.'®>**” The obtained MQ
dipole moments in this study thus agree well with literature.
For C153, values of 5.6-7.0 D and 11.8-14.0 D are documented
in the literature for the electronic ground and excited states in
the gas phase, respectively.*>*”’*® In MeOH dipole moments
of 9.9 D and 18.7 D are reported, respectively.’” All reported
data is in good agreement with the dipole moments reported in
this study, although the gas phase dipole moment is slightly

This journal is © the Owner Societies 2019
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Table 2 Dipole moments of MQ and C153 obtained from molecular
dynamics simulation with polarizable (pol. FF) and nonpolarizable (nonpol.
FF) chromophore force fields in different environments. All solvent force
fields were polarizable. All values in Debye

MQ C153
Environment So S, So Sy
Pol. FF: H,0 19.0 12.4 — —
MeOH 17.4 10.4 10.4 17.6
EmimOTf 15.5 9.4 10.1 17.2
In vacuo 11.0 7.1 8.4 13.9
Nonpol. FF: All media 16.4 10.0 10.9 18.9
Ground state:  H,O ——  MeOH —— EmimOTf
Excited state: e —
T J T T T T T
zl MQ
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Fig. 2 Distribution of dipole moments of MQ (top) and C153 (bottom) in
the ground (red) and excited (green) state in different solvents. Continuous
lines represent the polarizable chromophore models, dotted lines repre-
sent the nonpolarizable models.

overestimated. Thus, our polarizable models of MQ and C153
are able to reproduce the correct dipole moments in different
environments for both the electronic ground and excited state.

Fig. 2 depicts the distribution of dipole moments of MQ and
C153 in different solvents obtained from equilibrium simulations.
Whereas the nonpolarizable models cannot react to changes in the
environment (dashed lines), the polarizable models show a broad
distribution centered around the values given in Table 2. The
absolute dipole moments, as well as the change in dipole moment
upon excitation depend strongly on the solvent in the case of MQ,
but not for C153. This finding agrees well with literature, where the
change in dipole moment of C153 was found to be largely invariant
to the respective solvent.**°*%

3.2 Time-dependent Stokes shift

The time-dependent Stokes shift of a chromophore in solution is a
measure of solvation dynamics. Fig. 3 depicts the absolute and
relative (inset) Stokes shift relaxation function of MQ in water. The
light green line corresponds to the simulation employing a non-
polarizable chromophore and polarizable water model from ref. 24,
where the inertial subpicosecond response is too fast compared to
experiment. The use of the polarizable solute force field (dark green
line) slows down the inertial response considerably, thus leading to
a much better agreement with experiment. Since water relaxation is
very fast, the exact measurement of the Stokes shift is comparably

Phys. Chem. Chem. Phys., 2019, 21, 17703-17710 | 17705
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Fig. 3 Absolute Stokes shift of MQ in water. Experimental data from
ref. 23 (dark red) and ref. 39 (light red). The colored area corresponds to
a 95% confidence interval. Inset: Relative Stokes shift, normalized at 0.1 ps.

challenging, and the deviations between different measurements
are quite substantial. Thus, two experimental datasets are given in
Fig. 3 in dark® and light red.*® The diffusive relaxation at longer
timescales, as depicted in the inset of the figure, is not affected by
the solute model. Therefore, both the nonpolarizable and the
polarizable chromophore model depict the normalized experi-
mental Stokes shift well after 0.1 ps. Since C153 is not soluble in
water, no simulations of C153 in water were conducted.

A similar picture arises for the Stokes shift of MQ and C153
in methanol, shown in Fig. 4. The too fast inertial response for
nonpolarizable chromophore models is slowed down by inclusion of
polarizability, thus leading to a better agreement with experiment. It
should be noted that within experiment, the wavelength at ¢ = 0 can
only be extrapolated. Thus the absolute shift comes with a consider-
able amount of uncertainty and experimental studies disagree on
the magnitude. This effect is especially pronounced for C153
in methanol, where for example ref. 14 reports an overall shift of
36.7 k] mol ", whereas much lower values (28.0 to 30.0 k] mol %)
were reported in earlier studies.’>*® Thus, the experimental Stokes
shift from ref. 14 was scaled to 28.0 k] mol " and is depicted as

View Article Online
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dashed line in Fig. 4. Regardless of the magnitude of the overall
shift, the curvature and timescales of the inertial relaxation are better
described by the polarizable models, although there is still some
disagreement to experiment. Since solvation dynamics on femtose-
cond timescales are difficult to measure, and the resolution usually
corresponds to dozens or hundreds of femtoseconds, the agreement
of the polarizable simulations with experiment is still satisfying.

Fig. 5 depicts the absolute Stokes shift of MQ and C153 in
the ionic liquid EmimOTf. For MQ, no experimental data is
available, since the ground state MQ is protonated in EmimOTf
due to the high acidity of the C,-hydrogen of the imidazolium
cation, whereas the proton is lost in the excited state via proton
transfer,®® which renders a direct measurement of the TDSS
impossible. For C153 the polarizable simulations (dark green)
agree much better with experiment (red line) than the nonpolariz-
able simulations (nonpolarizable solvent and solute, yellow line)
from ref. 69 or the half-polarizable simulations (polarizable solvent
but nonpolarizable solute, light green) from ref. 27. Interestingly,
the combination of polarizable solvent but nonpolarizable solute
leads to the largest disagreement with experiment in the initial
time regime, where the solvent polarizability enables a quick
relaxation which is not counteracted by solute polarizability.

Table 3 lists the integral relaxation times (t) of all systems,
which were obtained via fitting of the absolute Stokes shift
response function to the triexponential function

3 t
f()=ao+) ai-ew 1)
i=1
as
3
Z ati
(1) ==5—. @)

i=1

The respective fit parameters are given in the ESL{ The
relaxation times are affected slightly by the use of a polarizable
chromophore force field. As visible from the insets in Fig. 3-5, the
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Fig. 4 Absolute Stokes shift of MQ and C153 in methanol. Experimental data from ref. 14 (dark red). The dashed line corresponds to the experimental
values with different absolute shift (28.0 kJ mol~* instead of 36.7 kJ mol™?). The colored area corresponds to a 95% confidence interval. Inset: Relative

Stokes shift, normalized at 0.1 ps.
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from ref. 70 (dark red). The colored area corresponds to a 95% confidence interval. Inset: Relative Stokes shift, normalized at 0.1 ps.

Table 3 Relaxation times () of the TDSS obtained from simulations with
nonpolarizable solvent and chromophore (np/np), polarizable solvent and
nonpolarizable chromophore (p/np) and polarizable solvent and chromo-
phore force fields (p/p)

Simulation Experiment”
np/np p/np p/p
MQ  H,0 — 0.29 ps  0.45ps  0.57 ps, 0.48 ps**
MeOH — 2.99ps 3.37ps 2.69 ps'*
EmimOTf — 0.15ns 0.24ns —
C153 MeOH — 3.03ps 3.34ps 3.04 ps™*
EmimOTf 0.23ns 0.25ns 0.28ns 0.61 ns’® (0.26 ns’)

¢ Experimental (t) as given in the respective references, where relaxation
times were obtained in parts using different fitting algorithms and
extrapolated ¢ = 0. The experimental relaxation time of C153 in
EmimOT( is 0.26 ns when integrated up to 2.5 ns (the length of the
trajectories in this study).

diffusive timescales of the TDSS are nearly not affected by addition
of chromophore polarizability. The observed changes in relaxation
times thus stem from the slower inertial relaxation, which shifts
the TDSS upwards compared to the nonpolarizable chromophore
force field, thus producing longer integral relaxation times. The
obtained TDSS timescales, which mainly reflect the behavior of
the solvent, and thus the quality of the solvent force field, agree
sufficiently well with experiment for both the polarizable and
nonpolarizable chromophore force fields.

Within all investigated solvents, the relaxation in the first few
femtoseconds is too large when employing polarizable solvent
models together with nonpolarizable chromophore models. The
excitation of the chromophore creates a large electric perturbation,
to which the solvent electronic degrees of freedom react immedi-
ately. However, the unfavorable conformation of the solvent also
creates an electric perturbation to which the chromophore should
be able to react. Polarizable chromophore models enable the
solute to react to the solvent conformation, where induced dipole
moments counteract the change in dipole moment after excitation
to some extent. A smooth, slow co-adaption of solute dipole
moment and solvent structure can only be achieved via the use
of polarizable models for both solute and solvent.

This journal is © the Owner Societies 2019
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Fig. 6 Normalized Stokes shift (dark green) and evolution of dipole
moment (light green) with time.

Fig. 6 depicts the normalized adaption of the excited state
dipole moment for MQ and C153 in water, methanol and Emi-
mOTH{. For all systems, the dipole moment changes on the same
timescale as the TDSS, highlighting the interrelation between
dipole moment and solvent rearrangement. For nonpolarizable
solute models, the solute dipole moment changes abruptly at ¢ = 0,
and cannot adapt to the reaction field of the solvent.

3.3 Distribution of excitation/deexcitation energies

The width of the distribution of AU averaged over an equili-
brium simulation can either be obtained directly via

W =\/AU” - (40)’ 3)
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Table 4 Width of the distribution of the energy gap AU, directly via egn (3)
(W) or via the width ¢ of a Gaussian fit function, egn (4). All values in kJ
mol™*

Nonpol. FF Pol. FF
o w 4 w
MQ H,O So 11.9 11.8 12.5 12.5
Sy 12.8 12.6 13.4 13.6
MQ MeOH So 11.8 11.5 11.9 11.8
S1 10.7 10.8 13.3 12.9
MQ EmimOT{ So 12.8 12.8 12.3 12.3
Sq 12.8 12.9 13.0 13.1
C153 MeOH So 10.0 10.0 10.0 10.0
Sy 9.9 9.8 10.3 10.3
C153 EmimOTf So 14.1 14.0 14.5 14.5
S 14.1 13.9 14.1 14.2
or via fitting to a Gaussian function
1w’
glx) = e 27 4)

oV2n

and evaluation of the width o. If the energy gap features a
Gaussian distribution, both methods yield the same width
(W = ¢). The distribution of AU was found to be Gaussian for
both polarizable and nonpolarizable MQ and C153 in all
solvents. Table 4 lists W and ¢ for all investigated systems.
We observe a slight broadening of the distribution of the energy
gap when employing the polarizable model, which agrees well
with the observations of Bopp and coworkers®* in a mixed QM/
molecular mechanics study of C153, as well as with the results
of a theoretical modeling study of Coumarin 120 of Ando.**

Since all investigated systems featured a Gaussian distribu-
tion of AU, we could not confirm the findings of a theoretical
study of Matyushov,*’ who found Gaussian statistics for chro-
mophores that enlarge both the dipole moment and the
polarizability (which corresponds to C153 in our study), but
non-Gaussian statistics for chromophores that lower the dipole
moment but enlarge the polarizability upon excitation (which
corresponds to MQ in our study). We assume that the change in
polarizability upon excitation of MQ is too small to account for
the quite large effects described by Matyushov.

3.4 Solvent structure

To estimate the extent of change in solvent structure around
MQ or C153 upon inclusion of solute polarizability, we evaluated
radial distribution functions around the center of mass of each
chromophore, as well as around specific positions, such as the
oxygen and nitrogen containing sites in both chromophores. The
solvent structure changes only to a negligible extent as a function of
solute polarizability in water and methanol. However, the ionic
liquid arranges differently around the polarizable and nonpolariz-
able chromophores, where the largest deviations were observed at
the oxygen site. The corresponding figures are given in the ESL¥

4 Conclusion

We have successfully developed polarizable models of the
chromophores MQ and C153. Equilibrium simulations in water,
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methanol and the ionic liquid EmimOTf confirmed that the
dipole moments of the solutes respond correctly to the change
in environment. The change of the dipole moment in response
to the environment is more pronounced for MQ than for C153,
which is in agreement with previous studies from literature.>*°%%”

The atomic polarizabilities of both chromophores were
obtained directly from quantum mechanics, which makes the
respective parameters more reliable than the previously published
model of C153 in ref. 35, where the atomic polarizabilities were
obtained from a fit to the molecular polarizability. We note that the
dipole moment of C153 obtained from DFT is slightly over-
estimated. Since a theoretical study of Castner and coworkers
showed that QM dipole moments obtained via DFT are too large
for C153, but else give an accurate picture of C153 properties,®”
the slight overestimation of the dipole moment both in the
ground and excited state should not hamper the applicability of
the model.

The polarizable models of MQ and C153 were employed to
simulate the TDSS in different solvents. We observed that
solute polarizability slows down the solvation response in the
femtosecond time regime. Since previously the agreement of
the absolute (not relative) TDSS with experiment when using
nonpolarizable solute force fields was found to be poor on
subpicosecond timescales,?” the change in the inertial response
caused by the inclusion of polarizability led to a better fit to
experiment. A similar effect, namely a slowing down of the
inertial solvation response in polar solvents upon inclusion of
solute polarizability can be found in literature as well.>%3%3*
The diffusive solvent reorientation at picoseconds and nano-
seconds, in contrast, is nearly not influenced by the inclusion
of solute polarizability, and also agrees well with experiment.
We could furthermore confirm previous studies on the effects
of solute polarizability, namely a broadening of the energy gap
distribution upon inclusion of polarizability.**>*

We found that the slowing down of the inertial solvation
response is caused by a slow change in dipole moment after
excitation. Immediately after excitation, the large jump in
dipole moment is partially compensated by an induced dipole
in the opposite direction, which is caused by the unfavorable
solvent configuration. As the solvent molecules relax to the
excited state of the chromophore, the solute dipole slowly
adjusts to its final, excited state value. Interestingly, we found
that the solute dipole moment and the solvent orientation relax
on the very same timescales.

On a minor note, we found that the solvent structure around
MQ or C153 did not change considerably upon inclusion of
polarizability for the polar but non-ionic media water and
methanol. In the ionic liquid EmimOT{, however, the solvent
structure changed with solute polarizability, since the strong
Coulombic forces between the ions and the solute differ
between the polarizable and nonpolarizable model.

In summary, the present study comprises an important step
toward the accurate computer simulation of the TDSS via the
use of polarizable solute and solvent force fields. The obtained
TDSS response functions agree with experiment to an unprece-
dented level of detail.
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