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Unravelling the effects of size, volume fraction and shape of nanoparticle additives on crystallization of nanocomposite polymers

Nanoparticles can be added to polymer melts to make nanocomposites. This may lead to a two-tier crystallization with an initial enhancement of crystallization that depends on the particle shape, and confinement-induced retardation of crystallization at a later stage that depends on the interparticle free space. This interparticle free space is a function of nanoparticle size and volume fraction and governs the final crystallinity in the confinement limit. Large scale molecular simulations have revealed the effects of particle shape, size and volume fraction.
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Unravelling the effects of size, volume fraction and shape of nanoparticle additives on crystallization of nanocomposite polymers†

Ahmad Jabbarzadeh a,b and Beny Halfin a

We conducted large scale molecular dynamics simulations to understand the effects of size, shape and volume fraction of additive nanoparticles on the crystallization of nanocomposite polymers. We used spherical and cubic gold nanoparticles of various sizes ranging from 2 to 8 nm to create hexaccontane \((C_{60}H_{122})\)-gold nanocomposites at various volume fractions of 0.84–19.27%. We show that, regardless of the shape, decreasing the size of particles at the same volume fraction results in decreased final crystallinity. Similarly, for the same particle size, increasing the volume fraction causes a decrease in the crystal growth rate and final crystallinity. We demonstrate that this is a confinement induced phenomenon, and the free interparticle space captures the combined effects of particle size and volume fraction. If this free space is smaller than the extended length of the molecule or the characteristic size of the crystal lamella thickness of the polymer, significant slow-down in crystallinity will emerge. In this confinement limit, the interparticle free space controls the crystal growth rate and final crystallinity. We have developed the equations that predict the critical volume fraction \((\varphi_{cr})\) for a given size or critical size \((D_{cr})\) for a given volume fraction. For \(\varphi > \varphi_{cr}\) or \(D < D_{cr}\), one would expect confinement induced retardation of crystallization. We also show that cubic particles result in a higher growth rate and crystallinity in comparison to spherical particles, purely due to their shape. Furthermore, cubic particles due to flat surfaces lead to distinct two-tier crystallisation kinetics manifested by enhanced crystallization at the early stage of crystallization, followed by slow crystallization due to confinement effects. This two-tier crystallization is more distinct at higher volume fractions. For spherical particles, however, this two-tier crystallization is almost absent and molecular crystallization near the particle is frustrated by the curved shape of the nanoparticle.

1 Introduction

Understanding crystallization of polymers in the presence of secondary nanomaterials added to the melt such as nano-fillers, nucleating agents, conducting agents, colourants and reinforcing materials is of great importance in polymer processing and developing a new generation of hybrid nanomaterials. These secondary materials come in a variety of shapes, sizes, and quantities, and it is well known that their presence changes many properties of the end product. Additive nanoparticles are mixed with polymers for a variety of reasons, for example, nanofiller particles to make nanocomposites, conductive metallic nanoparticles such as gold, silver, and graphene to change the electrical properties of the polymer, and nucleating agents to provide heterogeneous nucleation surfaces for semicrystalline polymers. Experimental and modelling practitioners have studied the mechanical and structural properties of nanocomposite polymers for the past two decades, and excellent recent reviews2,3 offer a glimpse of the tremendous advancements in this field. A recent perspective review by Kumar et al.2 suggests the absence of explanation for the role of nanofillers in crystallization of polymers in simulation studies, as a critical missing piece of investigations in this area. The effect of nanoparticles on the crystallization of polymers is complex, and the experimental evidence in the literature suggests seemingly contradictory results. Some studies suggested reduced crystallization4,5 and some enhanced crystallization,6 and some reported no effect at all.7 Additive particles come in a variety of sizes and shapes and are mixed with the base polymer at various volume fractions. Therefore, unraveling the effects of shape, size, and volume fraction should help to explain some of the contradictions in the experiments and lead to optimized formulations for controlling the crystallinity of nanocomposite and hybrid materials.
Experiments have shown the effect of additives on the morphology of low-density polyethylene and paraffin. Experimental studies have proved the strong effect of fibre inclusion on the crystallization kinetics and nucleation rate of poly(ethylene terephthalate) or PET. Experiments have shown the effect of talc additives on crystallization kinetics of semi-crystalline poly(ether ether ketone) (PEEK) by using the Avrami model. In these experiments, two-tier crystallization is observed where nano-sized talc particles enhanced nucleation while impeding the growth rate. That is the time it took to crystallize the nanocomposite polymer increased by increasing the %wt of the talc nanoparticles. Similar two-tier crystallization was observed in experiments by Weng et al. who measured the effect of nano-graphite particles on the kinetics of crystallization of nylon-6. They found that while the half crystallization time decreased by adding the nano graphite particles, the total crystallization time increased. Furthermore, fitting the data to the Avrami model showed 3D growth for pure nylon-6 and 1D growth for the graphite–nylon6 nanocomposite. Experiments have also shown that shear-induced crystallization of isotactic polypropylene (iPP) is affected by the shape of the colourant used. It is shown that a spherical sodium aluminosulfosilicate or ultramarine blue (UB) colourant leads to a different morphology than that obtained with a Cu-phthalocyanine (CuPc) colourant which has a planar shape. The effect of surface topology of additives on the crystallization of polyolefins has been theoretically elaborated by Binsbergen who had ruled out the effect of epitaxial growth and particle size on the nucleation. Binsbergen has postulated that long stepwise ditches on a surface allow for alignment of the molecules and that subsequently enhances the crystallization. However, later studies by Wittmann and Lotz demonstrated the effect of epitaxy in the nucleating power of added particles. D’Haese et al. investigated the effect of the size, shape and concentration of nucleating particles in quiescent and flow-induced crystallization of iPP. Their initial work using 0.16% vol fraction zinc oxide spherical particles of different sizes of 35, 200, and 500, suggested that particle size did not have a measurable effect on the crystallization kinetics despite the expectation of seeing a link between the specific surface of the particle and nucleating efficiency. They did, however, report that under quiescent conditions a nanocomposite polymer with 200 nm particles crystallized much slower than that with 500 nm particles. They considered mostly spherical and oblate particles with different aspect ratios and showed that the crystallization time decreased when increasing the aspect ratio of the oblate particles. A series of experiments on polyethylene oxide (PEO) nanocomposites loaded with spherical silica particles have revealed the most interesting results. Using 25 nm coated silica nanoparticles as a filler, Khan et al. showed that the final crystallinity of the nanocomposites decreases when increasing the % w loading of the silica particles. They showed that even at 10 w% loading there is a reduction in crystallinity. Zhao et al. using a similar poly(ethylene oxide)/grafted silica nanocomposite system compared the crystallization kinetics for 10 and 20 w% and neat PEO and reported a reduced rate of crystallization when increasing the volume fraction of the nanoparticles; however no significant effect on the final crystallinity was observed after long crystallization times. Papananou et al. studied the effect of the volume fraction and particle size of uncoated spherical silica particles on the final crystallinity of PEO nanocomposites. They used silica nanoparticles of 7–67 nm radius over a wide range of volume fractions. They reported that at the same volume fraction, decreasing the particle size results in a decrease in crystallinity. They also showed that for each particle size there is a critical volume fraction at which the crystallization slows down in comparison to that of the neat PEO.

While the experiments have shed some light on this complex problem, it has been difficult to control the shape of particles accurately, and larger particles often form aggregates with rough surfaces. This has made it difficult to discern the effects of volume fraction, effective surface area, and size and shape of the particles on crystallization. Computational modelling offers an alternative approach to study polymer crystallization under controlled conditions. We have previously used large scale molecular simulations to study polymer crystallization under quiescent and flow conditions and also to investigate surface-induced effects and crystallization. Dynamic Monte Carlo simulations have been used to study the effect of molecular anti plasticizer additive concentrations on crystallization. Daan Frenkel’s group performed Monte Carlo simulations of hard colloid particle crystallization near surfaces of concave and convex additive particles. They studied the effect of additive particle size and curvature on nucleation. They showed that “flatter” additive particles with a larger radius (lower curvature) enhance the nucleation more than those with larger curvature. This phenomenon is attributed to the epitaxial effects of flatter surfaces. Atomistic molecular simulation of bulk polymers of complex shape in the presence of additives is scarce due to high computational requirements. However, attempts have been made to make coarse grained CG models and reduce computational needs. Yang et al. simulated crystallisation of polyethylene/fluorene composites as an isolated nanoparticle in a vacuum and showed that the crystalline content decreased when increasing the fluorene content. However, we are not aware of molecular simulations of bulk nanocomposites under constant pressure conditions, where the effects of size, shape and volume fraction are methodologically investigated.

To shed light on some of the contradictory results in the literature, and to understand the effect of nano-sized additive particles on polymer crystallization, we have conducted molecular dynamics simulations. In this work, we will consider the effect of particle size, volume fraction and shape only under quiescent crystallization. To keep the computational needs accessible, we have used n-hexacontane (C60H122, referred to as C60), a long linear alkane with 60 monomers. The molecule is a shorter version of polyethylene (PE) and is sufficiently long to show proper folding and crystallization features of polymeric materials. The crystallization time for this system is short enough to be studied by MD simulations which can typically cover tens of nanoseconds. We have used spherical particles of various diameters between 2.07 and 7.93 nm and cubic particles with sizes in the range of 1.27–6.44 nm. The simulations cover
cases where effects of characteristic particle size, volume fraction, surface area, and shape are systematically studied. Here the objective is to isolate the effects of these parameters on the crystalization kinetics and final crystallinity. We have fitted the results in many cases to the Avrami model to obtain information on the growth rate and dimensionality. Also, we have analysed the crystal growth mechanism near the additive nanoparticle surfaces by calculating spatio-temporal properties during the crystallization process. The results provide a detailed picture of the crystal growth mechanism and the effect of volume fraction, size and shape of additive particles.

2 Methodology and results

The simulations are conducted in four separate steps. The first step is to produce the polymer melt and additive particle. In this step, the molecular simulations are conducted at 500 K with the solid inclusion representing the additive nanoparticle placed at the centre of the simulation box. Therefore only one additive particle is simulated with the polymer melt surrounding the particle. Periodic boundary conditions (see Fig. 1a) are applied in all three dimensions so that the system represents uniformly distributed monodisperse additive nanoparticles in a matrix of the polymer melt. The system is then equilibrated under NVT conditions to allow for diffusion of the polymer melt molecules and creating a homogenous system. The system is further equilibrated under constant pressure (P = 1 atm) and isothermal conditions (T = 500 K). At this NPT stage, the simulation box is allowed to contract or expand. This process produces a melt with natural density at 500 K. In the fourth and final stage, the system is cooled under NPT conditions to a temperature of 325 K and is allowed to crystallize for an extended time of 37.6–56 ns. The contraction of the simulation box takes place during natural densification of the system under NPT conditions. Therefore the distance between the particles changes only slightly due to this densification. This assumption is validated by experimental evidence in the work of Khan et al., who performed careful experiments to produce well-dispersed silica–PEO nanocomposite systems. Using small-angle X-ray scattering (SAXS), they measured the mean distance between silica nanoparticles in the melt and solidified state. Khan et al. concluded that the average particle spacing was essentially unchanged when the nanocomposite sample cooled below a crystallization temperature. In our model, we assume that the particles are well dispersed and there is no aggregation. Khan et al. also reported that there was no large scale particle aggregation. We note that MD simulations of a multi-particle system that includes a broad interparticle distance distribution are not feasible due to computational constraints. Nevertheless, the assumptions made here for modelling are reasonable and evidence-based and, as will be demonstrated later, can capture essential trends observed in experiments.

2.1 Molecular model

A united atom molecular model is used in this work and the details can be found in our earlier work. In this model, the CH₃ and CH₂ groups of atoms on the linear hexacontane molecules are treated as single interaction sites. Intramolecular interactions are governed through bond stretching and torsional and angle bending potentials. The non-bonded van der Waals interactions are governed by a 6-12 Lennard-Jones potential which is cut off at a radius of \( r_c = 2.5\sigma \) nm, where \( \sigma = 0.393 \) nm is the LJ length parameter of the methyl–methyl interaction. LJ interaction parameters for unlike groups \( i \) and \( j \) are calculated using Lorentz–Berthelot's combining rules so that \( \sigma_{ij} = \frac{\sigma_i + \sigma_j}{2} \) and \( \epsilon_{ij} = \frac{\epsilon_i \epsilon_j}{\sigma_i \sigma_j} \).

The additive nanoparticles are made of gold atoms and have an FCC structure, with lattice parameters \( a = b = c = 0.408 \) nm. For the simulations here the additive nanoparticle atoms have length and energy parameters of \( \sigma_{w} = 0.288 \) nm and \( \epsilon_{w} = 2.25\epsilon_{CH_2} = 239 \) K. Spherical and cubic particles are cut from a slab of gold to the nearest given diameter or size. In all cases, the additive particles are kept fixed at the centre of the simulation box. Experimental evidence has suggested that the distance between nanoparticles dispersed in a polymer remains mostly unchanged during crystallization. Therefore the particle is kept fixed at the centre of the simulation box. While for

![Fig. 1](image-url) (a) Main simulation box with blue boundaries with an additive particle at the centre. The periodic boundaries and images represent a homogeneously distributed monodisperse system of particles in the matrix of a polymer melt (not shown). (b) Temperature profile and methods used for different stages of the simulation.
spherical particles there is no orientational preference, for cubic particles a mono-orientational system, as shown in Fig. 1a, is used. This approach allows us to use a single additive particle and saves significant computational time. To obtain an accurate picture of the effect of the particle size, \( D_i \) (diameter for sphere and length for cube), the volume fraction, \( \phi_i \), was kept almost constant. Composite systems were created at \( \phi = 6.75\% \) by spherical particles of different sizes between \( D = 2.37–7.93 \) nm and by cubic particles of \( D = 1.94–6.41 \) nm. By using smaller particles of 1.55–3.1 nm for spherical additives and 1.26–2.51 nm for cubic particles, systems were also created at a lower volume fraction of 0.84%.

To isolate the effect of the volume fraction, \( \phi \), the nominal particle size was kept constant. We used spherical particles of 5.5 nm, and systems at volume fractions between 2.31 and 18.49% were created. For cubic additives, we created systems at \( r_c = 0.96 \) nm, a hollow core was used. To meet the periodic boundary conditions, in some instances the actual size and volume fraction of the particles were slightly different from the nominal size and volume fraction. The actual sizes and volume fractions are listed in Table 1. In most cases, the resulting size and volume fraction values for corresponding cubic and spherical particle systems were less than 1% different from the target values and were not larger than 4%. In all calculations, the actual size and volume fractions, as displayed in Table 1, are used. Fig. 2 shows the snapshots of cubic and spherical additive particles of 5 different sizes. The numerical values for various simulations can be found in Table 1.

NVT simulations of hexacontane in pure or composite form were initially equilibrated under NVT conditions (constant number of molecules, volume and temperature) at a constant temperature of 500 K and a density of 750 kg m\(^{-3}\)). The number of hexacontane molecules depending on the system ranged from 2000–250 molecules (120 000–15 000 united atoms) for the simulations to study the effects of size and volume fraction. The length of the simulation box depended on the size of the additive so that all systems had approximately the same density. We also created a system for a pure polymer without additives. This system contained 61 440 united atoms (1024 hexacontane molecules) and was used to compare the results with those of nanocomposite polymers and to discern the effect of additives. The temperature of 500 K was well above \( \sim 368 \) K, which is the melting point of hexacontane.\(^{32}\) Periodic boundary conditions were applied in all three directions representing an infinite system of bulk composite polymeric melt with the additive nanoparticle volume fraction being the same as that of the main simulation box. The temperature was kept constant at 500 K using a Gaussian thermostat throughout the isothermal stages of the simulation. The resulting NVT configuration was equilibrated further under constant pressure and temperature conditions (NPT) at \( T = 500 \) K and \( P = 0.101 \) MPa. The SLLOD\(^{33,34}\) equations of motion (eqn (1)) governed the dynamics of hexacontane molecule motion.

\[
\dot{r}_i = \frac{p_i}{m_i} + \dot{\varepsilon} r_i \quad (1)
\]

\[
\dot{p}_i = F_i - \zeta p_i - \dot{\varepsilon} p_i
\]

\[
\dot{V} = 3 \dot{\varepsilon} V
\]

\[
\zeta = \sum_{i=1}^{N} F_i p_i - \epsilon \sum_{i=1}^{N} p_i^2 \quad (2)
\]

\[
\dot{\varepsilon} = \frac{\langle P - P_0 \rangle V}{QNk_BT} \quad (3)
\]

In this equation, \( P_0 \) and \( P \) are the target pressure and the instantaneous pressure calculated at each time step. \( Q, N, k_B \) and \( T \), respectively, are the damping constant, the total number of atoms, the Boltzmann constant and the temperature. Note that \( Q = \tau^2 \), where \( \tau \) is the response time of the feedback mechanism.\(^{33}\) We have adapted \( Q = 10/k_B = 106/k_B \tau_{500} \), which is close to the values used in other NPT simulation studies.\(^{31-36}\) After equilibration under NPT conditions at \( T = 500 \) K and \( P = 1 \) atm both the pure polymer melt and the nanocomposite polymer with additive systems achieve a density of approximately 771 kg m\(^{-3}\)). This density is within 1.8% of the expected value (757 kg m\(^{-3}\)) predicted by empirical equations given in ref. 37.

### 2.2 Crystallization simulations

#### 2.2.1 Crystallization protocol for pure and nanocomposite polymers

The melting point of hexacontane is \( \sim 368 \) K,\(^{32}\) and a crystallization temperature of 325 K is used for all simulations. This temperature represents 11.6% supercooling and is necessary to speed up the process of crystallization. This approach allows us to study the kinetics of crystallization during simulations which span tens of nanoseconds and is feasible for MD simulations. The crystallization process begins by gradually cooling the melt at a prescribed cooling rate. In all cases, the initial temperature is \( T = 500 \) K, and a cooling rate of 0.106 K per picosecond is applied until the target crystallization temperature of \( T_c = 325 \) K is reached. Once the target temperature is reached, it is kept constant, and crystallization is allowed to occur for tens of nanoseconds. The duration of simulation in some cases was 37.67 ns, and in most cases, more extended simulations of up to 56.51 ns were conducted. We
Table 1  Particle size, surface area, volume, volume fraction, molecule particle size ratio, and number of hexacontane united atoms for various simulations with spherical and cubic additive nanoparticles. The figure where the kinetics of crystallization is shown is also indicated.

<table>
<thead>
<tr>
<th></th>
<th>Pure polymer with no additives</th>
<th>Spherical additives with different sizes and volume fractions (control) (Fig. 8)</th>
<th>Cubic additives with the same nominal volume fractions as the control (Fig. 8)</th>
<th>Spherical additives with different sizes and the same nominal volume fraction ($\phi \sim 0.84$) (Fig. 3a)</th>
<th>Cubic additives with different sizes and the same volume fraction ($\phi \sim 0.84$) (Fig. 3b)</th>
<th>Spherical additives with different sizes and the same nominal volume fraction ($\phi \sim 6.75%$) (Fig. 4a)</th>
<th>Cubic additives with different sizes and the same nominal volume fraction ($\phi \sim 6.75%$) (Fig. 4b)</th>
<th>Spherical additives with different volume fractions and the same nominal size ($\phi = 5.5 \text{ nm}$) (Fig. 6a)</th>
<th>Cubic additives with different volume fractions and the same nominal size ($\phi = 4.5 \text{ nm}$) (Fig. 6b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_p$, particle size [nm]</td>
<td>$A_s$, particle surface area [nm$^2$]</td>
<td>$V_p$, particle volume [nm$^3$]</td>
<td>$\phi$, volume fraction%</td>
<td>$R_{Ce}/D_p$, extended C$<em>{60}$H$</em>{122}$ molecule to particle size ratio</td>
<td>Number of united atoms of polymer (hexacontane C$<em>{60}$H$</em>{122}$)</td>
<td>$R_{Ce}/D_p$, extended C$<em>{60}$H$</em>{122}$ molecule to particle size ratio</td>
<td>Number of united atoms of polymer (hexacontane C$<em>{60}$H$</em>{122}$)</td>
<td>$R_{Ce}/D_p$, extended C$<em>{60}$H$</em>{122}$ molecule to particle size ratio</td>
<td>Number of united atoms of polymer (hexacontane C$<em>{60}$H$</em>{122}$)</td>
</tr>
<tr>
<td>Pure polymer with no additives</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>61 440</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Spherical additives with different sizes and volume fractions (control) (Fig. 8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.16</td>
<td>54.41</td>
<td>37.74</td>
<td>2.00</td>
<td>1.83</td>
<td>61 440</td>
<td>3.11</td>
<td>30.37</td>
<td>15.79</td>
<td>0.84</td>
</tr>
<tr>
<td>3.11</td>
<td>30.37</td>
<td>15.79</td>
<td>0.84</td>
<td>2.45</td>
<td>61 440</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cubic additives with the same nominal volume fractions as the control (Fig. 8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.36</td>
<td>67.75</td>
<td>37.95</td>
<td>2.01</td>
<td>2.27</td>
<td>61 440</td>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spherical additives with different sizes and the same nominal volume fraction ($\phi \sim 0.84$) (Fig. 3a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.11</td>
<td>30.37</td>
<td>15.74</td>
<td>0.84</td>
<td>2.45</td>
<td>61 440</td>
<td>2.72</td>
<td>23.25</td>
<td>10.54</td>
<td>0.84</td>
</tr>
<tr>
<td>2.72</td>
<td>23.25</td>
<td>10.54</td>
<td>0.84</td>
<td>2.80</td>
<td>41 160</td>
<td>2.33</td>
<td>17.08</td>
<td>6.64</td>
<td>0.84</td>
</tr>
<tr>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
<td>3.92</td>
<td>15 000</td>
<td>1.55</td>
<td>7.59</td>
<td>1.97</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
<tr>
<td>2.51</td>
<td>37.76</td>
<td>15.79</td>
<td>0.85</td>
<td>3.04</td>
<td>7680</td>
<td>2.20</td>
<td>28.92</td>
<td>10.58</td>
<td>0.85</td>
</tr>
<tr>
<td>1.88</td>
<td>21.26</td>
<td>6.67</td>
<td>0.85</td>
<td>4.05</td>
<td>25 920</td>
<td>1.57</td>
<td>14.77</td>
<td>3.86</td>
<td>0.86</td>
</tr>
<tr>
<td>1.27</td>
<td>9.47</td>
<td>1.98</td>
<td>0.85</td>
<td>6.07</td>
<td>7680</td>
<td>1.94</td>
<td>11.86</td>
<td>3.84</td>
<td>0.84</td>
</tr>
</tbody>
</table>
conducted crystallization simulations for the pure polymer without additives and several different nanocomposite polymers.

2.3 Kinetics of crystallization and degree of crystallinity

The kinetics of crystallization is often described using Avrami’s eqn (4):

\[ 1 - \chi_c = \exp(-K(T)t^n) \]

In this equation \( \chi_c \) is the relative crystallinity at time \( t \), and \( K(T) \) and \( n \) are the Avrami time constant and Avrami exponent. \( K(T) \) is a function of the overall crystallization rate while \( n \), the Avrami exponent, characterizes nucleation and the geometry of the growing crystallites.\(^{18}\)

It is reported that all changes in \( n \) from 1 to 3 reflect the superposition of the homogeneous (in the bulk) and heterogeneous (near the interface) components of crystallization.\(^{39}\) If \( n = 0 \), it indicates that the crystallization has stopped. If the phase separation rate exceeds the crystallization rates, \( n \) is close to 3; otherwise, if the crystallization rate is much higher than phase separation \( n \) approaches 1.

Crystallinity is quantified by a method described in our earlier work.\(^{22,23}\) In this method, the relative orientation of the
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**Fig. 2** Some of the simulated gold additive nanoparticles of (a) cubic and (b) spherical shapes for various sizes.
chord vectors within a molecule and neighbouring molecules is used to detect the crystallinity. The parallel orientation of these vectors is indicative of crystallization. This method is applied to quantify the degree of crystallinity. The chord vectors connect every other atom along the backbone of the chain. The chord vector that is between united atoms $i$ and $i + 2$ is positioned at atom $i$, pointing to atom $i + 2$. This orientation order is monitored by the second and fourth rank correlation functions $g_2$ and $g_4$, which are used to detect nematic (parallel orientation) and tetratic (herringbone or mutually normal orientation) order in molecular systems. These functions are defined in eqn (5):

$$g_2(\Gamma) = \langle \cos 2(\theta_i - \theta_j) \rangle; \ g_4(\Gamma) = \langle \cos 4(\theta_i - \theta_j) \rangle$$  \hspace{1cm} (5)$$

where $\theta_i - \theta_j$ is the angle between vectors $i$ and $j$; these pair-wise correlations are calculated within a spatial domain $\Gamma$; $\langle \rangle$ brackets indicate the ensemble average. $\Gamma$, the spatial domain, is chosen to be a sphere of 0.5 nm radius and centred at the position of atom $i$. The $g_2$ and $g_4$ have values in the range of 0 to 1, and $g_2 \sim g_4 \sim 1$ indicates that the chord vectors are fully aligned in parallel and the polymer is fully crystallized. Here only $g_2$ is shown in the results as the primary parameter for the degree of crystallinity, with $g_2 = 0$ indicating a completely amorphous and $g_2 = 1$ indicating a 100% crystalline polymer.

3 Results and discussion

3.1 Effect of particle size on crystallization

To evaluate the effect of the particle size, we have calculated the crystallization for spherical particles of various sizes between 1.55 and 3.1 nm and for cubic particles of 1.26–2.51 nm. The volume fraction of particles in the melt for all cases is kept the same at $\varphi \sim 0.84$. The results for spherical particles are shown in Fig. 3a. The crystallization as a function of time for the pure bulk polymer melt of C60 without any additives are also shown on the same plots for comparison. We can see from this figure that the addition of spherical particles has resulted in a slower crystallization rate in comparison to that of the bulk pure polymer.

Furthermore, the crystallization rate drops with the decreasing size of particles. It is notable that at the early cooling stage, the amount of crystallinity increases with the size of the particle; however as the crystallization proceeds the growth rate becomes slower with the decreasing size of the particle. The results for cubic particles are shown in Fig. 3b, which reveals a similar effect where the inclusion of additive particles resulted in slightly higher crystallinity at the beginning and a lower growth rate and final crystallinity at the end of the crystallization time, in comparison to the pure bulk polymer. For cubic particles, the enhanced crystallinity goes beyond the cooling stage and seems to be stronger than that for the spherical particles. For both the cubic and spherical particles, we can see that the final crystallinity decreases by decreasing the size of the particles at the same volume fraction of 0.84%.

The effect of particle size at a higher nominal volume fraction of 6.75% was also examined. For these simulations, the particle size was varied over more extensive ranges of 2.38–7.93 nm for spherical and 1.94–6.41 nm for cubic additive nanoparticles. These simulations spanned larger particle sizes, and the simulation boxes were also larger. We also allowed the crystallization to occur for a longer time up to 56.3 ns. The degree of crystallinity ($g_2$) versus time is plotted in Fig. 4a for spherical additive nanoparticles and in Fig. 4b for the cubic ones. Clearly, for the spherical particles in all cases, the crystallization rate and final crystallinity are lower than those for the pure polymer system without additives. This indicates that the spherical particles have impeded crystal growth. Furthermore, at the same volume fraction, as the particle size decreases the rate of crystal growth and final crystallinity decrease. Crystallization of the polymer with cubic particles at the same volume fraction exhibits a striking difference in the initial nucleation and growth. We can see in Fig. 4b that in all cases the initial...
crystallinity for the melt with additives is higher than that in the bulk pure polymer. However, as time proceeds, the crystal growth for the pure polymer system catches up. The rate of growth becomes slower for the nanocomposite polymers and the severity of this slow-down increases with the decreasing nanoparticle size. That is the growth rate decreases with the decreasing particle size. This is a clear sign of two-tier crystallization reported in some experiments \[\text{e.g. ref. 13}\]. For cubic particles, we see substantial two-tier crystallization, whereas this seems to be absent for spherical particles. This two-tier crystallization is also stronger at this higher volume fraction than that observed at \(\varphi = 0.84\%\). The slow-down in growth caused by increasing the volume fraction is somehow counter-intuitive, as one expects a higher crystallinity as the available additive surface-induced crystallization increases. We will explain the mechanism of this two-tier crystallization process in the Discussion section.

The ensemble average square radius of gyration is defined in eqn (6):

\[
\langle R_g^2 \rangle = \left( \frac{\sum m_i | \mathbf{r}_i - \mathbf{r}_c |^2}{\sum m_i} \right)
\]

where \(\mathbf{r}_i\) is the position vector of the \(i^{th}\) united atom on the molecule and \(\mathbf{r}_c\) is the position vector of the centre of mass of the molecule. The angled brackets denote the ensemble average (averaged over all molecules and time). To understand this counterintuitive behaviour, we have plotted the radius of gyration of the polymer with both cubic and spherical nanoparticle systems in Fig. 4. As the system crystallises, \(R_g^2\) increases (due to the extension of the molecule). It is interesting to note that \(R_g^2\) at the beginning in the melt state is very similar for all cases. However, as the system crystallizes, it becomes harder for molecules embedded with smaller nanoparticles to extend. Previous research suggests that molecular extension of polymers is a prerequisite for nucleus formation. We have plotted the final crystallinity after 56 ns for nanocomposite melts (\(\varphi = 6.75\%\)) with spherical and cubic additive particles in Fig. 5, which shows that the final crystallinity increases with the particle size. However, a plateau emerges for additive sizes \(D > \sim 4-7\) nm. For all sizes, the final crystallinity is much higher for nanocomposite polymers with cubic additive nanoparticles than for those with spherical ones of similar sizes. This shape-dependent difference in the final crystallinity is more pronounced for smaller particles.

### 3.2 Effect of volume fraction on crystallization

To understand the effect of volume fraction, we conducted simulations for nanocomposite polymers with spherical and...
cubic additives. In both cases, we kept the size of the nanoparticles almost the same and varied the simulation box size, so that volume fraction values of 2.31–19.27% were achieved for nanocomposite systems with spherical and cubic nanoparticles. The nominal particle size for spherical and cubic additives, respectively, was 5.5 nm and 4.5 nm. The crystallization plots for these systems are shown in Fig. 6a for spherical and in Fig. 6b for cubic additives. We can see that for both cases, the rate of growth and final crystallinity decreases when increasing the volume fraction. The effect is much more significant for the spherical particles. For cubic additives, a two-tier crystallization effect, where at early stages of crystallization the polymer with additives shows higher crystallinity, indicates that the presence of additives facilitates nucleation and growth. However, as time passes and crystallization grows the nanocomposite polymer systems with cubic additives show a slow-down in growth, whereas for the pure polymer crystallization continues at the same pace. The final crystallinity, as a function of volume fraction, is shown in Fig. 7. The results are shown for both the cubic and spherical additives and demonstrate that the final crystallinity decreases when increasing the volume fraction. Furthermore, again, nanocomposite systems with cubic particles show a higher final crystallinity than those with spherical particles. The difference between the cubic and spherical systems widens as the volume fraction increases; that is at lower volume fractions (~2–3%) the difference is minor.

3.3 Effect of particle shape

3.3.1 Comparing particles at the same volume fractions.

We showed in the previous sections that at a volume fraction of 6.75% cubic particles had a higher final crystallinity than spherical particles (see Fig. 5) of comparable sizes. To evaluate the effect of particle shape on crystallization, we have calculated the crystallinity as a function of time for spherical and cubic particles at the same volume fraction, for two other values. The results for the two different volume fractions of 2% and 0.43% are shown in Fig. 8. We can see from these figures that in both cases, the rate of growth and final crystallinity is higher for the cubic particles. However, the effect is more pronounced at a higher volume fraction of 2%. This is consistent with the results shown in Fig. 7, where a more significant difference in the final crystallinity was observed at higher volume fractions.

3.3.2 Comparing particles of the same surface area.

Considering simulation results shown for the effect of particle size and volume fraction, the effect of the shape can truly be seen when cubic and spherical particles are also compared at the same volume fraction and either size or surface area (since a cubic particle has a larger surface area than a spherical one of the same size). Therefore to evaluate the effect of the particle shape, we consider the simulations for two cases, of almost the
same volume fraction and surface area for the two different particle shapes. We have compared spherical and cubic particles of almost the same surface areas of 160 and 200 nm² at the same volume fraction of 6.75%. These results are shown in Fig. 9. The particle sizes are also shown on these plots and range between 5.13 and 7.93 nm. These larger particles are chosen for their distinct shape difference (see Fig. 2) so that the effect of shape can be observed. We can see from these plots that the cubic particles of the same volume fraction and surface area lead to a more significant growth rate and final crystallinity than the spherical particles.

3.3.3 Evaluating local crystallinity. The results shown so far provide a picture of overall crystallization kinetics; however, they do not provide a picture of local crystal development. This information is essential to understand the phenomena we have seen so far in terms of the effects of particles size, shape, and volume fraction. Molecular simulations can provide unprecedented spatial–temporal resolution of crystallinity development, an insight which is very challenging to achieve in experiments.

To obtain the local crystallinity, we have calculated the degree of crystallinity and other local properties by dividing the simulation domain into a number of volumetric cells. The number of cells is chosen so that several atoms on average fall in the cell for good statistics.

Fig. 10 shows the plot of iso-surfaces of 90% crystallinity ($g_2/C_2^0 = 0.9$) for pure and composite polymers with cubic and spherical additive nanoparticles of the same size (~6.4 nm) and different volume fraction (6.75% for spherical and 12.5% for cubic additives) at different times during crystallization. These results show nucleation sites as they grow into fully crystalline regions and have not been reported in such detail before. We can see that as the time progresses, for the pure polymer these nucleation sites grow homogeneously and are randomly distributed across the simulation domain. For the composite systems, in the case of spherical additives, the crystalline regions form away from the additive particle and in the free
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Fig. 8 Effect of shape on crystallinity versus time is revealed by comparing it for cubic (solid blue lines) and spherical (black dash-dot-dot lines) nanoparticles at two different volume fractions of $\varphi = 2.0$ and 0.85%. The size of each particle is also shown in each case.

Fig. 9 Effect of shape on the kinetics of crystallization is revealed by comparing the results for the cubic (solid blue lines) and spherical (black dash-dot-dot lines) particles of the same surface areas. The results are shown for two different surface area values of 160 and 200 nm². The size of each particle is also shown in each case. In both cases, the spherical and cubic particles have the same volume fraction of 6.75%.
space available for the polymer molecules. In contrast for the cubic additive, the crystal grows near the flat surfaces of the additive particle. Fig. 11 shows slices of the final crystallinity contour plots at the centre of the simulation box again for three systems of pure and composite polymers. In this case, the composite polymers have the same volume fraction of \(\text{C}_24\) 6.75%.
and different particle sizes of ~4.5 and ~5.5 nm for cubic and spherical additive particles. Again we observe that crystalline regions (red colour) form near the surface of the cubic additive and away from the spherical particles. These pictures clearly show that the crystallization is frustrated by the curvature of the spherical particles and enhanced by the flat surfaces of the cubic particles. Furthermore, crystalline domains for the composite polymer with spherical particles are smaller than those for cubic additives, another indication that the shape of particles impacts the morphology. The slice of the crystallinity contour for the pure polymer in Fig. 11 shows much bigger regions of crystalline domains which are randomly distributed.

3.3.4 Avrami model. The Avrami model given in eqn (4) is used to describe the kinetics of crystallization. To obtain the Avrami constants eqn (4) is rearranged by applying double natural logarithm on both sides of eqn (4) resulting in eqn (7) (note $g_2 = \chi_c$):

$$\ln[-\ln(1 - g_2)] = \ln K(T) + n \ln(t)$$  \hspace{1cm} (7)

The Avrami constants $\ln K(T)$ and $n$ are the Avrami crystal growth function and exponent, respectively, and are determined by plotting $\ln[-\ln(1 - g_2)]$ as a function of $\ln(t)$ in Fig. 12a for the pure polymer with no additives and composite polymers with cubic additives of various sizes and at a volume fraction of $\varphi$ ~ 6.75%. These are for the simulations whose kinetics of crystallization are shown in Fig. 4b. Linear fits are made into three stages of simulation that include stage 1 (non-isothermal, cooling stage, 1.8 ns), stage 2 (1.8–15 ns) which is the isothermal stage where all cubic additives enhanced the crystallization, and stage 3 (15–56 ns) which is the stage at which cubic additives retarded the crystallization. The extracted values for the Avrami exponent, $n$, and Avrami function $\ln K(T)$ are tabulated in Table 2 for the cases shown in Fig. 12a. The results show that both $\ln K(T)$ and $n$ are higher for the pure polymer with no additives in comparison to the nanocomposite polymers. Furthermore, for stage 1 and stage 3, both $\ln K(T)$ and $n$ decrease with the decreasing additive particle size. For stage 2, there is no strong dependence on particle size. Furthermore, the two-tier crystallization can be observed from lower $g_2$ values (lower $\ln[-\ln(1 - g_2)]$) for the pure polymer in stages 1 and 2 and higher $g_2$ values at the end of stage 3. In Fig. 12a we also show $R_\varphi^2$ for the pure polymer and one of the nanocomposite systems. For the nanocomposite system, observation of higher values of $R_\varphi^2$ at the initial two stages of crystallization is consistent with their higher crystalline content. Note that the sharp change in the slope of the Avrami fit in stage 3 for the pure polymer coincides with a sharp increase in $R_\varphi^2$, whereas for the nanocomposite system the rate of increase in $R_\varphi^2$ is much slower.

The fitting to the Avrami model for nanocomposite polymers with spherical particles of various sizes at a volume fraction of $\varphi$ ~ 6.75% is shown in Fig. 12b. Here there is a distinct difference with the cubic particles. The enhanced crystallization seen in stage 2 for nanocomposite polymers with cubic particles is absent here. Note that in stage 2 the $\ln[-\ln(1 - g_2)]$ values for composite systems with spherical particles are almost the same as those for the pure polymer and even lower in some cases. The
behaviour of $R_g^2$ in Fig. 12b for the nanocomposite polymer with spherical particles is very similar to that of the pure polymer up to the beginning of stage 3, where the growth of crystals and molecular extension is severely retarded in the nanocomposite polymer. Here retarded crystallization for some cases begins at stage 2 and extends to stage 3. It is notable that retarded crystallization at stage 3 for spherical particles is more severe than that for the cubic particles. We note that the seeding effect of spherical particles evidenced by enhanced $g_0$ values is only observed at the cooling stage 1. The lack of enhanced crystallization by spherical particles provides strong evidence that the two-tier crystallization depends on the particle shape and most likely will be observed when the additives have flat surfaces.

4 Discussion

4.1 The effect of additive particle size and volume fraction

Clearly, the results here show both crystallization kinetics, and the final crystallinity has a strong dependence on additive size and volume fraction. However, it seems that neither of them on their own are good indicators of the final crystallinity and crystallization kinetics behaviour. We consider the two cases of constant particle size ($D = \sim 5.5$ and $\sim 4.5$ nm) and constant volume fraction ($\sim 6.75\%$) and plot the final crystallinity versus particle size and volume fraction, respectively, in Fig. 13a and b. We can see in Fig. 13a that despite an almost constant size (open symbols) the final crystallinity changes significantly; this is due to a change in volume fraction. On a similar note in Fig. 13b, we can see cases (open symbols) where, despite an almost constant volume fraction, there is a significant change in crystallinity due to changes in particle size. Therefore, neither size nor volume fraction on its own can be used to control crystallinity. Therefore we need to find a measure to capture the combined effects of the size and volume fraction.

Assuming a homogeneous distribution of additive particles, as is the case in our simulations, it is clear that at the same volume fraction, decreasing the particle size regardless of the shape results in smaller spacing between the particles. On the other hand, for the same particle size, increasing the volume fraction reduces the free space between particles. This squeezing action results in lower mobility and impedes molecular extension that is required as a precursor for crystallization.

4.2 Interparticle distance as a function of particle size and volume fraction

We can derive equations for minimum surface-to-surface interparticle free distance $D_{pp}$ for a homogeneous
monodisperse mono-orientational system of cubic particles (shown in Fig. 1a):

$$D_{pp} = D \left( \frac{1}{\sqrt{\phi}} - 1 \right)$$  \hspace{1cm} (8)

Analogous equation for spherical particles is given by:

$$D_{pp} = D \left( \frac{\sqrt{6\phi}}{\pi} - 1 \right)$$  \hspace{1cm} (9)

In the case of $\phi = 6.75\%$, for example, the spacing between the additive particles is $D_{pp} = 0.98D$ for spheres and $D_{pp} = 1.456D$ for cubes, where $D$ is the size of the particle. For the same particle size, one can show:

$$D_{pp\text{sphere}} = D_{pp\text{cube}} \left( \frac{0.806 - \sqrt{\phi}}{1 - \sqrt{\phi}} \right)$$  \hspace{1cm} (10)

That is for the same particle size in the limit $\phi \rightarrow 0$: $(D_{pp\text{sphere}} = 0.806(D_{pp\text{cube}})$. For the maximum possible volume fraction of $\pi/6$ for spheres in our system (note that this differs from the maximum volume fraction of 0.74 for spheres in unbounded systems, e.g. FCC) $(D_{pp\text{sphere}} = 0$.

For $\phi = 6.75\%$ and the same particle size $(D_{pp\text{sphere}} = 0.673(D_{pp\text{cube}}$. That is for the same particle size and volume fraction spherical particles have a significantly smaller minimum interparticle space than their cubic counterparts. Therefore, the big difference in final crystallinity shown in Fig. 5 for cubic and spherical particles may be related to this free interparticle distance.

Eqn (8) and (9) show that when decreasing the particles size, the available interparticle space filled by the melt molecules decreases. We define the normalized interparticle free distance as $D_{pp}' = D_{pp}/R_{ee}$. Where $R_{ee}$ is the fully extended all-trans molecular length (7.62 nm for hexacontane). In the case of $\phi = 6.75\%$, $D_{pp}'$ decreases from 1.04 to 0.33 for spherical particle systems and from 1.24 to 0.38 for cubic ones as the particle size decreases. This means confining the molecules into a smaller space, which results in slower growth. To demonstrate this, we plot the final crystallinity versus normalized interparticle free distance $D_{pp}'$ in Fig. 14. In this plot, we have included the results for constant volume fraction and also constant nanoparticle size cases (discussed in Fig. 13) for both cubic and spherical nanoparticles. This plot reveals a striking pattern where...
everything makes sense in the context of confinement induced slow-down in crystallization. Here, we can see an increase in the final crystallinity as the interparticle free space increases. This pattern of behaviour is regardless of the particle shape, size and volume fraction, and reveals a confinement induced phenomenon and critical spacing where this effect is most prominent.

We can see that for cubic nanoparticles a plateau at \( D_{pp}^{*} \sim 0.75 \) is achieved beyond which no significant effect is observed by increasing the \( D_{pp}^{*} \). For spherical particles, a less distinctive plateau appears to emerge at \( D_{pp}^{*} \sim 1.1 \), and the increase in crystallinity with \( D_{pp}^{*} \) is more gradual. These correspond to a free spacing of 5.7 nm for cubic and 8.32 nm for spherical particles, comparable to the size of a partially folded or fully extended hexacontane molecule. This is the typical size of a lamella that forms in the crystallization of hexacontane. That is, the critical interparticle free space where the confinement-induced phenomenon is expected to emerge depends on the original size of the crystal lamella that forms in the pure polymer (see Movies 1 and 2 in the ESI† for crystallization of pure and nanocomposite polymer systems). Once this interparticle spacing is smaller than this size, confinement induced phenomena will significantly impact the growth rate of the crystal and final amount of crystallinity. We can see from the plots in Fig. 14 that at the same \( D_{pp}^{*} \), cubic particles in the confinement limit (\( D_{pp}^{*} < 1 \)) still lead to higher crystallinity than spherical ones, and particle shape plays an important role. However, for \( D_{pp}^{*} > 1 \), particle shape only has a minor impact on the overall crystallinity.

4.3 Critical volume fraction and particle size for confinement induced crystallization retardation

This significant insight leads us to develop relationships that will be useful as a guide to determine the critical volume fraction for a given nanoparticle size or critical nanoparticle size at a given volume fraction where the confinement-induced phenomenon is expected to retard the crystallization kinetics. Given a pure polymer with a crystal lamella thickness of \( R_c \), one may use eqn (8) to calculate the critical volume fraction \( \phi_{cr-cube} \) for a given cubic particle of size \( D \) by assuming \( D_{pp}^{*} = D_{pp}/R_c \sim 1 \). A similar approach leads to the development of an equation that gives the critical cubic particle size, \( D_{cr-cube} \), for a given volume fraction \( \phi \). This leads to the equations:

\[
\phi_{cr-cube} = \left( \frac{D}{R_c + D} \right)^3
\]  

\[
D_{cr-cube} = \frac{R_c \sqrt{\phi}}{1 - \sqrt{\phi}}
\]

Eqn (11) provides a critical volume fraction for a given particle size \( D \), and eqn (12) provides a critical particle size for a given volume fraction \( \phi \). For \( D < D_{cr-cube} \) and \( \phi > \phi_{cr-cube} \) one would expect confinement induced retardation of crystallization. Analogous equations for critical particle size or volume fraction of spherical particles can be derived, leading to eqn (13) and (14):

\[
\phi_{cr-sphere} = \frac{\pi}{6} \left( \frac{D}{R_c + D} \right)^3
\]

\[
D_{cr-sphere} = \frac{R_c \sqrt{\phi}}{0.806 - \sqrt{\phi}}
\]

These equations provide guidelines for the choice of particle size and volume fraction where confinement effects are expected to retard crystallization. Such information is expected to be valuable in the formulation of nanocomposite polymers and hybrid molecular systems to achieve desirable control of crystallization.

Fitting the results to the Avrami model by using eqn (7), one can extract the Avrami exponent \( n \) and \( \ln K(T) \) for the constant volume fraction and constant particle size discussed in Fig. 4 and 6. We have plotted \( n \) and \( \ln K(T) \) as a function of normalized interparticle distance \( D_{pp}^{*} \) for all cases in Fig. 13. The results are shown for the three stages of crystallization identified in Fig. 12. The results for the pure polymer reveal that for the non-isothermal stage of crystallization the Avrami exponent \( n \) is close to \( \sim 2.2 \), indicating almost 3D growth; however, for the nanocomposite systems, \( n \) is lower than the pure polymer value (see also Table 2). Therefore, we conclude that in stage 1, while the amount of crystallinity is enhanced in the composite polymers, the rate of crystallization and growth is much faster for the pure polymer. The results for \( \ln K(T) \) show a similar pattern. Stage 2, however, shows a much slower growth rate with both \( n \) and \( \ln K(T) \) being much smaller than the stage 1 values. In stage 2, \( n \) and \( \ln K(T) \) show very similar values for the pure and composite systems, and there is no significant dependence on \( D_{pp}^{*} \). This suggests that there is a minimal confinement effect for nanocomposite systems in stage 2. Therefore, we conclude that in the enhanced crystallization stage while the amount of crystallinity is enhanced in composite polymers, the rate of crystallization and growth is almost the same as that in the pure polymer. In stage 3, both \( n \) and \( \ln K(T) \) increase significantly for all polymers; however, the growth rate is much higher for the pure polymer than for nanocomposite systems. Furthermore, both \( n \) and \( \ln K(T) \) increase by increasing the interparticle space \( (D_{pp}^{*}) \). The initial crystalline content for the nanocomposite systems is seeded by the flat surfaces of the cubic additives. However, the faster growth rate in stage 1, and predominantly stage 3, catches up with the surface effects leading to a higher final crystallinity of the pure polymer. Note that it is in stage 3 that the confinement effects for nanocomposite systems kick in (see also \( R_g \) in Fig. 12a) causing a significant slow-down of the crystallization.

We note that in all cases both \( n \) and \( \ln K(T) \) are smaller for the nanocomposite systems; however in the limit, one sees that for \( D_{pp}^{*} \gg 1 \), these values approach those of the pure polymer. For the values shown in Fig. 15 comparing the spherical and cubic particles, it is clear that in most cases, \( \ln K(T) \) and \( n \) are smaller for the cubic particles. This is an indication that the growth dimensionality is restricted more by the cubic particles than the spherical ones. In the limit for \( D_{pp}^{*} \gg 1 \), it is more likely for the spherical particle growth kinetics to be very similar to that of the pure polymer.
4.4 Experimental relevance and future prospects

With the insights obtained from the simulations here, we can explain some of the discrepancies and results reported in the literature. Perhaps the work by Papananou et al. is very relevant to the simulations presented here. They used uncoated spherical silica particles in their work and reported the loading of the particles in a PEO nanocomposite in terms of volume fraction. The results are shown for both cubic and spherical particles and the three stages of crystallization identified in Fig. 12. The results are also shown for the pure polymer without additives for comparison using a single red rhomboid.

Fig. 15 Avrami exponent (n) (left column) and time function, ln(K(T)), (right column) versus normalized free distance $D_0$ for nanocomposite systems (as shown in Fig. 4 and 6) made of various particle sizes and volume fractions. The results are shown for both cubic and spherical particles and the three stages of crystallization identified in Fig. 12. The results are also shown for the pure polymer without additives for comparison using a single red rhomboid.
fraction. They used uncoated silica particles of 14, 37 and 134 nm diameters in their work. For the same particle size, they demonstrated that crystallinity decreases by increasing the volume fraction. They also showed that for the same volume fraction crystallinity decreases with the decreasing particle size. These are all in excellent agreement with our conclusions from the simulation work. Now we consider the applicability of eqn (13) in the context of their experiments. Papananou et al. showed that for silica nanoparticles of \( D = 134 \) nm \((R = 67 \) nm\) the crystallinity begins to decrease at a volume fraction of \( \varphi \sim 30\% \). The lamella thickness for PEO was reported to be 25 nm.\(^{11}\)

Using eqn (13) for predicting the critical volume fraction for spherical particles \( (R_c = 25 \) nm and \( D = 143 \) nm\), \( \varphi_{cr} \sim 31\% \) can be obtained. This result is in excellent agreement with experimental observation, showing the effectiveness of eqn (13) for predicting critical volume fraction. Using 37 nm silica particles for analysis, the results of Papananou et al. (in Fig. 5a of ref. 21) showed that crystallinity starts decreasing at \( \varphi \sim 10\% \); this is also in good agreement with the predicted value of \( \varphi_{cr} \sim 11\% \) using eqn (13). For the smallest particle of 14 nm the predicted value is \( \varphi_{cr} \sim 2.42\% \); experimental values based on XRD measurement (Fig. S3. Ref. 21) showed reduced crystallinity at \( \varphi \sim 7\% \), so this is also within the range.

In the experiments by Khan et al.\(^3\) for the polyethylene oxide (PEO) nanocomposite with spherical silica particles, a significant decrease by up to \( \sim 40\% \) in crystallinity is observed. They reported a gradual decrease in crystallinity by increasing the \( w\% \) loading from 10% to 60% for \( \sim 25 \) nm size grafted nano-silica particles.\(^{3}\) The size of the core silica particles was \( \sim 15 \) nm and the effective size of the nanoparticles including the grafted PMMA brushes was \( \sim 25 \) nm. Considering that 15 nm silica particles of 2650 kg m\(^{-3}\) density are grafted with 5 nm PMMA of 1170 kg m\(^{-3}\) density, an average density of 1458 kg m\(^{-3}\) is calculated for the grafted \( 25 \) nm silica particles. The 100 kDa (Sigma Aldrich) PEO has a density of 1075 kg m\(^{-3}\) at 80 °C.\(^{32}\) Therefore, these \( w\% \) values roughly translate to 7.37% to 44.2% volume fraction. Using eqn (13) for \( D = 25 \) nm and \( R_c = 25 \) nm, we obtain a \( \varphi_{cr} \sim 6.54\% \) showing that for \( \varphi > 6.54\% \) one would observe confinement induced effects of reduced crystallinity. Therefore we can conclude that in Khan et al.’s experiment\(^3\) the loading of the nanoparticles was above the critical volume fraction limit and confinement effects manifested by crystallization retardation would be observed, a phenomenon that is reported in the experiments.

Zhao et al.\(^{20}\) studied a similar PEO nanocomposite using 14 nm core silica particles grafted with PMMA. They compared the crystallization for 10% and 20% loading. They reported that nanoparticles slow down the crystallization; however the final crystallinity after a long duration of crystallization was comparable. However, crystallinity (compared at the same time) decreased with increased \%\) loading. We note that the cooling method in Khan et al.’s work was slow cooling and considered non-isothermal, whereas Zhao et al. quenched the PEO system in two stages and then crystallized under isothermal conditions. The different cooling method might explain the different results in the final crystallinity reported by Khan et al. and Zhao et al. Our simulations include a fast cooling (non-isothermal) stage followed by isothermal crystallization. Experiments by Papananou et al. used a fast cooling rate of 10 °C min\(^{-1}\) followed by isothermal crystallization, whereas Khan et al.\(^\text{5}\) used a very slow cooling rate of 5 °C h\(^{-1}\) (0.083 °C min\(^{-1}\)) and Zhao et al. used two-stage quenching (first to 70 and then room temperature). Therefore we believe that in terms of the cooling method neither Khan et al.’s nor Zhao et al.’s work is entirely similar to that used in our simulations. However, the cooling method in Papananou et al.’s\(^\text{4}\) work is relatively close to that in our simulations. Such observations highlight the importance of the cooling rate in studying these systems.

The shape dependence of the two-tier crystallization that was discussed above may also explain why this was observed in the crystallization of graphite–nylon6 nanocomposite systems,\(^\text{13}\) where flat surfaces of graphite are expected to promote two-tier crystallization. However, two-tier crystallization was not reported in other experiments with spherical silica nanoparticles. The fact that cubic particles work better than spherical ones in enhancing nucleation and crystallization kinetics at the early stages of crystallization is due to epitaxial and surface curvature effects. This is consistent with the results in molecular simulation of crystallization of hard colloidal particles seeded by concave and convex segments of spherical particles where nucleation was enhanced more by flatter particles (particles with a larger radius).\(^{27}\)

5 Conclusions

The results in our study showed that nanoparticle shape, size and volume fraction affect crystallization kinetics and final crystallinity. We found that the origin of two-tier crystallization is a combination of surface-induced enhancement and confinement induced retardation of crystallization. This phenomenon was shown to depend on particle shape and is most likely seen with nanofilizers with flat surfaces. Furthermore, we demonstrated that the combined effects of nanoparticles size and volume fraction should be considered in formulating the nanocomposite and hybrid molecular systems. These combined effects on crystallization can be measured from the free interparticle space and are predominantly important in the confinement limit, where the free space is less than the original crystal size. We have developed equations for critical size and critical volume fraction of idealised monodisperse homogeneously distributed cubic and spherical nanoparticles, where these confinement effects are expected to be appreciable. While these equations are developed for idealized systems, we showed that they explain some of the results reported in experiments, and the predicted critical volume fraction values were in agreement with some of the results reported in the literature. Therefore these equations can be used as a guide in formulating nanocomposite and hybrid molecular systems for targeted crystalline content. The results also showed that spherical nanoparticles lead to lower crystallinity in comparison to the cubic nanofiliver. This shape dependence observation was most significant in the confinement limit, where interparticle distance was smaller than the natural lamella thickness. The shape effect was independent of the particle size, volume fraction, and surface area, and was driven by different crystallization in regions near the surface of
the particle. By examining local crystallinity and spatial distribution of crystalline regions, we showed that the spherical particles' curvature frustrated the crystallization near the surface and crystal domains were smaller and confined mostly to the interparticle free space.

In contrast, for cubic particles with flat surfaces, crystallization was higher in regions near the surface of particles. Such differences suggested that the morphology of a crystallized polymer would be affected by the shape of particles. Shape induced changes in morphology are an area which should be explored with further simulations.
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