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It is broadly recognised that CO2 capture and storage (CCS) and associated negative emissions technologies

(NETs) are vital tomeeting the Paris agreement target. The hitherto failure to deploy CCS on the required scale

has led to the search for options to improve its economic return. CO2 capture and utilisation (CCU) has been

proposed as an opportunity to generate value from waste CO2 emissions and improve the economic viability

of CCS, with the suggestion of using curtailed renewable energy as a core component of this strategy. This

study sets out to quantify (a) the amount of curtailed renewable energy that is likely to be available in the

coming decades, (b) the amount of fossil CO2 emissions which can be avoided by using this curtailed

energy to convert CO2 to methanol for use as a transport fuel – power-to-fuel, with the counterfactual of

using that curtailed energy to directly remove CO2 from the atmosphere via direct air capture (DAC) and

subsequent underground storage, power-to-DAC. In 2015, the UK curtailed 1277 GWh of renewable

power, or 1.5% of total renewable power generated. Our analysis shows that the level of curtailed energy is

unlikely to increase beyond 2.5% until renewable power accounts for more than 50% of total installed

capacity. This is unlikely to be the case in the UK before 2035. It was found that: (1) power-to-DAC could

achieve 0.23–0.67 tCO2 avoided MWh�1 of curtailed power, and (2) power-to-Fuel could achieve 0.13

tCO2 avoided MWh�1. The power-to-fuel concept was estimated to cost $209 tCO2 avoided
�1 in addition to

requiring an additional $430–660 tCO2 avoided
�1 to finally close the carbon cycle by air capture. The power-

to-DAC concept was found to cost only the $430–660 tCO2 avoided
�1 for air capture. For power-to-fuel to

become profitable, hydrogen prices would need to be less than or equal to $1635 tH2

�1 or methanol prices

must increase to $960 tMeOH
�1. Absent this change in H2 price or methanol value, a subsidy of

approximately $283 tCO2

�1 would be required. A core conclusion of this study is that using (surplus)

renewable energy for direct air capture and CO2 storage is a less costly and more effective option to

mitigate climate change than using this energy to produce methanol to substitute gasoline.
1 Introduction

Whilst the 2015 Paris agreement symbolised the recognition of
climate change as a global issue and achieved political
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consensus to limit its consequences, mainstream climate policy
is yet to evolve to promote the proposed mitigation strategies
required to achieve the agreed well below 2 �C warming (above
pre-industrial levels) target. Integrated assessment models
(IAMs) are reliant on the deployment of CCS and negative
emissions technologies (NETs) to meet this target.1–6 Despite
the prevalence of CCS in all mitigation pathways compliant with
the Paris target, high investment and operating costs, and cross-
chain risks have deterred its deployment at the required scale.7,8

An absence of nancial incentives, policy drivers and/or polit-
ical appetite has compounded the investment challenges of
developing CCS infrastructure. These challenges have driven
the search for means to improve the economic viability of CCS,
one of which is carbon dioxide (CO2) capture and utilisation
(CCU).9,10

The appeal of CCU lies in its alleged potential to valorise CO2

by converting waste emissions into valuable products. CCU
comprises both capture processes from industrial and diffuse
Sustainable Energy Fuels, 2018, 2, 1153–1169 | 1153

http://crossmark.crossref.org/dialog/?doi=10.1039/c8se00061a&domain=pdf&date_stamp=2018-05-25
http://orcid.org/0000-0002-7598-779X
http://orcid.org/0000-0002-3798-7633
http://orcid.org/0000-0002-3831-0691
http://orcid.org/0000-0002-0207-2900
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c8se00061a
https://pubs.rsc.org/en/journals/journal/SE
https://pubs.rsc.org/en/journals/journal/SE?issueid=SE002006


Fig. 1 Conceptual diagrams of the proposed circular economy of power-to-Fuel (left) and power-to-DAC (right) processes.

§ Available power not generated or not supplied to transmission grid.
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CO2 sources, and their direct or indirect utilisation. Approxi-
mately 0.5% of global CO2 emissions is currently utilised,
mostly for enhanced oil recovery (EOR) or the synthesis of urea
and speciality chemicals.11,12 Some routes for CO2 utilisation are
currently commercialised, such as CO2-based polymers.13 It is
further argued that CCU could serve to make CCS more nan-
cially attractive by offsetting investment costs with revenue
from CO2-derived products.13

Decarbonising the transport sector, which accounts for
approximately 14% of total anthropogenic GHG emissions, is
considered difficult because of the multitude of small, mobile
emitters.1 Additionally, with global fuel consumption two
orders of magnitude higher than that of chemicals, CCU for the
production of transport fuels has been promoted as providing
an attractive opportunity for simultaneous value creation and
emissions reduction.7,14 Moreover, owing to the increasing
deployment of intermittent renewable energy sources, it is
argued that renewable energy that would otherwise be curtailed
can be used to operate these CCU processes, with this energy,
available at zero or even negative cost.15

This study sets out to quantify: (a) the amount of curtailed
renewable energy that is likely to be available in the medium
term, (b) the extent to which transport-related CO2 emissions can
be avoided via a power-to-fuel strategy, and (c) to contrast this
with the counterfactual argument of using the otherwise cur-
tailed renewable energy to directly remove CO2 from the atmo-
sphere via a direct air capture (DAC) process. The power-to-fuel
scenario utilises curtailed renewable electricity to produce H2

which is subsequently reacted with CO2 to produce methanol as
a gasoline substitute. The CO2 emissions from the methanol-
powered cars are recycled for the continued production of
methanol via direct air capture (DAC). In contrast, power-to-DAC
uses the electricity to operate a DAC plant which directly removes
CO2 from the atmosphere; the captured CO2 is then permanently
sequestered. Both process are illustrated in Fig. 1.

2 Key enabling factors
2.1 Curtailed renewable energy

While CCS deployment has, as yet, failed to materialise at
scale, mitigation efforts have, however, resulted in an
1154 | Sustainable Energy Fuels, 2018, 2, 1153–1169
increasing penetration of renewables into the electricity
system. The relative unpredictability of their supply poses
risks to grid stability and reliability, and their increased
deployment may see a manifestation of those risks.16 The
various technical requirements for grid stability and security
of supply are discussed elsewhere,17 and are not repeated
here. Surplus generation during low-demand hours and full
storage capacity, coupled with the difficulty of rapidly ramp-
ing (up or down) rm low-carbon electricity generation will
likely see an increase in constraint payments already made to
wind farms to curtail their generation. The opportunity for
developing CO2 utilisation processes using surplus electricity
from intermittent renewables energy sources (iRES) depends
on the quantity of this surplus, which is spatially and
temporally varying. It is therefore helpful to review recent
experience with curtailment of power generation from iRES in
various power systems and curtailment analyses with energy
system models.

Public and research literature do not provide a unique de-
nition for curtailment in power systems. Curtailment levels are
reported as the amount of downwards regulated power from
iRES§ per maximum potential power generation from iRES,18

per total system-wide power generation, or per total electricity
demand.19 These different denitions lead to different numer-
ical value, hence curtailment levels should be compared with
caution.

Curtailment of power generation from iRES is a security
measure required to maintain power system stability and
operability, and to prevent equipment damage.20 The reasons
for curtailment depend on the specic conditions of a given
network with regards to generation, energy storage, and
transmission capacity.21 Oen a surplus of power generation
from iRES or conventional units during periods of low
demand is the cause, but prevention or mitigation of trans-
mission congestion (e.g., in the United States (US) MISO
network) and/or initial lack of transmission capacity (e.g.,
China, US ERCOT) may make curtailment necessary.18,22 As
observed in the Irish power system, exogenous operating
This journal is © The Royal Society of Chemistry 2018
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requirements, e.g., a minimum share of rm reserve capaci-
ty,{ can also result in curtailment of power generation from
iRES.18

iRES are near-zero marginal cost units, consequently,
reduced generation (because of curtailment) is accompanied by
a cost increase for electricity (per MWh).22 However, certain
levels of curtailment can be economically sensible, reducing
start-up cost and cycling for conventional power plants, or
costly balancing mechanisms for transmission system opera-
tion. A dynamic system-wide economic dispatch assessment is
necessary to evaluate the most economical and technically
feasible operational strategy.23

The analysis of historic power system data reveals curtail-
ment levels of below 10% up to iRES penetration levels of 50%
(as a percentage of available iRES power generation) in the UK,
Ireland, and other European countries. A few sources report
levels up to 20% at penetration levels exceeding 60%.22 In some
US and Chinese power networks higher curtailment levels are
observed, increasing above 20% at iRES penetration levels
below 10%. Bird et al., however, show that such historically high
levels in the US were due to transmission bottlenecks and have
since fallen to a range between 2–4%.18 The review18 presents
a study of wind curtailment levels and causes across Europe,
China, and the US for 2013 reports an overall average range of
1–3%. Where renewable energy is curtailed, those generators
who are being constrained off the grid are compensated for this.
For example, during Easter 2016, a total of $5.3 million was
paid to 39 UK wind farms, with constraint prices at $83–225
MWh�1.k**25 Therefore, it is unlikely that this energy will be
available at zero or negative cost to those wishing to use it.

Reduced incidences of curtailment can be achieved through
increased power system exibility, e.g., through increased
energy storage capacity or an expansion/reinforcement of the
existing transmission grid. Changes in the electricity market
and regulatory frameworks, as well as improved forecasting and
dispatch strategies can equally alleviate high curtailment
levels.18 The participation of iRES power generation units in
ancillary services provides additional integration potential. The
provision of upward reserve service requires large amounts of
iRES power to be curtailed pre-emptively, which is not attractive
under current market schemes.26 However, the provision of
downward reserve as well as voltage control in the case of wind
power plants is technically possible and meaningful where
market incentives are given. Additionally, if wind farms operate
in a coordinated way, they may have the potential to provide
secondary frequency control and so further reduce curtailment
levels.26
{ System Non-Synchronous Penetration (SNSP) is the ratio of non-synchronous
generation (wind and HVDC imports) to demand including HVDC exports. This
limit is set to 50% in the Irish power grid in order to maintain grid stability
and operability.

k Using March 2016 exchange rate of $1.4318 per £.

** In Germany, negative costs are currently paid due to policies enforcing the grid
operations to feed in renewables. However, the hours with negative costs have
been reducing in 2016 as well as the average negative cost.24

This journal is © The Royal Society of Chemistry 2018
Besides the analysis of real-word data, the energy systems
modelling community has been studying curtailment in current
and future power systems. A detailed study of the European
electricity system including energy storage capacity expansion
as well as transmission grid re-enforcement with the ReMix
model reveals that even at penetration levels of 40–50% of iRES
capacity not more than 1% of annual power demand is cur-
tailed.19 As the iRES share increases to 60%, curtailment levels
remain below 25% of annual power demand. It is observed that
curtailment levels increase more rapidly in solar-dominated
power systems. The PLEXOS model has been used to explore
wind curtailment in a potential 2020 Irish power system.27 The
study reports transmission constraints as the primary driver of
curtailment and nds a reduction in curtailment levels from 14
to 7% as reserve requirements (SNSP) are adjusted. Several
measures are being pursued to minimise curtailment in
regional power systems: automatic generation control28 and
expansion of the energy imbalance market,29 amongst others, in
California; grid expansion and award of priority to clean power
feed in China;30 exibilisation of conventional power plants and
expansion of regional transmission networks in Denmark;31 etc.
These will serve to keep curtailment at or below contemporary
levels. Thus, whilst it is evident that instances of surplus
renewable energy have existed in different regions, going
forward, curtailment is likely to be reduced.

We now present an iRES power curtailment analysis with the
Electricity Systems Optimisation (ESO) modelling framework.23

The ESO model is a hybrid capacity expansion and unit
commitment model based on a total cost minimising mixed-
integer linear program. The ESO model determines the
optimal dispatch strategy on a hourly scale for one year without
foreknowledge. The high temporal resolution combined with
the detailed unit-wise representation of thermal, iRES, and
energy storage technologies makes the ESO model well suited
for analysis. As the national transmission grid is not considered
in this model, the derived curtailment levels are due to demand-
supply imbalances, technical operational constraints, and
ancillary service constraints. The ESO model is parametrised to
the power systems of the United Kingdom (UK) based on
projections for 2030.32

Similarly to previous studies, the analysis with the ESO
model conrms low levels of curtailment of power generation
from iRES as percentage of available iRES power generation at
iRES penetration levels below 40%. Fig. 2 illustrates iRES power
curtailment as a function of their penetration as output from
the ESOmodel. We nd that only at penetration levels above 50–
60% do curtailment levels of greater than 2.5% occur. In a UK
context, these values convert to an annual total of 11–77 TWh,
approximately 3–19% of electricity demand in 2030. Based on
BEIS0 reference scenario and the CCC's central scenario of the
UK's electricity generation mix, it is unlikely that the share of
intermittent renewables will reach such levels by 2035.38,39

Fig. 3 explores the optimal dispatch strategy for two sample
days in the 2030 UK power system as determined with the ESO
model. We can follow the individual power unit operation,
storage charging and discharging, shown here aggregated by
fuel type. In the 24 hour sequence on the le hand-side, no iRES
Sustainable Energy Fuels, 2018, 2, 1153–1169 | 1155
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Fig. 2 Curtailment of intermittent renewable energy sources (iRES),
i.e., onshore wind, offshore wind, solar, as a function of the iRES
capacity share in a potential 2030 power system of the United
Kingdom. Curtailment (blue, left y-axis) and energy surplus (green,
right y-axis) data is obtained with the Electricity System Optimisation
(ESO) model,23,33 which determines optimal electricity dispatch
strategy hourly for one year, and does not take transmission
constraints into account. Availability data for iRES are taken from ref.
34–36. Curtailment data point for 2016 is derived from National Grid's
monthly balancing service reports throughout 2016 referring to total
constrained volume including non-iRES fuel types.37
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generated power is curtailed; in the night time, however, energy
storage is charged with excess power from onshore and offshore
wind power. In the sample day on the right hand-side, power
availability from iRES is high and again energy storage is uti-
lised. However, as the maximum storage capacity is reached
a curtailment of iRES power is economically sensible, avoiding
the turn-down/shut-down of nuclear power stations. Overall, we
observe higher curtailment levels at night times than during the
day. Flexibility of operation is therefore crucial for a process
seeking to utilise this surplus electricity. Consequently, several
technical/engineering challenges arise. These are discussed in
detail in Section 5.

The ESO modelling framework provides the cost-optimal
dispatch pattern for electricity generation, but does not
Fig. 3 Optimal dispatch strategy for power generation and storage
units in a 2030 UK power system based on the ESO model at an iRES
penetration level of 55% of total capacity. The right hand-side sample
day operation illustrates an iRES power curtailment event due to
excess iRES power generation and the lack of available energy storage
capacity. The dashed line represents the maximum storage capacity
available which must not be exceeded.

1156 | Sustainable Energy Fuels, 2018, 2, 1153–1169
account for lack of grid operator expertise or grid congestion.
There is evidence for the UK that constraint payments are still
being made to wind farm operators to turn-down their genera-
tion, implying that accounting grid congestion and operator
expertise are important in reliably predicting the extent to
which renewable energy might be curtailed in the future. Cur-
tailed power, therefore, will remain a limited resource for the
foreseeable future which should be used in the most efficient
way to maximise climate change mitigation.40 The present
studies focuses on power-to-methanol and power-to-DAC as two
options for direct and indirect emission-reductions of the
transportation sector. In practice, these routes will further have
to compete with grid expansion and other options to utilize
electricity (e.g., power-to-heat).40

2.2 Non-fossil CO2

Without nal capture and reuse of the CO2 arising from
combustion, the production of CO2-derived methanol requires
the continued extraction of fossil fuels, thus locking us into
partial decarbonisation scenarios, quite at odds with the Paris
agreement. It is therefore vital that the carbon cycle is closed,
and that these emissions are captured and reused. The direct air
capture of CO2 is potentially well-suited for this task. Further-
more, its prospective ease of scale-up (in the case of increased
curtailment) owing to its potentially modular nature41–43

provides an added advantage.
Direct removal of CO2 from the air bears similarities to post-

combustion capture processes employed by CCS technologies
as both are based on chemical absorption. The lower concen-
trations of CO2 in air compared to power plant exhaust gases
(0.04% and 3–12%, respectively) result in an increased energy
cost of capture and render amine solvents unsuitable as they
react with the CO2 in air too slowly.

The majority of academic literature on DAC focuses on
hydroxide-based capture, oen using sodium or potassium
hydroxide as a capture solution. Energetic analyses of proposed
DAC technologies specify a wide range of energy costs for
capture ranging from 6.7 to 22.7 GJ tCO2

�1, with the upper
bound estimates bringing the technical and economic feasi-
bility of the process into question.42,44–47

In this study, the DAC plant assumes a potassium hydroxide
(KOH) process, as previously described by Keith48 et al. and
Baciocchi.45 It is illustrated in Fig. 4. KOH solution is contacted
with ambient air in an absorber where it reacts with the CO2 in
the air to form a carbonate, K2CO3. Calcium carbonate fed into
Fig. 4 Chemical reactions involved in the capture of CO2 directly from
the atmosphere using a potassium hydroxide (KOH) solution.42

This journal is © The Royal Society of Chemistry 2018
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Table 1 Energy requirements for the lower-bound (carbon engineering) and upper-bound (APS report) direct air capture technologies
considered in this work

Technology
Heat requirement
(GJ tCO2

�1)
Electricity requirement
(GJ tCO2

�1)
Primary energy requirement
(GJ tCO2

�1)
Cost
($ tCO2 avoided

�1)

Carbon engineering42 — 5.4 6.7 Not provided
APS report47 6.10 1.78 12.58 610–780
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a kiln is then calcined at 900–1000 �C to produce calcium oxide
(CaO) which is subsequently hydrated to obtain calcium
hydroxide (Ca(OH)2). CO2 is produced as a result and is sepa-
rated for sequestration or CCU purposes. The Ca(OH)2
produced is reacted with K2CO3 to regenerate the capture
solution and the cycle is repeated. A high-grade heat input to
the kiln is required by the process shown in Fig. 4. The
produced CO2 stream is available at approximately 900 �C – heat
is therefore recovered and used to generate electricity which
meets the outstanding energy needs of the plant.42 This process
can be operated using either natural gas or electricity only.42 As
only curtailed electricity is assumed to be available in this study,
an electricity-driven DAC plant is assumed.††

DAC technology is still in the early stages of research and
development, and thus evaluating a potential range of energy
costs is vital. The lower and upper bound values used in this
work were taken from the Carbon Engineering DAC pilot
project42 and a process design proposed by the American
Physical Society, respectively. These processes were selected
owing to availability of adequate information for this analysis.
Both designs employ hydroxide-based capture as described by
Fig. 4. Their heat, electricity and equivalent primary energy
requirements are provided in Table 1.
Table 2 Performance data of conventional alkaline water (AE) and
proton-exchange membrane (PEM) electrolyser modules

Specications AE51 PEM49,51 Unit

Cell temperature 60–80 50–80 �C
Cell pressure <30 <30 bara
Efficiency (HHV basis) 72% 60% —
2.3 Green hydrogen

Conventionally, hydrogen is obtained by steam reforming of
methane/natural gas. However, to minimise the lifecycle
emissions associated with the power-to-fuel process,
hydrogen must be obtained from a renewable source. The
production of electrolytic hydrogen uses a commercially
available technology that can be powered with renewable
energy. The theoretical energy demand of the electrolyser is
equal to the reaction enthalpy, DH. It comprises the changes
in Gibbs free energy and entropy, DG and DT.S, which
represent the electricity and heat requirements, respectively,
hence increases with temperature. In reality a considerable
amount of electrical energy is usually converted into heat
energy, due to joule heating of the electrical current which
ows through the cell.49 DG therefore decreases with
increasing operating temperature.50 In this study, curtailed
renewable electricity is the selected energy source, hence
lower temperature processes are economically favourable.
Consequently, low temperature electrolysers (LTEs) have been
†† The process described in the APS report (see Table 1) requires both heat and
electricity. For the purpose of this study, an electricity-to-heat conversion
efficiency of 45% has been taken into account.

This journal is © The Royal Society of Chemistry 2018
used in this study. The most common LTEs are alkaline water
(AE) and proton-exchange membrane (PEM) electrolysers.
Their operating parameters are provided in Table 2.

The relative simplicity of AEs results in the relatively low
capital and operating cost compared to PEMs.49 The limited H2

production rate by PEMs makes AEs doubly advantageous hence
they have been used in this study. In alkaline water electrolysis,
two electrodes are submerged in a NaOH or KOH solution
separated by a membrane, which is only permeable to water and
hydroxide. Hydrogen forms at the cathode when electrons are
supplied by an external power source. The remaining hydroxide
ions migrate through the cell membrane to the anode. A disad-
vantage of this set-up is the considerable ohmic losses that occur
when the electrical current passes through the cell. Furthermore,
the membrane limits the maximum current density. Since the
separation efficiency of the membrane is not perfect, minor
amounts of oxygen will diffuse back into the cathode chamber
where it reacts with H2 to reform water, thereby reducing the
process efficiency. Hydrogen diffusion back into the anode
chamber occurs especially at lower loads (<40%).52 This results in
lower system dynamics, which may be a major drawback given
the uctuating nature of the wind energy supplied. However,
modern AEs such as the A-range series from NEL hydrogen are
optimised to run with wind energy and hence allow exible,
efficient and safe operation across the operating range of 15–
100% of the maximum capacity.53

Taking into account the energy dissipated due to system irre-
versibilities, the molar energy consumption for hydrogen
production is 378.9 kJ mol�1 (4.7 kW h N�1 m�3 or 189.5
MJ kg�1).54 Recent breakthroughs have however improved the
efficiency of alkaline water electrolysers. The NEL A-485
manufactured by NEL hydrogen can produce 99.9% (�0.1%)
purity H2 at 485 N m3 h�1 with a DC power consumption of just
3.8 kW h N�1 m�3.53
Capacity per module <2300 <130 —
Specic energy
consumption

3.8–7.0 4.5–7.5 kW h N�1 m�3

Production rate <760 <10 N m3 h�1

Sustainable Energy Fuels, 2018, 2, 1153–1169 | 1157

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c8se00061a


Sustainable Energy & Fuels Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
A

pr
il 

20
18

. D
ow

nl
oa

de
d 

on
 8

/1
/2

02
5 

7:
41

:0
5 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
3 Power-to-fuel
3.1 Methanol as a fuel

The methanol economy, as proposed by Asinger55 and later by
Olah,56,57 presents methanol as a ready substitute for trans-
port fuels, suitable energy storage medium and raw material
for the production of synthetic hydrocarbons. In internal
combustion engines (ICEs), methanol can be used either as
a fuel-blend or as a dedicated (100%) fuel, in both spark
ignition (SI) and compression ignition (CI) operating modes.
While its relative ease of handling at ambient conditions and
suitability for ICEs with little modications are advanta-
geous, clarity on the amount of methanol required to displace
fuel for a given purpose is crucial to understanding its
potential.

Table 3 highlights the properties of both fuels. While
methanol is denser and emits 1.7 kgCO2

kgfuel
�1 less than

gasoline, it is inferior if energy density is considered. To
determine the amount of methanol needed to displace gasoline,
the energy normalisation factor (ENF) and volume normal-
isation factor (VNF), dened below, are employed:

ENF ¼ LHVgasoline

LHVmethanol

¼ 2:35; (1)

VNF ¼ rgasoline

rmethanol

¼ 0:95: (2)

The equivalence of methanol and gasoline is given by
a product of the above, i.e. for each litre of gasoline consumed,
2.23 litres of methanol are required to provide the same energy
service. Drivers of methanol cars will therefore have to refuel
more than twice as oen compared to those using gasoline-
powered cars. This puts the carbon intensity of using these
fuels for transport in perspective—while methanol has signi-
cantly lower CO2 emissions (per kg of fuel) compared to gaso-
line, its relatively low energy density means that 3.25 gCO2

more
are emitted per MJ of energy service provided; a 5% increase
relative to the gasoline baseline.

However, there is more to engine performance than simply
the energy content of the fuel. Methanol has a relatively high
octane number (RON ¼ 108.7), high latent heat of vaporisation
(1103 kJ kg�1) and higher oxygen content (50% by mass)
compared to gasoline. Blending it with gasoline therefore
increases the octane number of the fuel-blend, allowing for
higher compression ratios and increased thermal efficiency of
Table 3 Some properties of methanol and gasoline as fuels

Fuel
Mass density
(kg L�1)

Lower heating
(MJ kgfuel

�1)

Methanol 0.79 19.7 (ref. 11)
Gasoline 0.75 46.4 (ref. 11)

a Gasoline typically contains a mixture of C4–C12 hydrocarbons. The com
carbon density of gasoline.

1158 | Sustainable Energy Fuels, 2018, 2, 1153–1169
the system. A study investigating the effect of pure methanol
over a gasoline engine at different compression ratios reported
higher torque output, cylinder output, power output and
specic fuel consumption at higher compression ratios.58 The
high heat of vaporisation leads to a reduction of the tempera-
ture of the incoming fuel–air charge, thus increasing the volu-
metric efficiency and in turn, the power output. The reduced
combustion temperatures can lead to simultaneous low soot
and NOx emissions.59,60 Reduced soot and smoke emissions also
result due to the higher oxygen content. This is particularly
important given contemporary focus on the negative human
health outcomes associated with the use of gasoline and diesel
fuels.

Some issues, however, arise in the use of methanol in
internal combustion engines. Its low vapour pressure and high
latent heat of vaporisation cause cold start difficulties at low
ambient and in-cylinder temperatures, therefore a glow-plug or
ignition enhancer is needed.61 Furthermore, the low lubricity of
alcohols, and corrosion susceptibility of metals in alcohols,
make fuel additives necessary. Emissions of formaldehyde,
acetaldehyde and any unburned methanol are also not suffi-
ciently understood, thus present potential health risks.

In addition, the requirement to carry increased weight will
reduce vehicle fuel efficiency.62 A 60 L fuel tank can hold 45 kg of
gasoline which can provide approximately 2000 MJ (LHV basis).
In contrast, 97 kg of methanol are needed to provide the same
energy service. The increased weight of methanol needed to
substitute a gasoline-provided energy service will therefore
result in a fuel efficiency loss. A study into the effects of
oxygenates on vehicle performance observed that they led to an
efficiency increase of 5% for a car running on 5%methanol and
95% unleaded gasoline (M5).63 Bardaie and Janius, who inves-
tigated the effects of alcohol usage in spark-ignition engines,
however observed a power loss of 4–5% for a car running on
100% methanol (M100).64

Of the energy available from the fuel, only about 25% actu-
ally gets applied to moving a car (with a gasoline ICE) or
running the accessories, the rest is lost to the exhaust gases,
coolant, and friction, as illustrated in Fig. 5.65 A reduction in the
associated energy losses by ICEs will serve to minimise fuel
consumption and improve process efficiency in the future. This
conversion ratio has however been assumed for the M100
methanol car in this study (Fig. 6).

On balance, therefore, substituting methanol for gasoline in
vehicles will result in a 5% increase in CO2 emissions per energy
service delivered.
value Carbon density
(kgCO2

kgfuel
�1)

Carbon density
(kgCO2

MJ�1)

1.375 0.070
3.088a 0.067

bustion characteristics of octane (C8H18) have been used to estimate the

This journal is © The Royal Society of Chemistry 2018
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Fig. 5 Sankey diagram showing the energy losses associated with
converting chemical energy in gasoline to effective power in an
internal combustion engine.
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3.2 Methanol production

Methanol synthesis is a commercially viable but mature
process. Some reviews covering the development (potential) of
this process have been published over the recent years.66–68

However, since the process is mature, most research activity
relating to methanol revolves around methanol fuel cells,69,70

the production of methanol from CO2,71–74 as in this study, the
reforming of methanol,75,76 its use in the synthesis of bio-diesel
fuel,77,78 its blending properties for fuel blends such as M10,79–81

and its transformation in downstream processes into olens82,83

and ultimately, gasoline.84,85 China certainly has adopted
methanol as a key platform chemical and has become the
largest producer – and consumer – of methanol in the world.

Methanol can be produced via the catalytic hydrogenation of
CO2. There are two main reaction pathways – one in which
methanol is directly produced according to eqn (3), and
Fig. 6 Simplified representation of the power-to-fuel process showing t
and energy consumption are drawn to scale relative to the initial water
respectively. Due to the very large flow rates of air required by the direct a
of the figure.

This journal is © The Royal Society of Chemistry 2018
a second in which CO produced via the reverse water gas shi
(RWGS) reaction is subsequently hydrogenated to produce
CH3OH, according to eqn (4) and (5), respectively.72

CO2 þ 3H2 ���������������!DH298 K¼�49:47 kJ mol�1
CH3OHþH2O (3)

CO2 þH2 ���������������!DH298 K ¼ 41:14 kJ mol�1
COþH2O (4)

COþ 2H2 ���������������!DH298 K¼�90:64 kJ mol�1
CH3OH (5)

An appropriate catalyst needs to be chosen to maximise the
CO2 yield by enhancing the reaction shown in eqn (3) and
inhibiting the reaction represented by eqn (4). This would also
serve to reduce the operating costs of the process due to reduced
recycle. It has been shown that CO2 and H2 react directly to form
CH3OH over commercially-available CuO/ZnO/Al2O3 catalyst
without signicant production of CO as an intermediate.86

There have been several studies of the production of meth-
anol through catalytic hydrogenation of CO2.54,87–89 The process
designed by Rihko-Struckmann et al. makes the same design
choices described above, i.e. alkaline water electrolysers and
CuO/ZnO/Al2O3 catalyst, and has been used as the reference
process for this work. Fresh CO2 and electrolytic hydrogen,
which are available at ambient pressure, are compressed to 50
bar before being sent to four adiabatic reactor units in cascade
with intercooling. Equilibrium conversion with the dened
stoichiometric reactions (eqn (3)–(5)) was assumed. The
selected pressure and temperature ranges corresponded to
typical industrial conditions for low pressure methanol
synthesis.54
3.3 Closing the loop

To avoid the partial decarbonisation scenarios discussed earlier
and close the CO2 loop, the CO2 emissions from the methanol-
powered cars must be recaptured and reused. A DAC plant is
used to concentrate the atmospheric CO2 contributed by the
cars to high-purity CO2 feedstock for methanol production by
the process described in Section 3.2.
he mass and energy balances for each unit process. All mass flow rates
consumption by the electrolyser and energy input to the electrolyser,
ir capture plant, they have not been drawn to scale for the sake of clarity
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Table 4 Energy and mass balances for the production of 1 tonne of methanol via the power-to-fuel process

Hydrogen plant Methanol plant Methanol car Direct air capture plant

In Out In Out In Out In Out

Flow rate (t y�1)
H2O 1.76 0.08
H2 0.20 0.20
O2 1.57 0.48
CH3OH 1.00 1.00
CO2 1.44 0.06 1.38 1.38
Air 28.2 26.8

Energy (MWh y�1)
Electricity 10.31 1.34 2.06
Heat 3.92 0.25
Effective power 1.37
Losses (exhaust, coolant, friction) 4.10
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4 Power-to-DAC

Many studies have concluded that mitigation options such as
CCS can only become economically-viable through a combina-
tion of policy measures and technological advancement.90 CCU,
by adding commercial value to CO2 emissions, is asserted to be
able to overcome these challenges. However, the sub-processes
involved in the power-to-fuel process described above (elec-
trolysis, methanol production, transport) incur energy losses
across the value chain. In addition, a substantial amount of
energy is required to recapture the exhaust CO2 from the
atmosphere. Here, the counterfactual of using curtailed wind to
directly operate a DAC plant and subsequent storage is
considered in order to evaluate the mitigation impact of using
renewable energy to operate a DAC process and compare to that
of a CCU process.

5 Results and discussion
5.1 The UK as a case study

It is estimated that 1277 GWh of wind power was curtailed in
the UK in 2015.91 This has been used as the basis for the
following analysis. The ESO model implies that, unless iRES
deployment is increased to over 50% of peak demand, the
availability of curtailed renewable electricity is not likely to
signicantly increase. A near-term ramping of iRES capacity is
unlikely owing to the associated grid stability and reliability
issues. Additionally, current plans are to expand the UK's
interconnection capacity.92 This expansion will provide further
exibility to the grid and thus minimise curtailment. Should
iRES penetration reach the levels required to see surplus
electricity availability, the ESO model suggests that this will be
for a few hours per day. This means that the various elements
of the power-to-fuel and power-to-DAC processes will be
required to operate in a exible manner, and at low capacity
factors, posing additional technical and economic challenges.
One such challenge will be for the kiln in the DAC plant.
Calcination of CaCO3 occurs at 900 �C in the kiln. The repeated
cooling and heating of the kiln due to intermittent energy
1160 | Sustainable Energy Fuels, 2018, 2, 1153–1169
supply will be a source of efficiency loss and may threaten
process stability. Therefore, if this course of action is to be
pursued, it will be vital to design DAC processes so as to ensure
their suitability for this kind of intermittent operation.
Furthermore, a plant solely dependent on intermittent energy
supply to operate will require labour arrangements that differ
from conventional practice.

Table 4 shows the mass and energy balances for the
production of a tonne of methanol annually via the power-to-
fuel process, assuming 1277 GWh y�1 of renewable electricity
remain available and the lower-bound energy consumption of
5.4 GJe tCO2

�1 for the DAC technology. The arrow widths are
scaled to the amount of mass or energy ow required relative to
the water and energy input to the electrolysers, respectively. Due
to the dilute nature of CO2 in air, large volumes of air are
needed to capture a substantial amount of CO2. To recapture
the CO2 emitted by the methanol cars, 17 000 m3 tCO2

�1 and
27 000 m3 tCO2

�1 of air are required by the lower- and upper-
bound DAC technologies considered, which have capture effi-
ciencies of 80% and 50%, respectively.

Approximately 12 MWh tMeOH
�1 of electricity was required

for methanol production alone, with the bulk of the curtailed
electricity – 89% – being consumed by the electrolysis plant. An
additional 2.1 MWh tMeOH

�1 was required to recapture the CO2

emitted from methanol combustion.
5.2 Mitigation potential

In the UK, gasoline accounts for 33 vol% of transport fuel used
in the UK, resulting in the emission of 40 MtCO2

per year to the
atmosphere.93 Here, a mitigation potential (MP) has been
dened to quantify the prospects of both power-to-fuel and
power-to-DAC processes for avoiding GHG emissions. The MP
for the power-to-fuel process has been dened as the percentage
of gasoline consumption that can be displaced by the produced
methanol (see eqn (6)).

MPpower-to-fuel ¼ methanol produced

UK gasoline consumption
� ENF� VNF (6)
This journal is © The Royal Society of Chemistry 2018
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Fig. 7 Mitigation potential of both power-to-fuel and power-to-DAC
processes in several EU countries: Italy (IT), Ireland (IE), United
Kingdom (GB) and Germany (GE). Curtailment figures were obtained
from: IT,91 IE,97 GB91 and DE.98 Note that many countries do not
differentiate between constraint and curtailment so these figures may
be a sum of both.

Table 5 Typical prices of chemicals in the methanol synthesis process

Chemicals Prices, $ t�1

Fossil CO2
a 37–120 (ref. 101)

Non-fossil CO2
b 450–550 (ref. 47)

Fossil H2 1300–2100 (ref. 102 and 103)
Electrolytic H2 4200 (ref. 104)
CH3OH 450 (ref. 105)

a Fossil CO2 is obtained from a coal plant with post-combustion carbon
capture and storage. b Non-fossil CO2 is obtained from a DAC plant.
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while the mitigation potential for the power-to-DAC process is
dened as the proportion of gasoline-derived CO2 emissions
that can be avoided if the process is implemented.

MPpower-to-DAC ¼ CO2 emissions avoided by DAC plant

UK gasoline-derived emissions
(7)

Thus, 1277 GWh per year of curtailed renewable energy
supports the production of approximately 140 million litres of
methanol annually. This is enough to displace 62 million
litres of gasoline, thereby giving the power-to-fuel process
a MP of 0.37%. Power-to-DAC was found to achieve MP values
of 2.1% and 0.7% for the lower- and upper-bound energy costs
of capture, respectively. Fig. 7 illustrates the mitigation
potential of both processes in terms of number of cars for
which CO2 emissions are avoided. A gasoline-powered car is
assumed to emit 1.3 tCO2

annually.{{ Power-to-DAC can avoid
the direct CO2 emissions of 0.24 to 0.67 million cars annually,
2–6 times greater than that achieved by power-to-fuel – 0.12
million cars. While only the emissions from combustion have
been taken into account in the above analysis, the same
trends have been observed when life cycle analysis (LCA) data
is considered.40,96
5.3 Mitigation costs

Methanol production. The economic feasibility of a specic
chemical process can be determined by examining related
indicators known as economic potentials.99 The level 1
economic potential (EP1) is dened as the ratio of product
values (PV) and feedstock costs (FC):
{{ Based on average CO2 emissions and annual mileage of 121.3 gCO2
km�1 (ref.

94) and 6500 miles,95 respectively, for gasoline-powered cars in England.

This journal is © The Royal Society of Chemistry 2018
EP1 ¼
X

PViX
FCj

(8)

while the level 2 economic potential (EP2) takes energy costs
(EC) into account so that the denition is modied accordingly
as below:

EP2 ¼
X

PVi �
X

ECkX
FCj

(9)

where i, j, k denote the products, required feedstock, and the
number of process equipment, respectively. If EP2 > 1, the
process is deemed economic feasible, and vice versa. For the
catalytic hydrogenation of CO2 to methanol, the selective reac-
tion is as shown in eqn (3), wheremethanol is assumed to be the
only valuable product, and CO2 and H2 are the two raw material
costs that exert a signicant inuence on the economic poten-
tial. Relevant feed and product prices are listed in Table 5;
electricity is assumed to be provided at the same price as that
from a combined cycle gas plant at a cost of $56.4 MWh�1.100 It
has been suggested that surplus electricity will be available at
no cost,15 and that a credit will be available for the mitigation
service provided by these processes. However, constraint
payments of up to $225 MWh�1 have been made to UK wind
farm operators to curtail their generation, thus, it is expected
that they will make this electricity available for utilisation at
a price.25 The values of EP1 and EP2 were calculated at 0.49 and
0.45, respectively. The EP values being considerably lower than
1 indicate the current economic infeasibility of the power-to-
fuel process.

The commercial viability of methanol production was found
to be most sensitive to the hydrogen price. This means that as
opposed to focusing on developing improved catalysts to enable
the cost effective conversion of CO2 to fuels, it is more impor-
tant to focus on developing less costly routes to the production
of green hydrogen. A study evaluating the economic perfor-
mance of a plant producing methanol via CO2 hydrogenation
with electrolytic hydrogen was found to have a negative margin
of $126 million per year.88 This translates to a cost of $209 tCO2

�1

avoided.kk Using this information, a sensitivity analysis was
carried out to determine how the protability of methanol
production changes in different feed and product price
scenarios. Fig. 8 illustrates the methanol prices needed for the
kk Assuming 2014 exchange rate of 1.3285$ per V.
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Fig. 8 Contour plot showing the variation in the price of methanol needed with hydrogen and carbon dioxide prices for the methanol
production plant to breakeven after 20 years. The solid black line indicates the current price of methanol ($450 t�1) and the dashed black line
indicates zero methanol price, i.e. the point below which the breakeven price of methanol is negative. The breakeven methanol price when CO2

is sourced from a coal plant with post-combustion capture (PCC)106 and hydrogen from steammethane reforming (SMR) of natural gas102 is also
highlighted. The breakeven methanol prices for the power-to-fuel process considered in this study (using CO2 via direct air capture (DAC) and
electrolytic hydrogen) are also shown above. Note that a range of prices for fossil-derived H2 and CO2 is available in the literature (see Table 5),
which will slightly alter the breakeven price of methanol.

*** Properties of methane have been assumed for natural gas (HHV of 55.5 MJ
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plant to break-even aer its assumed 20 year lifetime. It is
important to note that intermittent nature of energy supply,
which will increase the capital costs of the methanol production
plant, was not considered in the cited study.

At today's hydrogen and carbon dioxide prices (see Table
5), methanol price must more than double to $960 tMeOH

�1 for
the plant to break even; if carbon dioxide and methanol prices
stayed constant, then the hydrogen price would need to
reduce by a factor of 2.6 to $1635 tH2

�1; if hydrogen and
methanol prices stayed constant, a credit of $283 tCO2 avoided

�1

would need to be provided. Annotated in Fig. 8 is the meth-
anol price if CO2 and H2 were sourced from cheaper alterna-
tive processes, at costs equivalent to CO2 from a post-
combustion capture (PCC) from a power plant and H2 from
the steam reforming of methane (SMR). This would still
require a methanol price of $523 tMeOH

�1, 16% higher than
current prices. It is important to note that both of these
alternatives involve fossil fuel use, hence are contrary to our
objective of maximising the mitigation potential of renewable
electricity.
1162 | Sustainable Energy Fuels, 2018, 2, 1153–1169
Direct air capture. The 2011 APS report presented a techno-
economic assessment for a proposed DAC plant capturing
1 MtCO2

per year. The cost of capture was evaluated to be
$430–550 tCO2

�1.47 The cost per tonne of CO2 avoided, Cavoided,
can be evaluated using eqn (10) below.

Cavoided ¼ Ccapture

1� cQQ� cWW
(10)

where cQ and cW are the carbon intensities of the heat and power
supply (tCO2

GJ�1), respectively, and Q and W are the external
heat and work inputs (GJ tCO2

�1), respectively. All heat and work
requirements are met using curtailed renewable electricity so cW
and cQ are assumed to be zero. Should heat requirements be
met using natural gas, a cQ of 0.02 GJ tCO2

�1 must be taken into
account.*** Using the energy requirements provided in Table 1,
the DAC plant is estimated to incur costs of 430–660 $ tCO2

�1

avoided (see Fig. 9).
kg�1 and complete combustion producing 2.75 kgCO2
kgNG

�1).

This journal is © The Royal Society of Chemistry 2018
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Fig. 9 Costs per tonne of CO2 avoided for the unit processes involved
in the power-to-fuel and power-to-DAC processes. Numbers in red
indicate a financial cost.
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5.4 Process improvements

Co-location of plants. The lower- and upper-bound DAC
technologies considered in this work, when operated using
natural gas, include an air separation unit (ASU) to provide
oxygen (O2) for the oxy-red natural gas combustion. Burning
the natural gas in air would mean a substantial amount of
nitrogen will be present, along with CO2, in the captured
exhaust thus requiring a further post-combustion separation to
obtain pure CO2. The electrolysis plant that provides hydrogen
Fig. 10 Process flow diagram for the power-to-fuel process showing the
line represents the O2 produced by the electrolysers being fed into the

This journal is © The Royal Society of Chemistry 2018
feed into the reactor produces 172 ktO2
annually as a by-product,

which has thus far been assumed to be vented to the atmo-
sphere. The possibility of using the electrolyser as a source of
oxygen for the DAC plant in power-to-fuel was considered as this
would offset some of the energy costs (from the plant's air
separation unit). The DAC plant consumes 72 ktO2

y�1, therefore
using O2 from the electrolyser eliminates the need for an ASU in
the DAC facility. Fig. 10 illustrates the process ow diagram for
the power-to-fuel process if the electrolysis and DAC plants are
co-located. The dashed black line represents the O2 produced by
the electrolysers being fed into the DAC plant for oxy-
combustion with natural gas. The ASU no longer required is
shown in subtle detail (Fig. 11).

Conventional cryogenic air separation consumes 245 kWh tO2

�1

produced.107 Co-location of the electrolysis and DAC plants could
therefore provide energy savings in the range 17–34 GWh y�1 for
the lower and upper bound DAC technologies considered,
respectively, equivalent to 6% of the annual primary energy
consumption by the DAC plants. ASU costs of $10–100 tO2

�1 have
been cited in the literature108 so co-locating the plants can drive
down mitigation costs by $5–48 tCO2

�1.
Direct air capture. The heat required to calcine CaCO3 is

required to be at a temperature greater than �1223 K, practi-
cally necessitating the combustion of a fuel (and this must be
done using an oxy-red system to produce a pure stream of
CO2). Usual practice in the calcium looping cycle for CO2
O2 source if electrolysis and DAC plants are co-located. Dashed black
DAC plant.
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Fig. 11 Proposed heat integration for the direct air capture process proposed in the 2011 APS report.
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capture from a power station would be to integrate a steam cycle
at around 973 K. This very signicantly enhances the process
efficiency. However, in the cycle proposed for CO2 capture from
the air, the exothermic CO2 capture stage occurs at ambient
temperature, effectively slightly increasing the air temperature,
but wasting the opportunity to integrate heat, effectively
throwing away 100% of the high grade heat. The opportunity
exists to potentially operate a steam cycle to reclaim some of the
hydration heat, but this requires pressurisation of the hydrator
– see Appendix 1 for details. Heat integration could potentially
reduce the primary energy demand of the upper-bound DAC
plant to 8.79 GJ tCO2

�1 captured. This could save 157 TJ y�1, or
approximately 30% of the natural gas requirement of the plant.
The reconversion efficiency of the power-to-fuel process is
therefore increased from 33.3% to 36.5% (h is increased from
8.3% to 9.1% if power-to-mobility is considered).

Commercial pursuit of DAC technology has largely focused
on modular units that allow for ease of scale-up.41–43 This,
potentially, creates scope for cost reduction through mass
production. As DAC technology is common to both the power-
to-fuel and the power-to-DAC processes discussed in this
study, their relative costs will be independent of the actual cost
of DAC.
6 Conclusions

CCU is oen proposed as a means improve the economic
viability of CO2 mitigation. To reduce the associated life-cycle
emissions of CO2-based fuels compared to fossil fuels, the
material and energy inputs typically need to be derived from
1164 | Sustainable Energy Fuels, 2018, 2, 1153–1169
renewable sources. CCU processes oen aim to use curtailed
renewable electricity. As the UK electricity system transforms to
meet its decarbonisation target, this study nds that material
levels of curtailment are unlikely at iRES penetration levels of
<50%, which are unlikely before 2035. Furthermore, whilst it is
evident that instances of surplus renewable energy have existed
in different regions, measures being pursued, including the
expansion of regional transmission networks, will serve to keep
curtailment below contemporary levels. The curtailed power is
unlikely to be available at zero cost, as evidenced by the
constraint payments being made to UK wind farms to curtail
their generation. Therefore, arguments basing CCU process
operations only on the use of curtailed iRES are not likely.

However, where curtailed renewable energy does exist, direct
removal of CO2 from the atmosphere via direct air capture
(DAC) can mitigate 2–6 times more CO2 than converting CO2

into methanol, per unit of available energy. On the basis of 1277
GWh y�1 electricity availability, DAC can avoid 0.7–2.1% of
the UK's 2016 gasoline-derived emissions at a cost of $430–660
tCO2 avoided

�1. Using this electricity for methanol production and
subsequent recycling of CO2, however, can avoid 0.37% of
gasoline-derived emissions at a cost of $640–870 tCO2 avoided

�1.
The additional costs incurred by methanol production are
largely due to the cost of H2 feedstock which signicantly
outweigh the revenue frommethanol sale. We nd that in terms
of mitigation potential and costs, power-to-DAC is better than
power-to-fuel in all scenarios. Furthermore, low-pressure
methanol synthesis is a commercially-viable and mature
process.66–68,109 DAC technology, however, is still a novel tech-
nology with current RD&D efforts geared towards developing
This journal is © The Royal Society of Chemistry 2018
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modular systems, providing promise for cost reduction and
scalability. Both power-to-fuel and power-to-DAC processes
would benet from better DAC systems.

Appendix 2 discusses the opportunities for advancement in
methanol synthesis technology and catalysts. It was found that
even if the catalyst is improved to further facilitate methanol
production, the costs of non-fossil CO2 and electrolytic
hydrogen must reduce signicantly for the power-to-fuel
process to be economically feasible.

A core conclusion of this study is that using surplus renew-
able energy to capture CO2 directly from the atmosphere via
DAC is a superior option, both from an environmental and an
economic point of view, to using it to produce methanol for use
as a gasoline substitute. Thus, more CO2 emissions would be
avoided if fossil fuels are further burned and renewable energy
is used for DAC than by converting the captured CO2 into fuels.

This study has focused on the maximum climate change
mitigation that is achievable for a given supply of surplus elec-
tricity. Should curtailed electricity be used, the electrolysis,
methanol and DAC plants must be designed for intermittent
operation, i.e. at low load factors. Consequently, the labour
arrangements will differ from conventional practice in chemical
plants. This could have signicant implications on costs. The
analysis in Fig. 8 illustrates the effects of increased CO2 and H2

prices on the breakeven price of methanol, which determines the
nancial viability of the process. Our analysis neglected the effects
of intermittency and thus presents an optimistic scenario. To
quantify the impact of intermittent operation on capital and
operating costs, detailed design of the individual processes is
needed, which is beyond the scope of this current study. Since
intermittency would affect both power-to-methanol and power-to-
DAC plant, we believe that main ndings of the comparison of
both routes would still remain valid given amore detailed analysis.
7 Implications for policymakers

There are two primary conclusions to this study. First, in any
well-designed and professionally operated electricity system,
the spectre of signicant quantities of curtailed renewable
energy is unlikely to appear in the medium to long term. For
this reason, arguments to support initiatives aimed at utilising
this curtailed renewable energy should be viewed with caution.
Second, in order to avoid lock-in to partial decarbonisation
scenarios, any fossil carbon which is extracted from the geo-
sphere must be promptly returned to the geosphere. In net-zero
and net-negative emission scenarios, processes which seek to
convert carbon to short-lived products – essentially all CO2

utilisation options aside from mineral carbonation – will need
to be coupled with direct air capture or use biomass feedstock to
recapture the CO2 arising from these processes. This has the
consequence that on a technical, economic and climate change
mitigation basis, direct air capture and subsequent CO2 storage
would appear to offer superior value than the conversion of CO2.
Still, policymakers and societies might opt for the less efficient
route via conversion of CO2 due to public acceptance, or
increased energy security. The present study quanties the
This journal is © The Royal Society of Chemistry 2018
corresponding signicant increase in cost and loss in mitiga-
tion efficiency which have to be taken into account.
Appendix 1

The DAC design presented in the APS report has simply
considered the energy requirement for heating CaCO3 from 298
K to around 1223 K, followed by calcination, to achieve the
gure of 6.1 GJ tCO2 captured

�1, with an appropriate kiln efficiency
then assumed on top of this gure (to yield a total of 6.1/hkiln ¼
8.13 GJ tCO2

�1 primary energy requirement). Considering the
owsheet in Fig. 1 carefully, there is the possibility of reclaim-
ing some heat from the exothermic hydration reaction
described in eqn (12). This could be either used to preheat the
CaCO3 entering the kiln or alternatively used to raise steam to
offset some of the on-site electricity costs. Prior to heat inte-
gration, the main reactions are eqn (11) and (12), calcination
and hydration (including relevant temperature changes). To
obtain heat at a sufficiently high temperature for either effective
preheating or electricity generation, the hydration reactor
would have to be pressurized. Here, it has been assumed that
the pressure is maintained at 16.3 bara, corresponding to the
equilibrium pressure for the reaction between CaO and H2O at
973 K. CaO(s) is presumed to be produced at 1223 K, and H2O(l)
is available at ambient temperature, 298 K. All heat exchangers
have been assumed to require 20 K temperature difference.

CaCO3ðsÞð298 KÞ ���������������!
DHr¼þ270:1 kJ molCO2

�1

CaOðsÞð1223 KÞ þ CO2ðgÞð1223 KÞ (11)

CaOðsÞð1223 KÞ þH2OðlÞð298 KÞ ��������������!
DHr¼�39:4 kJ molCaO

�1

CaðOHÞ2ðsÞð973 KÞ (12)

CaðOHÞ2ðsÞð973 KÞ �����������!
DH¼�70:0 kJ mol�1

CaðOHÞ2ðsÞð321 KÞ (13)

H2OðlÞð298 KÞ ������������!
DH¼þ67:8 kJ mol�1

H2OðgÞð953 KÞ (14)

CO2ð1223 KÞ �����������!DH¼�44:0 kJ mol�1
CO2ð344 KÞ (15)

CaCO3ð298 KÞ �����������!DH¼�2:2 kJ mol�1
CaCO3ð324 KÞ (16)

CaCO3ð324 KÞ ������������!DH¼þ44:0 kJ mol�1
CaCO3ð742 KÞ (17)

High temperature calcination (eqn (11)) comprises
majority of the heat requirement of the system. Heat is
available at 973 K via reaction 12, and from the cooling of
Ca(OH)2 from reaction temperature to near ambient temper-
ature, eqn (13). The heat liberated in reaction (14) can be used
to vapourise and preheat water via eqn (16), with the potential
for a small preheat of CaCO3 with any remaining heat from
eqn (16). This would effectively increase the energy available
to produce electricity via reaction (12), and very slightly
decrease the heat requirement for reaction (11). There is of
Sustainable Energy Fuels, 2018, 2, 1153–1169 | 1165
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course heat available from cooling down the hot CO2, which
can be used to further raise the temperature of the CaCO3

which was preheated under eqn (16) via eqn (17). Failure to
integrate with a steam cycle severely limits the heat integra-
tion possibilities of the process.

The scheme above yields a heat requirement of 223.9 kJ and
yields 107.2 kJ of energy to be taken out in a steam cycle. This is
equivalent to 5.08 GJth tCO2

�1 (6.78 GJ tCO2

�1 of primary energy
aer taking into account kiln efficiency) and with electricity
assumed to be produced from the steam cycle with an
efficiency of 40%, yielding 0.97 GJe tCO2

�1, with a net import
0.81 GJe tCO2

�1, requiring 2.01 GJ tCO2

�1 of natural gas to
produce. Overall, this yields a net heat requirement of
8.79 GJ tCO2

�1. The scheme described here is, as far as we can
see, the most heat integrated method possible (and does not
take into account capital costs, which may well be very large). It
is not proposed to consider heat transfer within the KOH part of
the process, since heat recovery from the aqueous solutions will
be challenging, the heat of reaction for the CO2 transfer from
potassium to carbonate is small, and the large air ows will
continually cool the circulating solution to ambient temperature.

If the primary energy requirement of the DAC processes
presented in the APS report47 (upper-bound DAC plant) is
reduced to 8.79 GJ tCO2 captured

�1 via the heat integration pre-
sented above, 157 TJ y�1 could be saved. This is equivalent to
30.2% of the natural gas requirement of the plant. The recon-
version efficiency of the power-to-fuel process is therefore
increased from 33.3% to 36.5% (h is increased from 8.3% to
9.1% if power-to-mobility is considered).

Appendix 2
Research priorities

Methanol synthesis technology opportunities. Typically,
methanol synthesis is carried out in the gas phase in xed-bed
reactors (either near isothermally – Lurgi, or adiabatically – ICI,
Synetix or, following the maximum rate curve – Mitsubishi).
Since the overall methanol synthesis reaction (from CO) is
highly exothermic (DH ¼ �90.84 kJ mol�1) it is very difficult to
control the temperature in these reactors and avoid conse-
quential catalyst deactivation. To overcome this limitation
liquid-phase slurry bubble reactor systems similar to those
employed in Fischer–Tropsch synthesis (also a very exothermic
reaction) could be employed.110 Liquid-phase methanol
synthesis would also allow for facile catalyst exchange. Such
a system was rst demonstrated by Air Products and the US
Department of Energy (LPMEOH™). This would require the
development of highly active colloidal catalyst systems, which is
an ongoing effort.111,112 Another liquid-phase system proposed
and developed by Brookhaven National Laboratory and AMOCO
demonstrated the application of transition metal-based homo-
geneous catalysts (Ni(CO)4-based) – this has signicant safety
implications in terms of catalyst handling. In principle, meth-
anol synthesis at low temperatures may be desirable from an
equilibrium point of view, however a sufficiently large thermal
gradient is required in a commercial process to efficiently
remove the heat of reaction and utilise this heat elsewhere in
1166 | Sustainable Energy Fuels, 2018, 2, 1153–1169
the plant, thus limiting the desirable operating temperature of
methanol synthesis to above, say, 170 �C. One interesting
opportunity would be the operation at very high pressure in
order to afford virtually complete conversion and thus remove
the need for costly recycle.113

Methanol synthesis catalytic opportunities. Since every
chemical process is governed by the performance of the reactor
(up- and downstream processing) and, for a catalytic system, the
performance of the catalyst within, there are still plenty of
opportunities to improve methanol synthesis. A highly-active
research eld in this context is the hydrogenation of CO2

instead of syngas to yield methanol. Many (catalytic)
approaches are being followed and a number of recent reviews
summarise the current state of the art.71,72,114 The fundamental
issue is the cost of capturing CO2 and producing renewable
hydrogen versus that of simply generating syngas. Many techno-
economic analyses have been performed including several life-
cycle assessment studies showing that renewable energy is
required to obtain CO2 savings compared to fossil methanol.88,96

Most analyses also do not project properly how the cost of
methanol would develop and how the logistics would be solved,
let alone the issue of sourcing renewable reducing equivalents
(hydrogen or electrons).114,115

The catalytic holy grail of methanol synthesis is, of course,
the direct partial oxidation of methane to methanol.116 Research
has covered high-temperature systems, which are unlikely to
become commercially viable as it is difficult to exert sufficient
control in radical reactions to afford the required selectivity at
appreciable conversion.117,118 Low temperature synthesis has
been demonstrated with highly acidic systems that can stabilise
methyl groups.119 Industrially this would require costly mate-
rials to deal with the acid nature of the process. Routinely,
biological systems perform this reaction at high turnover
frequencies and room temperature. The enzyme (catalyst)
facilitating this action is methanol mono-oxygenase (MMA).120

Inorganic equivalents bases on Cu and Fe exchanged zeolites
have shown signicant activity and selectivity.121,122 However,
selectivity and yields need to be improved signicantly to give
this approach industrial relevance.
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