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hine-learned theoretical chemical
shifts can closely predict metabolic mixture
signals†

Kengo Ito, ab Yuka Obuchi,b Eisuke Chikayama,ac Yasuhiro Dateab

and Jun Kikuchi *abd

Various chemical shift predictive methodologies have been studied and developed, but there remains the

problem of prediction accuracy. Assigning the NMR signals of metabolic mixtures requires high predictive

performance owing to the complexity of the signals. Here we propose a new predictive tool that combines

quantum chemistry and machine learning. A scaling factor as the objective variable to correct the errors of

2355 theoretical chemical shifts was optimized by exploring 91 machine learning algorithms and using the

partial structure of 150 compounds as explanatory variables. The optimal predictive model gave RMSDs

between experimental and predicted chemical shifts of 0.2177 ppm for d1H and 3.3261 ppm for d13C in

the test data; thus, better accuracy was achieved compared with existing empirical and quantum

chemical methods. The utility of the predictive model was demonstrated by applying it to assignments of

experimental NMR signals of a complex metabolic mixture.
Introduction

Nuclear magnetic resonance (NMR) studies have been under-
going a paradigm shi, from targeted to non-targeted analyses
such as metabolomics,1 because the instrumentation offers
many advantages including structural analysis,2 atomic selec-
tivity,3 easy sample preparation, reproducibility, quanti-
ability,4 and compatibility between instruments, devices, and
databases.5 NMR analysis plays an important role in the iden-
tication of metabolites and evaluation of molecular motion.6

Regarding non-targeted analyses such as NMR-based metab-
olomics, assignment of the detected signals is the most
important process. In general, experimental chemical shi (CS)
databases such as the Biological Magnetic Resonance Data
Bank (BMRB),7,8 Human Metabolome Database (HMDB),9

Madison Metabolomics Consortium Database (MMCD),10

COLMARm,11 SpinAssign,12 and SpinCouple13 are widely used to
assign metabolites in metabolomics studies. These databases
enable annotation and/or identication of the 1H, 13C, and
1H–13C correlation signals in a metabolic mixture based on
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multiple two-dimensional NMR spectra stored on the World
Wide Web. More specically, SpinAssign and SpinCouple are
the only tools for metabolite annotation in both D2O and MeOD
buffer based on d1H, d13C, and spin–spin coupling constants.
Nevertheless, a signicant problem with database annotations
is that many signals remain unassigned in metabolic studies
because the collation of experimental CSs into databases is
difficult due to the vast numbers of metabolites existing in
various samples. In other words, some known metabolites have
not been characterized owing to the considerable experimental
cost and experimental time, and unidentied metabolites are
not registered in NMR databases.

A method that does not depend on experimentation is
necessary to assign the signals from unknown metabolites.
There are two potential ways to tackle this problem, namely,
a simulation approach or a data-driven approach. In simula-
tion, known quantum chemical or quantum mechanical (QM)
calculations can be used to calculate theoretical CSs and spin–
spin coupling constants. Molecular characterization using
theoretical CSs from QM methods has been demonstrated.14

The error in the estimated chemical structures can be revised by
comparison with theoretical and experimental CS data.15,16 The
QM method had been adopted as a signal assignment support
method for identifying metabolites, and its practicality has
been shown in plant,17 algae,18 and human19 metabolomics
studies, although its prediction accuracy remains a major issue.
At high levels of calculation, very accurate theoretical values can
be obtained,20 but the corresponding costs and time are
extremely large. Recently, a density functional theory (DFT)-
based protocol termed MOSS-DFT has been described.21 It
Chem. Sci., 2018, 9, 8213–8220 | 8213
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shows improved prediction accuracy for the CSs of metabolites
using QM, although the corresponding chemical structures are
limited.

Regarding the data-driven approach, a semi-empirical CS
predictive method with high accuracy based on machine
learning (ML) using classical physics and experimental data
from compounds has been developed. NMRShiDB predicts
CSs from the 2D or 3D hierarchical organisation of spherical
environments (HOSE) codes of planar structures; the predicted
CS is the average CS of compounds corresponding to each
partial structure.22 A predictive method using various pieces of
chemical information in an ML algorithm has also been re-
ported.23 The ACD/NMR and Mnova soware packages predict
CSs based on a model developed using an ML algorithm. Spin–
spin coupling constants detected by NMR can also be predicted
with high accuracy by using a QM method.24 The possibility of
improving the accuracy of the predicted spin–spin coupling
constants by combining the QM method and k-nearest neigh-
bour algorithm has also been proposed.25 Although these
methods are constantly improving, the differences between
experimental and predicted values are relatively large owing to
various factors and the fact that signals from natural samples
are complex. Thus, more accurate signal prediction technology
is required for metabolomics studies.

In this study, we have developed a new method, based on
a combination of QM andML, to predict CSs with high accuracy
for the assignment of NMR signals of metabolites (Fig. 1A and
S1†). The aim of this approach was to magnify the advantages of
a physicochemical simulation and a data-driven approach using
QM and ML, respectively. The predictive model was built using
2355 experimental CSs, chemical structural information for 150
compounds, and 91 ML algorithms. The new method was rst
evaluated using a test dataset (778 CSs from 34 compounds)
Fig. 1 (A) Simple analytical flowchart from data collection to the evaluati
external dataset (see the text and Fig. S1† for details). (B) Screening o
experimental and predicted d1H (blue) and d13C (red) CSs of 150 compou
indicate learning errors. The RMSD bars are sorted by order of accuracy
left-most bar is the result from uncorrected QM. Dotted lines show the R
compounds calculated byMnova, and solid lines show the recommended
SpinAssign tool.

8214 | Chem. Sci., 2018, 9, 8213–8220
with comparison to existing predictive methods, and then
tested by applying it to signal assignments of a metabolic
mixture.
Results and discussion
Exploring ML algorithms for CS prediction

The algorithm developed for CS prediction calculates a QM-
computed CS for each atom in a chemical structure, and then
corrects the value with an ML-computed value called a scaling
factor. The scaling factor is the ML-estimated difference
between the experimental and the theoretical CS. The predicted
CS is thus calculated by adding the scaling factor to the theo-
retical (QM-computed with B3LYP/6-31G*) CS (the full details
are given in the Experimental section). In total, 91 ML algo-
rithms were explored to determine the best one for our method
(Fig. 1B and S2†), in which 150 low molecular weight
compounds were selected as an ML dataset. The number of CSs
for the ML dataset was 1277 for d1H and 1078 for d13C. Overall,
algorithms based on ensemble learning had a tendency toward
low RMSDs, while some methods gave poorer correction of
theoretical CSs. Insufficient optimization of hyperparameters
and unsuitable methods for CS prediction contributed to poor
correction. Among the 91 ML algorithms, the eXtreme Gradient
Boosting (xgbLinear)26 provided the best results (Fig. 1B, posi-
tion 1 in the inset). The new method showed some errors
around 6 ppm for d1H. This error was attributed to olens and
could potentially be corrected by adding explanatory variables
associated with olens and/or increasing the number of
compounds containing olens in the training dataset. Taken
together, we considered that a predictive strategy based on an
ML algorithm would be effective.
on of predictive modeling and testing of the predictive model using an
f 91 MLs for exploring the best predictive model. RMSDs between
nds as a training dataset calculated by 91 ML algorithms. These RMSDs
of the models for d13C. The top 3 predictive models are expanded. The
MSD (d1H ¼ 0.2442 ppm, d13C ¼ 3.7513 ppm) of predicted CSs of 150
tolerances (d1H¼ 0.03 ppm, d13C¼ 0.53 ppm) for assignment from the

This journal is © The Royal Society of Chemistry 2018
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Next, predictive models for the correction of theoretical CSs
that were calculated quantum chemically with B3LYP/6-
311++G** (QM0) were created by the 91 ML algorithms. In this
case, however, the results were almost the same for the different
basis sets (Fig. S3†). On the one hand, predictive models with
higher accuracy would be expected if high calculation levels
such as coupled cluster singles and doubles (CCSD) were used.20

On the other hand, large calculation costs and long calculation
times are associated with high calculation levels and big basis
sets. As a result, the calculation level of B3LYP/6-31G* was
considered to be a practical choice.

Over-learning and/or over-tting can be a problem in
predictive modeling using ML, which requires high general-
ization ability. This study evaluated the generalization ability of
a predictive model from statistics with optimization of hyper-
parameters by using a grid search cross-validation (CV) algo-
rithm to solve this problem (Table S1†). Moreover, statistical
errors were evaluated by 10-fold CV (90% learning set, 10%
validation set) using all combinations of each hyperparameter,
and suitable predictive models with the lowest RMSD were
extracted. The average RMSDs aer 10-fold CV of 91 MLs are
shown in Fig. S4 and S5.† In the case of the best ML algorithm
xgbLinear for d1H prediction, hyperparameters were converged
(Fig. S6A†). The absolute median errors and absolute mean
errors of 10 validation sets showed that the predictive perfor-
mance improved signicantly as compared with prediction
using only QM (Fig. S6B and C†). CSs of 50% of all validation
sets could be predicted within�0.04 ppm, and CSs of 75% of all
validation sets could be predicted within �0.1 ppm. Also, in the
case of d13C prediction, the absolute median errors and abso-
lute mean errors of 10 validation sets showed that the predictive
performance improved signicantly as compared with predic-
tion using only QM (Fig. S7B and C†). CSs of 50% of all vali-
dation sets could be predicted within�0.7 ppm, and CSs of 75%
of all validation sets could be predicted within �2.1 ppm. These
results suggested that predictive modeling with both high
generalization ability and high prediction accuracy was
possible. On the other hand, the convergence of hyper-
parameters was considered insufficient (Fig. S7A†). So, the
range of errors might be reduced by tuning the hyper-
parameters in more detail. The remaining 25% of all validation
sets for d1H prediction was predicted to be 0.1–0.94 ppm,
whereas the remaining 25% of all validation sets for d13C
prediction was predicted to be 2.1–14.3 ppm. The insufficient
number of structural patterns for learning may have led to this
problem. Furthermore, other important factors for prediction,
in addition to the explanatory variables used in this study, may
be necessary. Thus, it is expected that predictive performance
will improve by additional learning and the inclusion of other
factors.

The Jaccard coefficient was calculated as a measure of
similarity to explore what type of ML algorithm was effective as
a predictor. As shown in the similarity matrix in Fig. S8† (where
darker colors indicate similar models), some methods had high
similarity to others. Many low Jaccard coefficients were also
observed, suggesting that various types of prediction models
were created and tested in this study. Furthermore, network
This journal is © The Royal Society of Chemistry 2018
analysis based on the Jaccard coefficients was performed with
the threshold value set to 0.56 for formation of the edge
(Fig. S9†). Some methods formed clusters, and the clustered
methods were mostly found to have similar prediction accuracy.
Notably the xgbLinear algorithm, which had the highest
prediction accuracy, did not cluster with any of the other
methods. In the caret library (https://topepo.github.io/caret/),
the xgbLinear algorithm has the characteristic tags of “Classi-
cation,” “Regression,” “Boosting,” “Ensemble Model,”
“Implicit Feature Selection,” “L1 Regularization Models,” “L2
RegularizationModels,” “Linear ClassierModels,” and “Linear
Regression Models”. Further improvement of prediction accu-
racy would be expected by developing methods of this type.
Comparison with other CS predictive methods

CSs of 34 compounds which did not include learning and k-fold
validation (training) datasets of ML were used for testing the
new predictive model and evaluating the predictive perfor-
mance compared to other CS predictive methods. Detailed
comparison between our method and existing prediction
methods showed that, for the reference QMmethod, the RMSDs
between experimental and predicted CSs were 0.3136 ppm for
d1H and 7.4477 ppm for d13C (Fig. 2A and B). The Mnova algo-
rithm had RMSDs of 0.2271 ppm for d1H and 3.7600 ppm for
d13C (Fig. 2C and D). This predictive performance is excellent
among existing empirical predictive methods such as
NMRShiDB. With the best ML algorithm, xgbLinear, the
RMSDs were 0.2177 ppm for d1H and 3.3261 ppm for d13C
(Fig. 2E and F). No signicant error due to overtting was
observed here, and the new predictive method showed higher
accuracy of CS predictions than only QM or ML methods. In
particular, a high correction effect was observed in the low
magnetic eld side. Further detailed comparison showed that
our method based on xgbLinear greatly improved prediction
accuracy relative to existing methods (Fig. S10 and S11†). For
Spartan soware (QM2) and NMRShiDB, the RMSDs were
0.3501 ppm (QM2) and 0.3329 ppm (NMRShiDB) for d1H, and
5.0681 ppm (QM2) and 4.5703 ppm (NMRShiDB) for d13C. For
the Spartan soware, for example, theoretical CSs were cor-
rected based on the Boltzmann distribution, which led to
RMSDs that were better than those from uncorrected QM0 (QM
calculation with B3LYP/6-311++G**) but worse on average than
those from ML algorithms. Among other methods, the
NMRShiDB web tool showed the worst accuracy for d1H,
although the ML-based NMRShiDB algorithm23 can be ex-
pected to improve in the future. Predictive performance was
ranked in the order QM0+ML > QM + ML > Mnova > QM >
NMRShiDB > QM2 > QM0 for d1H; and QM + ML > QM0+ML >
Mnova > NMRShiDB > QM2 > QM0 > QM for d13C. There were
no signicant differences in RMSDs between the two QM
methods tested in this study, and thus the one with lower
calculation costs would be preferable.

Fig. 2 shows that a remarkable correction effect was obtained
with the proton and carbon of methine, and quaternary carbons
such as those in carboxyl groups by the predictive approach
described in this study. Moreover, we evaluated in detail the
Chem. Sci., 2018, 9, 8213–8220 | 8215
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Fig. 2 Comparison of existing predictive methods based on (A and B)
quantum chemistry and (C and D) a data-driven approach with (E and
F) this study's method. Experimental CSs were compared with the
calculated (A, C, and E) d1H and (B, D, and F) d13C of 34 compounds in
D2O and MeOD solvent as a test dataset. In total, 402 CSs for d1H and
376 CSs for d13C were plotted. Purple dots show quinolinate; the low
magnetic field side around its CS is expanded in the insets.

Fig. 3 Comparison of existing predictive methods based on (A and B)
quantum chemistry and (C and D) a data-driven approach with (E and
F) this study's method. Experimental CSs were compared with the
calculated (A, C, and E) d1H and (B, D, and F) d13C of 34 compounds in
D2O and MeOD solvent as a test dataset. In total, 256 CSs in 402 CSs
for d1H and 216 CSs in 376 CSs for d13C in the test dataset were plotted.
Green dots show triethanolamine; the high magnetic field side around
its CS is expanded in the insets.

Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
Se

pt
em

be
r 

20
18

. D
ow

nl
oa

de
d 

on
 7

/2
4/

20
25

 7
:0

2:
19

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
degree of improvement in prediction accuracy for different
kinds of partial structures (Fig. S12†). In the case of a benzene
ring containing a hydroxyl group such as 3,4-dihydrox-
ybenzoate, both d1H and d13C were predicted with high accu-
racy. Compared with only the QM method, the prediction
accuracy of the carbon atoms of the compound with a benzene
ring containing nitrogen such as tryptamine was markedly
improved. Also, the prediction accuracy of methylene in trypt-
amine for d13C was better than that of methine in the benzene
ring. However, the prediction accuracy of some d1H had
declined compared with only the QM method. For example, in
the case of N-acetyl-DL-cysteine, the error of predicted d1H near
sulfur became larger than that before correction. This seemed
to be due to insufficient learning for sulfur-containing
compounds in the training set, i.e., there were very few
compounds containing sulfur in the training set. In this
manner, we found that non-existent or an insufficient number
of partial structures in the training set might cause lower
prediction accuracy of compounds.
8216 | Chem. Sci., 2018, 9, 8213–8220
To focus on the best performance of the predictive approach,
only CSs of partial structures that were well learned in the
training set were compared (Fig. 3, S13 and S14†). The best ML
algorithm, xgbLinear, provided a highly accurate prediction for
CSs of 34 compounds (Fig. 3E and F). Compared with only the
QM method, the predictive errors of the QM + ML method were
about 1/3 for d1H and about 1/8 for d13C. Also, compared with
only the ML method (Mnova), the predictive errors of the QM +
MLmethod were about 1/2 for d1H and about 1/4 for d13C. These
results indicated that the prediction accuracy had been greatly
improved compared with conventional methods. With the
Mnova soware, a relatively high prediction performance was
obtained in various structures because the predictive model was
constructed from 1.1 million CSs of 90 000 structures (https://
www.modgraph.co.uk/). Nevertheless, our developed predic-
tive approach showed the best performance even with less
training data compared to only the ML method including the
This journal is © The Royal Society of Chemistry 2018
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Mnova soware. Thus, the predictive approach described here
will be able to attain more accurate and robust predictions
when the predictive model is constructed from a large number
of CSs of diverse structures. For this reason, we are planning to
increase the number of datasets for comprehensively learning
partial structures and create prediction models that will enable
us to perform very accurate predictions for CSs of various
structures in the future.
Fig. 5 Experimental signals compared with the calculated CSs of
metabolites in the C. brachypus extract by QM (�) and QM + ML (*)
methods. The CSs of 16 metabolites are indicated by colored symbols
(Cit, citrulline; Ala, alanine; Arg, arginine; Asp, aspartic acid; Glu, glu-
tamic acid; Leu, leucine; Thr, threonine; 3-PGA, 3-phosphoglyceric
Importance of the scaling factor

InML computation, identifying the explanatory variables (i.e., the
types of data in the dataset that affect the results) is essential. For
d1H, interactions with nitrogen and carbon atoms of a 2–3 bond
neighbor were the most important factors (Fig. 4A and S15A†).
Thus, the interaction between hydrogen and nitrogen is consid-
ered to affect the large error. For d13C, interactions with directly
bound oxygen, carbon, and hydrogen were the most important
factors (Fig. 4B and S15B†). For both d1H and d13C, not only the
magnitude of CSs but also shielding constants were highly
important factors. In the correction of both d1H and d13C,
hydrogen–phosphorus, hydrogen–sulfur, carbon–phosphorus,
and carbon–sulfur interactions had low importance. Collectively,
these results indicate that subtle errors in three-dimensional
structures affect the error of theoretical CSs.
acid; AA, acetic acid; MMA, methylmalonic acid; SA, succinate; a-Glc,
a-glucose; b-Glc, b-glucose; b-GlcA, b-glucuronate; MeOH, meth-
anol; and TMA, trimethylamine). The square indicates the RMSD (d1H¼
0.2442 ppm, d13C ¼ 3.7513 ppm) of predicted CSs of the 150
compounds calculated by Mnova prediction and the recommended
tolerances (d1H¼ 0.03 ppm, d13C¼ 0.53 ppm) for assignment from the
SpinAssign tool.
Applying the predictive model to the assignment of
metabolites

Finally, the utility of the approach was tested by applying the
predictive model to the assignment of metabolites in a biological
sample. For this, we used the experimental CSs of 18 metabolites
in seaweed from our previous report,18 and uncorrected and
corrected theoretical CSs determined in the present study were
compared (Fig. 5 and S16†). The results showed that the RMSDs
of the uncorrected QM method were 0.3010 ppm for d1H and
6.8058 ppm for d13C, while the RMSDs of the corrected QM (QM +
ML) method were 0.2255 ppm for d1H and 2.9806 ppm for d13C.
Thus, the CSs predicted by the corrected QM method were more
accurate than those predicted by the uncorrected QM method.
The RMSDs of each metabolite are shown in Table S2.† On the
other hand, there were metabolites whose prediction accuracy
declined. This decline probably occurred because the training
dataset lacked data similar to those of these metabolites, and
accuracy might be improved by enhancing the explanatory
Fig. 4 The top 5 most important explanatory variables in the predic-
tive model with the lowest RMSD (xgbLinear) for (A) d1H and (B) d13C.

This journal is © The Royal Society of Chemistry 2018
variables. These results suggest that the new approach can
improve the performance of signal assignment of metabolites, as
discussed in more detail in the ESI.†

ML approaches such as neural networks have penetrated
many elds including physicochemistry,27 as shown in this
study. Recently, in the eld of X-ray analysis, the three-
dimensional structure of metallic nanoparticles was solved by
supervised machine learning (SML) based on neural networks
using experimental X-ray absorption near-edge structure
(XANES) spectroscopy.28 This approach can extract chemical
information from experimental data or data calculated by ML,
and is similar to the approach described in the present study.
Jinnouchi and Asahi have also predicted the catalytic activity of
nanoparticles by a DFT-aided ML algorithm.29 Their ML and
DFT approach can reveal the relationship between the chemical
structure and physical properties. In the future, it is likely that
a similar predictive approach for chemical properties will be
developed by using chemical data such as CSs and spin–spin
coupling detected by NMR.
Conclusions

In this study, an advanced CS prediction model was developed
by combining a QM method and an ML algorithm, and was
Chem. Sci., 2018, 9, 8213–8220 | 8217
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shown to predict CSs with high accuracy as compared with
existing empirical and non-empirical predictive tools. Further-
more, the utility of the model was tested by applying it to
assignments of a metabolic mixture from seaweed. Thus, this
study has demonstrated that the CS predictive method will be
a powerful tool for the annotation and assignment of many
previously unassigned signals. Its accuracy can be further
enhanced by increasing the number of training datasets and
explanatory variables. Based on QM and ML, the CS predictive
method offers an alternative way to assign NMR signals that
were previously not assigned due to difficulty in obtaining
standards or experimental values, and/or the presence of
metabolic “dark matter”.1 It will open up a new avenue to the
assignment and annotation of metabolites in non-targeted
analyses and metabolomics studies. In addition, the CS
predictive method offers support to existing CS databases,
leading to the development and provision of useful annotation
tools on the web. In the future, a CS database based on this
approach without the need for experimentation may be
a powerful tool for assignment of unknown metabolites.
Experimental
Structures

The analytical ow chart is summarized in Fig. 1A, and the details
are provided in Fig. S1† and here. Three-dimensional structures of
150 small molecules for the training dataset (Table S3†) and 34
small molecules for the test dataset (Table S4†) were obtained
from PubChem (https://pubchem.ncbi.nlm.nih.gov/). NMR
spectra of these compounds in D2O and MeOD solvent are
registered in an archive of the SpinAssign tool (https://
dmar.riken.jp/spinassign/),12 which was developed in our labora-
tory. These compounds formed the training dataset used to create
a CS predictivemodel that can link theoretical and calculated CSs.
Quantum chemical calculation and other predictions

Molecular optimization, theoretical CSs, and spin–spin
coupling constants were calculated quantum chemically for the
150 compounds for the training dataset and 34 compounds for
the test dataset by using the Gaussian 09 program (https://
gaussian.com/) installed in the HOKUSAI supercomputer at
RIKEN. The calculations were performed at the B3LYP/6-31G*//
GIAO/B3LYP/6-31G* and B3LYP/6-311++G**//GIAO/B3LYP/6-
311++G** levels with the polarizable continuum model (PCM)
method, which was used to consider solvent effects on the
solute. All structures in this study were calculated by the PCM
method using water and methanol models. In addition,
Spartan'14 soware (https://www.wavefun.com/), the
NMRShiDB webtool (https://nmrshidb.nmr.uni-koeln.de/),
and Mnova soware (https://mestrelab.com/) were used to
calculate predicted CSs in order to compare the performance of
the new approach with existing methods. In Spartan'14 so-
ware, theoretical CSs were calculated at the EDF2/6-31G* level,
and were corrected with the weighted average based on Boltz-
mann distribution aer conformational analysis. In the
predictive function of the NMRShiDB webtool, three spheres
8218 | Chem. Sci., 2018, 9, 8213–8220
were set as the predictive conguration.22,23 In Mnova soware,
the Mnova ‘Best’ prediction method, which adopts a ML algo-
rithm, was chosen.

Experimental data

In total, 150 standard substances for the training dataset and
34 standard substances for the test dataset were prepared in
two solvents (KPi/D2O and MeOD, pH ¼ 7.0). NMR spectra of
the standard substances were acquired at 298 K on a 500,
600, or 700 MHz Bruker Biospin NMR instrument. All data
were collected under a unied global standard condition.
Experimental CSs for each fragment of the 150 compounds
in KPi/D2O and MeOD solvent were assigned by using the
SpinAssign tool, BMRB,7,8 and HMDB9 as NMR databases;
in addition, the Mnova soware was used to assist in
assignment.

Setting the training data

The objective variable used by the ML algorithm as an index for
prediction was the difference (Diff.) between the experimental
and theoretical CSs:

Diff. ¼ CS(Expt.) � CS(Theor.)

The theoretical CS, the spin–spin coupling constant, the
number and atomic species of chemical bond neighbors, the
number of attached protons, solvent type, aromatic type, and
pyranose type were collected as explanatory variables for pre-
dicting the objective variable (Table S5 and S6†). This dataset
was automatically congured and extracted from the result les
of QM calculation by using a Java program. The number of ML
datasets was 1277 for d1H and 1078 for d13C for the 150
compounds in D2O and MeOD solvents.

Machine learning for predictive modeling

The conditions for creating a good predictive model vary with
algorithm type, hyperparameters, and dataset. Therefore, it is
necessary to use various ML algorithms to create an optimal
prediction model. In this study, 91 ML algorithms were explored
to identify a useful algorithm for creating the CS predictivemodel
(Table S7†). These 91 ML algorithms were taken from the caret
library30 of R-3.4.1 soware (https://www.r-project.org/) and
Microso R Open-3.3.3 soware (https://mran.microso.com/
open/) and used to calculate the scaling factor (SF) and the
importance of explanatory variables. The predicted difference
(Diff.) equals the SF.

SF ¼ predicted diff.

The predicted CS was calculated by adding the SF to the
theoretical CS determined by the QM method.

Predicted (corrected) CS ¼ CS(Theor.) + SF
This journal is © The Royal Society of Chemistry 2018
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Tuning the hyperparameters and evaluation

Conguration of the hyperparameters of ML is necessary to
generate a suitable predictive model. In general, the hyper-
parameters provided in ML programs are set to default vari-
ables. However, optimizing the hyperparameters is necessary
because default variables are not always appropriate. On the
other hand, manually optimizing the hyperparameters of many
ML algorithms manually is labor-intensive. Moreover, at
present, the problem of over-tting by over-learning must also
be avoided. So, hyperparameters of the 91 ML algorithms
explored in this study were tuned automatically by a grid search
CV approach in the caret library of R soware.30 The grid search
approach tries all combinations of candidate variables of
a specied hyperparameter.31 Moreover, the most suitable
combination can be determined by an index such as RMSD,
which is calculated by CV. This approach is dened as the grid
function in each ML program of the caret library for a compre-
hensive search.30 The exploratory range is decided automatically
depending on the dataset, type of hyperparameter, and ML
algorithm. Here, hyperparameter combinations with up to 3
grids were tried, and the most suitable combinations were
identied (Table S1†). For the grid search, 10-fold CV (10% ¼
validation set, 90% ¼ learning set) was used to evaluate over-
learning and generalization performance. For d1H prediction,
128 CSs were used as the validation set, and 1149 CSs were used
as the learning set. For d13C prediction, 108 CSs were used as the
validation set, and 970 CSs were used as the learning set. The
validation and learning sets were chosen randomly and chosen
not to overlap with the train function in the caret library. The
nal predictive model and hyperparameters were decided from
the lowest RMSD identied by the 3-grid search 10-fold CV. We
used the grid search approach because it can simplify screening
of hyperparameters and can be implemented in various ML
algorithms. However, further hyperparameter optimization
might be achieved by manual ne-tuning or using other auto-
matic parameter search methods, such as randomized search,31

genetic algorithms,32 and so on.
Example data and programs for generating datasets for ML

from experimental/theoretical (log les of the Gaussian 09
program) data and the 91 MLs with the grid search CV approach
used in this study are available on our website (https://
dmar.riken.jp/Rscripts/).
Comparison of the performance among MLs

Each predicted CS was evaluated by plotting the RMSD from the
experimental CS. The predictive performance of the new
method was evaluated by comparison with existing predictive
methods. To explore the relationship between the predictive
performance and ML algorithm type, the Jaccard coefficient (J)
was calculated as follows:

JðX ;Y Þ ¼ jXXY j
jXWY j

where X and Y are sets of two ML algorithms, and each set
consists of 59 elements. The elements are the ML algorithm
types dened in the caret library (Table S8†).
This journal is © The Royal Society of Chemistry 2018
Test of the QM + ML predictive model and comparison with
other predictions using an external test dataset

The predictive model was tested and compared with other
prediction methods using two datasets for evaluation of
over-tting and general performance. One contained 34
compounds which were randomly chosen to verify the accu-
racy of predictions as a separate and unseen test dataset
because a sufficiently large dataset comprising at least 20% of
the data is the required minimum to guard against over-
tting. The utility of the new predictive model was also
tested by applying it to the assignment of another dataset: in
this case, 18 metabolites in a seaweed (C. brachypus) extract
that we previously characterized.18
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