
ISSN 2041-6539

rsc.li/chemical-science

Chemical
Science

EDGE ARTICLE
Antonio Francés-Monerris, Antonio Monari et al.
Dynamics of the excited-state hydrogen transfer in a 
(dG)·(dC) homopolymer: intrinsic photostability of DNA

Volume 9 Number 41 7 November 2018 Pages 7885–8026



Chemical
Science

EDGE ARTICLE

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
Se

pt
em

be
r 

20
18

. D
ow

nl
oa

de
d 

on
 7

/1
6/

20
24

 1
1:

01
:4

6 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue
Dynamics of the
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excited-state hydrogen transfer in
a (dG)$(dC) homopolymer: intrinsic photostability
of DNA†

Antonio Francés-Monerris, *a Hugo Gattuso, b Daniel Roca-Sanjuán, c

Iñaki Tuñón, d Marco Marazzi, e Elise Dumont f and Antonio Monari *a

The intrinsic photostability of nucleic acids is intimately related to evolution of life, while its understanding at

the molecular and electronic levels remains a challenge for modern science. Among the different decay

pathways proposed in the last two decades, the excited-state hydrogen transfer between guanine–

cytosine base pairs has been identified as an efficient non-reactive channel to dissipate the excess of

energy provided by light absorption. The present work studies the dynamics of such phenomena taking

place in a (dG)$(dC) B-DNA homopolymer in water solution using state-of-the-art molecular modelling

and simulation methods. A dynamic effect that boosts the photostability of the inter-strand hydrogen

atom transfers, inherent to the Watson–Crick base pairing, is unveiled and ascribed to the energy

released during the proton transfer step. Our results also reveal a novel mechanism of DNA decay

named four proton transfer (FPT), in which two protons of two adjacent G–C base pairs are transferred

to form a biradical zwitterionic intermediate. Decay of the latter intermediate to the ground state triggers

the transfer of the protons back to the guanine molecules recovering the Watson–Crick structure of the

tetramer. This FPT process is activated by the close interaction of a nearby Na+ counterion with the

oxygen atoms of the guanine nucleobases and hence represents a photostable channel operative in

natural nucleic acids.
Introduction

The comprehension of the intricate photochemical events
triggered by UV-light absorption taking place in nucleic acids is
crucial to understand life on Earth as we know it.1 It is recog-
nized that the specic chemical structures of nucleic acids, in
particular DNA components, have great capability to dissipate
the excess of energy in a non-reactive way and hence ultimately
avoid the production and accumulation of photoinduced
lesions.2–5 The excited-state hydrogen transfer (ESHT) process6
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between Watson–Crick (WC) base pairs,4,5 especially guanine–
cytosine (G–C) couples (see Scheme 1),7–15 was identied in
a series of independent ultrafast time-resolved infrared (IR)
spectroscopy studies.16–20 Major evidence for the occurrence of
the ESHT process was provided by the IR ngerprint of the
G[–H] radical, a key intermediate in this mechanism (see the
INT structure in Scheme 1).16

Two decay components at the picosecond scale are regis-
tered for G–C base pairs embedded in different environments.
Scheme 1 Photostablility and tautomerization mechanisms involved
in the ESHT mechanism.10,11

This journal is © The Royal Society of Chemistry 2018
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The fast one is ascribed to the G[–H] radical decay and therefore
to the ESHT process. On the other hand, the slow component of
several tens of picoseconds has been recently ascribed to
a different mechanism named proton-coupled electron transfer
(PCET), which involves the interplay of two adjacent G–C base
pairs.17,18,21 In this case, an intra-strand G/ C electron transfer
drives the subsequent inter-strand G / C proton transfer,
producing a distonic radical ion base pair. This feature is
obviously not possible in a single G–C base pair, and the slow
component is absent in this system.16 Moreover, it has also been
suggested that the PCET mechanism should be less relevant in
non-alternating DNA sequences, i.e. when the same nucleo-
bases are repeatedly stacked in the same strand, given the equal
oxidation/reduction potentials of the intra-strand monomers.17

This hypothesis is supported by the larger amplitudes regis-
tered for the fast components (ascribed to the ESHT processes)
with respect to the slow components (associated with PCET
mechanisms) in non-alternating vs. alternating sequences.17,18

ESHT channels can split into branches recovering the correct
WC pairing or cause base tautomerization which ultimately may
lead to a mismatch in replication or transduction (see Scheme
1).10,12,16 Even though these two possibilities should be opera-
tive, the G–C base pairing displays a clear preference for pho-
tostability. Only 10% of tautomerization has been reported for
G–C base pairs dissolved in chloroform,16 whereas in GC/GC
miniduplexes and duplexes, the tautomer species has not
been detected.17–19

However, despite these pieces of evidence, the specic
reasons explaining the preferred photostability of G–C base
pairs over the phototautomerization have been so far much less
analysed. For this reason, we have performed a quantum
mechanics (QM)/molecular mechanics (MM) study of a 14 base-
pair (dG)$(dC) homopolymer in the B-DNA form (see Fig. 1).
This computational protocol allows the study of relevant frag-
ments with accurate QM procedures, whereas the rest of the
system is treated with much faster MM methods, allowing the
description of large systems. As previously mentioned, the non-
alternating sequence has been chosen to favour ESHT processes
instead of PCET events.17,18,22,23

Our study reveals an intrinsic mechanism displayed by the
G–C base pair that hampers its tautomerization aer light
Fig. 1 (GG/CC)QM partition of the (dG)$(dC) homopolymer system and
atom numbering10,24 of a G–C base pair in the WC arrangement.

This journal is © The Royal Society of Chemistry 2018
absorption, in particular during the excited-state vibrational
relaxation toward the conical intersection (CI) region. Further-
more, we also show that the presence of a cation (Na+) in close
surroundings can activate new DNA decay mechanisms. In
particular, cations are able to trigger two proton transfers of two
adjacent non-alternating G–C base pairs in a process that we
call four proton transfer (FPT). To the best of our knowledge,
this is a totally new feature of DNA photochemistry and is also
a very nice example of the subtle balance and coupling at play in
the photochemistry of complex environments such as DNA. The
pivotal role of cations in opening new photochemical pathways
also opens the question of the stability of DNA in a coiled,
nucleosomal, environment due to the high density of positively
charged amino acids in close contact with nucleic acids.

Methods and computational details

We performed classical molecular dynamics (MD) simulations
over a 14 base-pair (dG)$(dC) homopolymer in the B-DNA form
(see Fig. 1) using the AMBER16 soware package.25 The DNA
potential was represented via the amber parm99 force eld
including bsc1 corrections for DNA,26 while the water solvent
was represented with the TIP3P force eld.27 Aer equilibration
and thermalization, a 100 ns production run was performed in
the constant pressure and temperature (NPT) ensemble at 300 K
and 1 atm. Full details of the MD protocol can be found in
the ESI.†

The optical properties of the DNA homopolymer were
subsequently investigated in the Franck–Condon region by
extracting 11 independent snapshots representative of the
B-DNA conformational space (see Fig. S1†), taken every 10 ns
from the MD simulation. Excited-state energies as well as other
properties were obtained by employing two different QM
methods. The rst one is the time-dependent density functional
theory (TD-DFT) method using the long-range corrected hybrid
CAM-B3LYP functional as implemented in the GAUSSIAN 09
soware package.28 The choice of the CAMB3LYP functional to
compute the excited states is based on its proven good
description of charge-transfer (CT) states29 of organic mole-
cules,30–32 in particular, photoinduced processes in DNA and
related systems.33–41 The second QM method is the ab initio
complete-active-space second-order perturbation theory
(CASPT2) as implemented in the MOLCAS 8 soware package.42

For TD-DFT calculations, a tetramer involving two base pairs
was treated at the quantum level while the molecular environ-
ment was taken into account via hybrid quantum mechanical/
molecular mechanical (QM/MM) methods at the electrostatic
embedding level including the force eld point charges of the
nearby residues, solvent, and ions. The QM/MM calculations
performed will be hereaer denoted as CAMB3LYP/MM and
CASPT2/MM, respectively. Further details on the active space
denition and on the strategy adopted to reduce the computa-
tional overload of the CASPT2/MM calculations are reported in
the ESI.†

Subsequently, adiabatic QM/MM dynamics were performed
for the selected snapshots on the S0 and S1 potential energy
surfaces at the DFT and TD-DFT levels of theory, respectively,
Chem. Sci., 2018, 9, 7902–7911 | 7903
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Table 1 Results of the QM/MM MD trajectories on the S1 surface
starting from the 11 different initial conditions using the (G–C)QM

partitioning scheme. Time in fs. Details on the trajectories can be
found in the ESI (Fig. S6–S16)

Initial
conditions

Time when the
rst H atom is
transferred
(dist. < 1.1 Å)

Time before
reaching an
intersection point
(DE < 0.5 eV)

H atom transfer
that mediates
the decay

a 285 (H21) 288 H21
b 20 (H1) 386 H1
c 99 (H1) 112 H1
d 113 (H1) 216 H1
e 235 (H1) 280 H1 & H21
f 26 (H1) 226 H1
g 15 (H21 & H1) 30 H1
h 288 (H21) 288 H21
i 296 (H1) 300 H1
j 50 (H1) 64 H1
k 39 (H1) 40 H1
Total sum of
structures

1478 2241

Average time 133 273
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using the AMBER/GAUSSIAN interface.43 Different QM parti-
tions of increased complexity were considered: one, two, and
four consecutive base pairs have been included in the QM
partition [hereaer, (G–C)QM, (GG/CC)QM, and (GGGG/CCCC)QM
partitioning, respectively (see Table S1†)]. To estimate the
mechanisms giving rise to hydrogen transfer phenomena,
snapshots were extracted from the S1 trajectories, and ground-
and excited-state energies were subsequently recomputed with
the same TD-CAMB3LYP/MM method using the TER-
ACHEM44–46 and GAUSSIAN 09 soware packages. Moreover,
certain snapshots from the (G–C)QM and (GGGG/CCCC)QM
trajectories were recomputed at the CASPT2/MM level to
provide further benchmarking of the former method. In
particular, the S0 / S1 energy gap was used to identify CI
regions able to funnel the excited state return to the ground
state. Even though TD-DFT/MM interfaces including surface-
hopping algorithms do exist,47,48 the present work focused
mainly on the excited state evolution of the system, thus
reducing the computational cost while keeping a reliable
description of the important features. The reader can refer to
the ESI† for details on the active space used as well as the full
computational details.

Results
Excited states in the Franck–Condon region

The vertical absorptions of the (dG)$(dC) homopolymer have
been computed using the highly accurate CASPT2/MMmethod.
We focused on the description of the S1 state since it constitutes
the starting point for the following QM/MM simulations. The
results are presented in Table S5.† For 2 out of 11 arrangements
(g and i), the interstrand CT state represents the lowest-energy
excited state, lying below the experimental absorption band of
a (dG)$(dC) homopolymer (composed of ca. 1200 base pairs) at
�255 nm (�4.86 eV).49 It is reasonable to conclude that those
particular situations in which the G / C states lie below the
absorption peak are indeed frequent and hence deserve
particular attention.

In the rest of the studied DNA snapshots, the lowest-lying
excited state corresponds to bright states localised in a single
guanine or cytosine nucleobase and/or delocalised over
p-stacked bases as Frenkel exciton states.3,4,50 Previous ab initio
studies on the G–C base pair10,51 and the G/CC trimer11 at the S0
minimum are consistent with the present results. A detailed
analysis is presented in the ESI.† The present CASPT2/MM
results, in conjunction with the accumulated experimental16–20

and theoretical8,10–12,15,21 evidence about ESHT processes in DNA,
encourage an in-depth study of the dynamics of the inter-strand
CT states, which ultimately drive the hydrogen transfer
processes.

In order to reduce the computational overload, we have
chosen themuch faster TD-CAMB3LYP/MMmethod to carry out
the dynamic calculations. The TD-CAMB3LYP/MM method is
capable of reproducing the relevant regions of the S1 surface of
the G–C system in the gas phase, as can be seen from the
comparison of Fig. S3† (TD-CAMB3LYP) and Fig. 6 (CASPT2) of
ref. 10. As a matter of fact, at the TD-CAMB3LYP/MM level of
7904 | Chem. Sci., 2018, 9, 7902–7911
theory, 6 out of 11 snapshots show the G / C CT state as the
rst singlet excited state (S1). Since here we are specically
interested in the H-transfer process, this feature can be used to
facilitate the population of the G / C CT states and therefore
increase the accumulation of statistical data on the ESHT
events, making the dynamical study affordable.

The nature of the rst excited state depends on the nuclear
coordinates of the initial conditions, and it is not necessarily the
brightest one. Starting the dynamics at the S1 state is an
approximation of the real DNA excitation since light absorption
will populate the energetically accessible bright state, mainly
localized in the nucleobases,3,4,50,52 whereas the CT states are
essentially dark. For this reason, even if one can expect a rela-
tively rapid vibrational relaxation and internal conversion
allowing for the population of the dark S1 state,16 the timescales
presented in this work should not be considered as quantitative
since the one-to-one mapping between theory and experiments
is not fully achieved in the present work. Even though the G/ C
CT states are stabilized by the TD-DFT method, the computa-
tional protocol employed fully captures the intrinsic dynamical
features of the proton transfer processes studied in this work,
extensively documented by previous experimental16–20 and theo-
retical8,10–12,15,21 studies.
(G–C)QM dynamics

The ESHT process (see Scheme 1) consists in two sequential
steps, namely an electron transfer from guanine to cytosine
(G / C CT state) followed by a proton transfer triggered by the
charge separation induced by the CT state.10,11 For the sake of
clarity, the term ‘H atom transfer’ will be used throughout the
present manuscript to refer to the asynchronous electron–
proton transfer. Table 1 shows the time lapses between excita-
tion (t¼ 0 fs) and the rst evidence of an H atom transfer (either
This journal is © The Royal Society of Chemistry 2018
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Table 2 Average (�x) O6–H041 distances (Å) and H041–N04–C04–N03 dihedral angles (�) of the 11 (G–C)QM trajectories with the associated
standard deviation (s) values. Details on the trajectories can be found in the ESI (Fig. S6–S16)

Types of data Average run time (fs) # of structures �x s

O6–H041 distances
S0 dynamics 273a 2241a 1.85 0.16
S1 before any H atom transfer 133 1478 1.88 0.16
S1 before reaching an intersection point 273 2241 2.05 0.49

H041–N04–C04–N03 dihedral angles
S0 dynamics 273a 2241a �1.27 10.26
S1 before any H atom transfer 133 1478 �2.05 12.42
S1 before reaching an intersection point 273 2241 1.83 27.03

a All initial conditions were run on the S0 surface for the same time lapse needed by each trajectory to reach the rst intersection point on the S1
surface (see text and Table 1).

Fig. 2 (a) Snapshot of the run b corresponding to the first accessed
intersection point (t ¼ 386 fs, DE ¼ 0.24 eV), an INT structure with
a marked out-of-plane H041–N04–C04–N03 dihedral angle. The arrows
indicate the ground-state tautomeric pathways. (b) Snapshot of the
run g corresponding to the first accessed intersection point (t ¼ 30 fs,
DE ¼ 0.17 eV). The Na+ atom is displayed in green. All distances in Å.
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H1 or H21, see Fig. 1). Six out of eleven trajectories transfer an H
atom (preferentially H1) before 100 fs, whereas four of them are
required to stay for more than 200 fs on the S1 surface before
triggering the process. In trajectories a, c, g, h, i, and j, the
proton motion drives the immediate decay to the ground state,
as shown by the time needed to reach the rst intersection point
also summarized in Table 1. On the other hand, trajectories b,
d, e, and f do not immediately reach intersection areas even
though the H transfer has already taken place.

The results shown in Table 1 suggest that, in certain situa-
tions, the G–C base pair can actually remain in the excited state
aer H atom transfer, i.e. close to the INT structure (see Scheme
1), signicantly increasing the INT species lifetime (runs b, d,
and f). Experiments on G–C base pairs dissolved in chloroform
quantied the INT lifetime as�2.9 ps.16 It is reasonable to think
that the energy released during the H atom transfer will have an
impact on the G–C geometry altering its canonical structure.
Indeed, we have observed that in some trajectories, for example
the run b (see Fig. S7†), the amino group of cytosine undergoes
marked out-of-plane distortions. This phenomenon can be
associated with the O6–H041 hydrogen bond dissociation
caused by the excess of kinetic energy provided by the H atom
transfer relaxation (see Table 2).

In order to quantify this effect, the O6–H041 distances and
the H041–N04–C04–N03 dihedral angles corresponding to the (G–
C)QM trajectories at both S0 and S1 states until the system rea-
ches an intersection point (see Fig. S6–S16†) have been statis-
tically analysed. The results are summarized in Table 2. In the
ground state, the average value (�x) of the O6–H041 distances is
1.85� 0.16 Å. The small standard deviation (s) denotes a strong
interaction between O6 and H041. Propagating the system on
the S1 surface before any H atom transfer has little effect on this
distance. In contrast, the O6–H041 average distance unambig-
uously increases from 1.85 to 2.05 Å, while the associated
standard deviation reaches 0.49 Å, aer the occurrence of the H
atom transfers. Hence, it can be concluded that the H transfer is
coupled with an increase of the distance between the nucleo-
bases locally distorting the DNA structure.

Furthermore, the enhanced out-of-plane distortions of the
–NH2 group of cytosine were evaluated by measuring the H041–
N04–C04–N03 dihedral angles of both the ground and excited-
This journal is © The Royal Society of Chemistry 2018
state dynamics and comparing the corresponding results. The
average values at the ground state are very close to 0� with
standard deviations close to 10� (see Table 2). The distribution
of these values is signicantly wider aer the H atom transfer,
having a standard deviation of 27.03�. Thus, our results clearly
indicate that a marked rotation of the amino group of cytosine
follows the H atom transfer in the excited state before the
system can decay to the ground state.

Groenhof et al.12 observed in their surface-hopping simula-
tions that the trajectories encountered the CI seam more than
once, undergoing a series of recrosses (four times, in average)
between the ground and excited states. The overall consequence
is the extension of the G–C excited-state lifetime aer the rst CI
point is reached.12 Taking into account this phenomenon, the
statistical results summarized in Table 2 must be considered as
lower bounds of the real values. For this reason, structures more
distorted and more distant from the canonical WC base pair
than those observed in this work are expected in reality, in
which the rotation of the –NH2 group of cytosine will likely be
even more pronounced.

Since the H041 atom can be involved in the formation of
a G–C tautomer when it is transferred to the guanine nucleo-
base in the ground state,9–12 this dynamic effect will contribute
to the intrinsic photostability of DNA hampering the tautomeric
channel and favoring instead the H1 transfer back to guanine
(see Fig. 2a).

The present ndings allow interpreting the lack of tauto-
merization reported in time-resolved IR spectroscopy
Chem. Sci., 2018, 9, 7902–7911 | 7905
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Table 3 Time lapses (fs) needed to transfer the first H atom in the QM/
MM MD trajectories on the S1 surface using the (GG/CC)QM and
(GGGG/CCCC)QM partitioning schemes, and photochemical evolution
of the runs

Run
Approx. time when the rst
H atom is transferred (fs) Photochemical decay

(GG/CC)QM partition
a 54 ESHT
b 32 H21–O02 transfer
c 26 ESHT
d 113 ESHT
e 80 ESHT
f 83 ESHT
g 54 FPT
h 484 ESHT
i 38 ESHT
j 50 ESHT
k 104 ESHT

(GGGG/CCCC)QM partition
g 55 FPT
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measurements of photoexcited DNA.17–20 It shall be noted that
some tautomerization has been observed for G–C base pairs
dissolved in chloroform,16 whereas in DNA duplexes only the
WC arrangement is recovered. Since the former system is less
constrained than the DNA double strands, we suggest that the
dynamic effect presented in this work is also responsible for the
preferred photostability displayed by the G–C base pair in
chloroform.16 We thus ascribe the differences observed in the
tautomerization yield to the sensitivity of the CI seam to the
environment. Further evidence of this environment depen-
dence is provided by the lifetimes of the INT species embedded
in different systems. While the lifetime is �2.9 ps in a G–C base
pair dissolved in chloroform,16 slower decays of �5 ps were
recorded for GC/GC miniduplexes (tetramers)17 and of 7–7.6 ps
for d(GC)$d(GC) duplexes,18–20 where the solvent is much less
accessible and the G–C couple remains in the more hydro-
phobic DNA core. Therefore, there are no reasons to think that
the out-of-plane distortions of the cytosine –NH2 group do not
take place in the less-constrained G–C base pair dissolved in
chloroform.

The lifetimes recorded experimentally at the few-picosecond
scale do not contradict our present simulations for a number of
reasons: (i) the large 0.5 eV threshold is used to consider
a structure as part of the CI seam and (ii) the diabatic S1/S0
crossings/recrossings are not taken into account in the present
work.

The majority of QM/MM simulations gave rise to H transfers
at the central hydrogen bond H1–N1 (see Table 2), whereas
three trajectories underwent H transfer at the H21–O02 bond in
agreement with what was predicted by the static calculations
reported in a previous study.10 In fact, the N1–H1 and H21–O02
distances of all (G–C)QM trajectories displayed in Fig. S6–S16†
suggest that both H1 and H21 atoms play an important role in
the evolution of the G–C system in the excited state, nding
many situations in which both H atoms are partially or
completely transferred simultaneously.

It is worth mentioning that two trajectories, namely runs
d and g, had a Na+ counterion in the vicinity of the G–C base
pair, in particular, interacting with the O6 atom of guanine (see
Fig. S9 and S12,† respectively). However, only the G–C base pair
of trajectory g seems to signicantly show the effects of the
positive charge on the surroundings (see Fig. 2b), probably due
to the shorter Na+–O6 distances as compared to the ones of the
run d. The effect of the nearby positive charge consists in trig-
gering the transfer of both H1 and H21 atoms simultaneously
accompanied by a marked energy degeneracy between the
excited and ground states in all the snapshots. The enhance-
ment of the capability to transfer H atoms could be explained by
the interaction of the positive charge (Na+) with guanine, whose
electronic density has been decreased due to the electron
accumulation caused by the G / C CT nature of the excited
state. The presence of a nearby positive charge can indeed
increase the global polarity of the CT state favoring the proton
transfer to cytosine. Thus, from our results emerge the possible
role played by cations, or generally positive charges, in inu-
encing DNA photochemistry.
7906 | Chem. Sci., 2018, 9, 7902–7911
(GG/CC)QM and (GGGG/CCCC)QM dynamics

In addition to the previous dynamics, we also run simulations
using a (GG/CC)QM partitioning scheme, therefore enabling
possible intra-strand delocalisation of the excitations (Frenkel
excitons). The results, shown in Table 3 and Fig. S20–S22,† are
in reasonable agreement with the (G–C)QM trajectories. Unsur-
prisingly, the weakening of the hydrogen bonding between
guanine and cytosine in the excited state previously described
for a single G–C base pair is operative when considering two
stacked G-C systems, in view of the O6–H041 distances and
H041–N04–C04–N03 dihedral angles shown in Fig. S23 and S24,†
respectively.

Trajectory g, however, led to an unexpected outcome con-
sisting in the formation of two intermediate species in the
adjacent G–C base pairs A and B. This phenomenon determines
the generation of the so-called INT2 structure (see Fig. 3), leading
to a FPT event. The motion of the two protons is coupled,
resulting in a simultaneous multiple proton transfer. Fig. 4a
displays the N1–H1 distances of both adjacent G–C base pairs A
and B corresponding to the trajectory g of the (GG/CC)QM system.
It can be seen that the system reaches the intersection seam at 70
fs, where both H atoms of adjacent G–C pairs are completely
transferred to the corresponding cytosine molecules.

To better validate these results, the trajectory g was re-run
increasing the QM partition up to four G–C base pairs, i.e.
(GGGG/CCCC)QM partition (see Table S1 and Video in the ESI†).
This increase of the QM subsystem allows the inclusion of
polarization effects and improves the description of the excited
states. The double H atom transfer is also observed, although
the H atom of the G–C pair B returns to the guanine moiety aer
�120 fs. The S1 and S0 energies of the snapshots displaying
a clear INT2 structure were computed at the CASPT2/MM level,
describing with the ab initio method only the two G–C pairs of
interest and treating the rest as point electrostatic charges. The
results are reported in Fig. 4b which clearly conrm the FPT
This journal is © The Royal Society of Chemistry 2018
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Fig. 3 (a) INT biradical intermediate obtained through the ESHT
process and (b) INT2 biradical zwitterionic intermediate yielded by the
FPT mechanism in two adjacent G–C pairs A and B. The nearby Na+

atom is displayed in green.

Fig. 4 Results of the run g using (a) the (GG/CC)QM scheme, (b) the
(GGGG/CCCC)QM scheme, and (c) the (GGGG/CCCC)QM scheme in
which the charge of the nearby sodium atom has been switched to
0 (no physical meaning). (d) compares the dipole moment module of
the QM systems of the runs shown in (b) and (c).
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transfer mechanism as an operative channel to deactivate the
DNA excited states, complementary to the ESHT (see Table 3).
Note that a larger set of trajectories should be run in order to
statistically quantify the relative occurrence of the ESHT and
FPT processes; thus the present work should be considered only
as a proof of principle for the coexistence of both processes. The
(GGGG/CCCC)QM snapshot at t ¼ 87 fs, corresponding to the CI
point of Fig. 4b, was selected to compute the hop in the ground
state, where the trajectory was restarted. The dynamics show the
multiple proton transfer back to the guanine molecules,
recovering the initial WC base pairing and completing the FPT
event (see Fig. S25†).

In order to evaluate the possible inuence of the environ-
ment on the S1/S0 energy gap, the snapshot at t ¼ 87 fs was
computed in vacuo, i.e. in the absence of the electrostatic
charges of the environment, using the CASPT2 method. The
resulting energy difference is 0.01 eV whereas with the CASPT2/
MM protocol it is 0.08 eV (Fig. 4b). At the TD-CAMB3LYP/MM
level, the system reaches the intersection at t ¼ 106 fs, where
the energy difference is 0.25 eV and the N30–H1(A) and N30–
H1(B) distances are 1.22 and 0.96 Å, respectively (see Fig. S5†).
The inherent CI character of the INT2 structure, independent
from the QM method and the presence or absence of the full
DNA environment, unveils a novel decay mechanism involving
H transfers in two adjacent G–C base pairs that further supports
the natural photostability of DNA.

The role of possible jumps to higher excited states (S2), not
considered in this work, has also been evaluated and shown in
the ESI.† This possibility arises from the excess of kinetic energy
provided by the relaxation from the FC region. Tables S8 and
S9† compile the energy differences between the S1 and S2 states
of the run g (Fig. 4b), whereas Fig. S26 and S27† show the nature
This journal is © The Royal Society of Chemistry 2018 Chem. Sci., 2018, 9, 7902–7911 | 7907
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of the excited wave functions for some relevant snapshots.
Taking into account that S2 is unlikely to be populated prior to
the proton transfer, the relatively similar nature of the lowest-
lying G / C CT states, the absence of alternative minima or
additional features between the FC and CT/S0 structures,12 and
the experimental evidence of proton transfer,16–20 it can be safely
concluded that while hops to S2 should be possible in certain
situations, these non-adiabatic effects will not change the
outcome of the dynamics reported in the present work.

The driving force of the photoinduced FPT could be ascribed
to the presence of Na+ ions in the vicinity of the G–C base pair
placed in the major groove (Fig. 3b). The presence of a nearby
positive charge can actually induce perturbation in the polarity
of the delocalized CT states along the DNA strand, favouring the
motion of the protons of the two adjacent G–C base pairs. This
hypothesis has been checked by changing the charge of the
nearby sodium atom from +1 to 0 and repeating the (GGGG/
CCCC)QM dynamics using the same initial coordinates and
velocities as the trajectory shown in Fig. 4b; the results of the
‘Na0 dynamics’ are displayed in Fig. 4c. It can be readily seen
that the FPT transfer does not take place since only one H1 atom
(base pair B) is completely transferred. Obviously, the ‘Na0

dynamics’ should be considered as a computational articial
model; however, it is useful to understand the specic impact of
the nearby positive charge on the DNA excited-state dynamics.
Fig. 4d shows the dipole moment modules |m⃑ | of the QM
subsystem corresponding to both the ‘Na1+ dynamics’ (Fig. 4b)
and the ‘Na0 dynamics’ (Fig. 4c). The time series describing
both trajectories are almost parallel, although the latter has
signicantly lower values due to the neutral charge of the
sodium atom and its less pronounced electrostatic inuence.
Important differences, larger than 5 D, are noted from 60 to 120
fs, which correspond to the time lapse in which the second
proton transfer takes place in the ‘Na1+ simulation’(Fig. 4b).

The proposed FPT transfer mechanism is displayed in Fig. 5.
In contrast to the intermediate (INT) structure ascribed to the
ESHT process,9–12 INT2 has a biradical zwitterionic nature in the
excited state, in which a net negative charge is delocalised over
Fig. 5 Mechanism of the FPT transfer. The red curly arrows denote
electron transfer.

7908 | Chem. Sci., 2018, 9, 7902–7911
a guanine nucleobase. The molecular charges compiled in
Tables S6 and S7† support this evidence. Note that even though
the charge separation can be localized either in the same or
different G–C pairs (see molecular charges of S1 and S2 states in
Table S6†), the charge separation between adjacent G–C base
pairs drove the FPT mechanism observed in the present work.
Therefore, it can be suggested that the nearby Na+ could stabi-
lize the negative charge of guanine displayed in the INT2

structure. The radiationless decay from S1 to S0 implies an
electron back-transfer to the guanine base. The negative charge
over the two stacked G/G nucleobases drives the overall return
of the two protons back to the corresponding guanine moieties.

Discussion and conclusions

This work reports the excited-state dynamic simulation of
a (dG)$(dC) B-DNA homopolymer in water solution using QM/
MM computational methods. An intrinsic feature of the G–C
base pairs that prevents the formation of tautomeric structures
is unveiled on the basis of the comparative study of the O6–H041
distances and the H041–N–C–N1 dihedral angles both in the
excited and ground states. The phenomenon is ascribed to the
energy released during the proton transfer in the excited state.
In addition, the inuence of the nearby cations on the DNA
excited-state decay has been assessed for the rst time. A novel
mechanism of DNA deactivation (FPT process) leading to the
recovery of the Watson–Crick pairing is presented, in which two
protons of two adjacent G–C base pairs are transferred forth and
back from the guanine to the corresponding cytosine moieties.
This photoresponse mechanism is triggered by the polarization
of the CT state caused by a nearby Na+ atom, occurring via an
intermediate structure (INT2), which possesses biradical zwit-
terionic character in the excited state. Future experimental
studies capable of detecting this likely elusive species are
strongly encouraged.

Hence, our results suggest that cations in solution could
enhance proton transfer processes taking place during the
excited-state decay of DNA structures. This is important since
positive charges are needed to neutralize the negative charges of
DNA and therefore are ubiquitous around DNA under biological
conditions. In particular, the intracellular concentration of K+,
Na+, and Mg2+ under physiological conditions ranges from 1 to
100 mM.53 The DNA–cation interactions have been extensively
documented in the last few decades.54–56 In particular, direct
contact of Na+ atoms with the O6 position of guanine in helical
RNA has been recently reported.57 Lavery et al. used micro-
second MD to show that K+ ions exhibit a density peak in the
radial distribution function within the grooves (ca. 2.5 Å).58

Furthermore, Pasi et al.59 reported K+ occupancies up to �0.3 in
the major groove of a (dG)$(dC) homopolymer. While these
values were not considered to be particularly high, they prove
the occurrence of ion–DNA interactions in the major groove of
the homopolymer in agreement with our shorter MD simula-
tions. However, it shall be remarked that the specic DNA
sequence modulates the cation availability.59 Since more ion–
DNA interactions were documented for other sequences con-
taining adjacent GC base pairs like GGGA, the FPT mechanism
This journal is © The Royal Society of Chemistry 2018
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could be even more favoured in other DNA sequences not
considered in this work.

The radial distribution function g(r) of the Na+ atoms with
respect to the O6 atoms of the guanine molecules of G–C base
pairs A and B (see Fig. 3) of the present MD simulation (100 ns)
is displayed in Fig. 6, showing reasonable agreement with the
much longer simulations performed by Lavery et al.,58 also
pointing to the accumulation of sodium ions in the vicinity of
the DNA double strand.53,59

Surprisingly, we found that the intermediate formed in the
photo-induced processes under the close interaction of Na+

favours photostability, unveiling another factor that may have
played a role in the natural chemical selection of nucleic acids
over the past millions of years. It is, however, currently unclear
if other photochemical processes operating under the inuence
of nearby charged species may lead to any kind of DNA photo-
damage. Hence our studies, while unequivocally conrm the
extremely complicated mechanisms operating in DNA photo-
chemistry, in particular, the coupling between different decay
pathways and the crucial role of the environment in their
specic modulation, also shed light on entirely new channels
strongly enhancing photostability. This aspect is indeed even
more relevant taking into account that the DNA photostability
should be considered as the result of the competition between
different deactivation channels that open upon light absorp-
tion.1 The crucial role played by cations implies us to reconsider
the role of the environment – that it should be taken into
account not only as a spectator but also as an active player in the
excited state evolution of DNA. A particularly intriguing related
hypothesis could be related to the role played by the highly
positively charged nucleosomal environment necessary to
maintain the supercoiled structure of DNA. Indeed, one could
speculate that in addition to its structural role, the positive
charge of this specic environment could also act as a protective
agent against the production of photolesions. To conrm this
hypothesis we plan to extend our study to DNA in the presence
of compacting proteins, such as bacterial histone-like units or
human histones.
Fig. 6 Radial distribution function g(r) of the distance between Na+

ions and the O6 atoms of the two central guanine molecules (residues
#7 and #8, see Table S1†).
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C. Daniel and L. González, Phys. Chem. Chem. Phys., 2017, 19,
27240–27250.

48 M. Barbatti, M. Ruckenbauer, F. Plasser, J. Pittner,
G. Granucci, M. Persico and H. Lischka, Wiley Interdiscip.
Rev.: Comput. Mol. Sci., 2013, 4, 26–33.

49 I. Vaya, P. Changenet-Barret, T. Gustavsson, D. Zikich,
A. B. Kotlyar and D. Markovitsi, Photochem. Photobiol. Sci.,
2010, 9, 1193–1195.
This journal is © The Royal Society of Chemistry 2018

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c8sc03252a


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
Se

pt
em

be
r 

20
18

. D
ow

nl
oa

de
d 

on
 7

/1
6/

20
24

 1
1:

01
:4

6 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
50 J. J. Nogueira, F. Plasser and L. González, Chem. Sci., 2017, 8,
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