1. Introduction

Computational chemistry is based on four main kinds of calculations: quantum chemistry (QC) calculations that self-consistently compute electron cloud distribution, classical atomistic simulations such as classical molecular dynamics or Monte Carlo simulations, coarse-grained models, and whole device models.1-4 Electrons and atomic nuclei are the elementary units in QC calculations. Atoms are the elementary units in classical atomistic simulations. The elementary units in coarse-grained models are much larger than individual atoms but much smaller than a whole device. Multi-scale modeling connects these different length scales: QC → atomistic simulations → coarse-grained models → whole device models.1-4

Just as there must be techniques for performing simulations at each of these different length scales, so also there must be techniques for connecting them. As illustrated in Fig. 1, atom-in-materials (AIM) methods use information obtained by QC calculations to compute properties like net atomic charges (NACs), atomic spin moments (ASMs), bond orders, atomic multipoles, atomic polarizabilities, atomic dispersion coefficients, electron cloud parameters, and other properties.5 These atomistic descriptors are fundamental to understanding various chemical properties of materials: electron transfer between atoms in materials, magnetic ordering in magnetic materials, various types of chemical bonds, van der Waals
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They can also be used to construct force fields used in classical atomistic simulations. For example, NACs (and optionally atomic multipoles) can be used in force fields to reproduce the electrostatic potential surrounding a material.\textsuperscript{1,6–8} The atomic dispersion coefficients are used in force fields to model attractive forces caused by fluctuating multipoles.\textsuperscript{9} Atomic polarizabilities can be used in force fields to model interactions caused by induced multipoles.\textsuperscript{10,11} AIM methods are the great connector between QC and atomistic simulations because they facilitate multi-scale modeling by allowing force fields for the classical atomistic simulations to be parameterized via automated methods from QC calculations.\textsuperscript{12}

As illustrated in Fig. 2, we envision six pillars of great performance for an AIM method: (a) high chemical accuracy, (b) high force field accuracy, (c) applicability to a broad range of material types, (d) predictably rapid, robust, and unique convergence, (e) computational convenience, and (f) applicability to a broad range of atomistic descriptors. For an AIM method to have high chemical accuracy, it should accurately describe the direction and magnitude of electron and spin transfer among atoms in materials, and the assigned NACs and ASMs should be chemically consistent. For an AIM method to have high force-field accuracy, it should yield force-field parameters that accurately reproduce the electrostatic potential surrounding a material, preferably with good conformational transferability. An AIM method should preferably work well for a broad range of material types including small and large molecules, ions, organometallic complexes, porous and dense solids, solid surfaces, nanostructures, both magnetic and non-magnetic materials, both heavy and light chemical elements, both organic and inorganic materials, both conducting and insulating materials, etc. In order to be used as a default atomic population analysis method (APAM) in QC calculations.

Fig. 1 The triple role of AIM methods. AIM methods provide atomistic descriptors that can be used (i) to understand the chemical properties of materials, (ii) to parameterize force fields used in classical atomistic simulations, and (iii) to provide dispersion interactions in some DFT + dispersion methods or to produce localized electron distributions for use in QC methods.

Fig. 2 Six pillars of great performance for an AIM method.
programs, an AIM method should always converge to a unique solution at a predictably rapid rate. The AIM method should be computationally convenient. Finally, an AIM method should preferably work well for computing a broad range of atomistic descriptors including NACs, atomic multipoles, ASMs, bond orders, atomic polarizabilities, atomic dispersion coefficients, electron cloud parameters, etc.

To be well-posed, an APAM must be a functional of the electron and spin magnetization density distributions with no explicit dependence on the basis set type or on specific density matrix components or density matrix eigenstates. APAMs lacking nine performance goals. Designed the DDEC6 charge partitioning algorithm to meet explicit dependence on the basis set type or specification density matrix eigenstates yield inconsistent results for different quantum chemistry methods because near the complete basis set limit the mapping between density matrix and electron density distribution becomes many-to-one. Different quantum chemistry methods yielding equivalent electron density distributions and equivalent energies can have vastly different density matrix components and density matrix eigenstates.

In previous articles of this series, we introduced the DDEC6 AIM method. In the first article, we described the DDEC6 charge partitioning theory and methodology and showed the assigned NACs and ASMs are chemically consistent. We designed the DDEC6 charge partitioning algorithm to meet nine performance goals. The DDEC6 method uses the same spin partitioning algorithm as used for earlier DDEC methods. In the second article, we tested DDEC6 performance across a broad range of material types and made important comparisons to experimental data. In these two prior articles, we demonstrated the DDEC6 method has the first four pillars of high performance: (a) high chemical accuracy, (b) high force field accuracy, (c) applicability to a broad range of material types, and (d) predictably rapid, robust, and unique convergence.

The purpose of the present article is to show how various components of the DDEC6 method can be combined into a fully functional program to achieve pillar (e) computational convenience. Some important aspects of computational convenience include: (1) low computational time, (2) reasonable memory requirements, (3) sufficiently high numerical precision, (4) easy to compute in parallel, (5) easy to prepare the required inputs with minimal manual labor, and (6) easy to read and interpret program outputs.

The sixth pillar of high performance – (f) applicability to a broad range of atomistic descriptors – is partially addressed in the present and previous articles and will be further addressed in future articles. Two previous articles addressed the chemical and force field accuracy of the DDEC6 NACs, atomic multipoles, ASMs, and electron cloud parameters. A recent article described the theory, methodology, chemical accuracy, and broad applicability of the DDEC6 bond orders. The present article focuses on parallel computations of these descriptors, with an emphasis on quantifying computational times, parallelization efficiencies, and memory requirements. Future articles will describe how the DDEC6 method can be extended to compute atomic polarizabilities and dispersion coefficients.

We anticipate this article will be of interest to both users and programmers. Computational materials scientists will benefit from an enhanced understanding of how the DDEC6 method works, its computational performance, and the calculation steps involved. These computational materials scientists are potential users of the DDEC6 method. Second, software developers will benefit from understanding what capabilities the DDEC6 method could bring by being interfaced with their QC packages. The flow diagrams will help both users and programmers understand the calculation sequence.

2. Flow diagrams

2.1 System definition

The system notation we use here is the same as previously published. For completeness, we restate the basic terminology. “Following Manz and Sholl, we begin by defining a material as a set of atoms $A$ located at positions $\{\mathbf{r}_A\}$, in a reference unit cell, $U$. For a nonperiodic system (e.g., a molecule), $U$ is any parallelepiped enclosing the entire electron distribution. The reference unit cell has $\ell_1 = \ell_2 = \ell_3 = 0$, and summation over $A$ means summation over all atoms in this unit cell for a periodic direction, $\ell_i$ ranges over all integers with the associated lattice vector $\mathbf{v}_i$. For a nonperiodic direction, $\ell_i = 0$ and $\mathbf{v}_i$ is the corresponding edge of $U$. Using this notation, the vector and distance relative to atom $A$ are given by

$$\mathbf{r}_A = \mathbf{r} - \ell_1 \mathbf{v}_1 - \ell_2 \mathbf{v}_2 - \ell_3 \mathbf{v}_3 - \mathbf{R}_A$$

and $r_A = ||\mathbf{r}_A||$. The spherical averages of a scalar function $f(\mathbf{r}_A)$ and vector function $\mathbf{g}(\mathbf{r}_A)$ about an atom center are defined by

$$f^{\text{avg}}(\mathbf{r}_A) = \frac{1}{4\pi(r_A)^2} \int f(\tilde{\mathbf{r}}_A) \delta(\mathbf{r}_A - \mathbf{r}_A') d^2\mathbf{r}'_A$$

and

$$\mathbf{g}^{\text{avg}}(\mathbf{r}_A) = \frac{1}{4\pi(r_A)^2} \int \mathbf{g}(\tilde{\mathbf{r}}_A) \delta(\mathbf{r}_A - \mathbf{r}_A') d^2\mathbf{r}'_A$$

In this article, we are only interested in studying time-independent states of chemical systems. For such systems, a time-independent electron distribution

$$\rho(\mathbf{r}) = \langle \Psi_\alpha | \rho(\mathbf{r}) | \Psi_\alpha \rangle$$

can be theoretically computed or experimentally measured, where $\Psi_\alpha$ is the system’s multi-electronic wavefunction within the Born–Oppenheimer approximation and $\rho(\mathbf{r})$ is the electron density operator. To include enough distinct letters for mathematical symbols, we used characters from the Roman, Greek, and Cyrillic alphabets.

2.2 Master flow diagram

The DDEC6 method was implemented in the CHARMMOL program using Fortran, a compiled language. The advantage of
compiled languages is that they are usually faster than interpreted languages. We used two programming books that explain Fortran commands. Our program was written using the Fortran 2008 standard with a small number of compiler extensions. Our CHARGEMOL program can be downloaded from http://www.ddec.sourceforge.net.

As shown in Fig. 3, the CHARGEMOL program is divided into modules arranged to compute the NACs, ASMs, bond orders, and other properties. The xyz output files containing the NACs, ASMs, r-cubed moments, etc. are readable by the Jmol visualization program. In addition to the xyz output files, the program also prints a logfile summarizing the calculation sequence including walltime spent for each part of the calculation. The way each block works is described below.

Read input files. The program reads the system’s information from input file(s) containing geometry, electron density, and spin density (for magnetic materials). Our program reads the input information in chunks so that it does not overflow the read buffer set by the operating system. This allows the program to read large input files without generating an overflow error. Currently, the program can read several input file formats: VASP, wfx, xsf, and cube files. CHARGEMOL identifies the type of input file and reads it using an appropriate module. At this point, the program might read the electron and spin distributions in terms of grid points or in terms of basis set coefficients.

Generate density grids. The program currently uses a uniform grid. For a periodic system, the grid points fill a parallelepiped corresponding to the unit cell. For a non-periodic system, the grid points are distributed over a parallelepiped enclosing the entire molecule. In cases where the basis set coefficients are read from the input file, the program will choose the size of the grid using a preferred grid spacing. Then the program will compute the electron and spin density grids. Details on how these grids are computed can be found in the ESI of prior publications.

Add missing core. If the input file lacks the information about the core electron density (e.g., if the electron density was obtained with a pseudopotential), the program will add back in the missing core density in order to perform an effective all-electron calculation. In this case, the density of the missing core electrons is obtained from a precomputed library of reference core densities for elements 1–109 that is stored within the program.

Check grid spacing and number of valence electrons. Before starting charge partitioning, the program performs the

---

**Fig. 3** Flow diagram of the DDEC6 method as implemented in the CHARGEMOL program. The dotted line indicates the path that would be followed if using atom-centered integration grids.
following checks to make sure the grid spacing is adequate and all electrons are properly accounted for:

(1) The program checks to make sure the volume per grid point is less than maxpixelvolume.

(2) The program integrates a test function over the integration grid and makes sure the numerically computed value is within a chosen tolerance of the known analytic value.

(3) The program integrates the valence electron density grid to numerically compute the number of valence electrons and adds to this the analytic number of core electrons and the valence occupancy corrections. The program checks to make sure this numerically computed total number of electrons matches the sum of atomic numbers minus the unit cell net charge to within a chosen tolerance.

If these tests are passed, the program proceeds. If not, the program terminates with a message describing the problem with the input files.

**Core electron partitioning including core grid correction.**

The program uses an iterative scheme to assign a core electron density to each atom. This includes a core grid correction that ensures the assigned core electron density integrates to the correct value for each atom. Details of this core electron partitioning including core grid correction are described in the ESI of our previous article. As indicated by the dotted line in Fig. 3, this step would be skipped if using atom-centered integration grids, because variable-spaced atom-centered grids can accurately integrate the total electron density without the need for valence-core electron separation.

**Charge partitioning.** Charge partitioning is performed to compute and store \( \{w_d(r_A), \{W(r), \{\rho^{ggg}(r_A), \{\rho_A(r_A)\}\} \) can be regenerated whenever needed from the stored values of \( \{w_d(r_A), \{W(r), \{\rho_A(r)\} \) \). Different charge partitioning algorithms could be employed (e.g., Hirshfeld, ISA, DDEC3, DDEC6), we strongly recommend the DDEC6 algorithm because of its high accuracy, broad applicability, computational efficiency, and convergence robustness.

**Multipole moment analysis.** The program computes and prints the atomic dipoles and atomic traceless quadrupole moments for all materials. This module also computes and prints the eigenvalues of the atomic traceless quadrupole matrix for each atom. The non-linearity of electrostatic potential makes it easy to locate all of the bonds for any desired atom. The overlap populations are printed to a separate file.

**Print atomic radial moments and related properties.** The atomic \( r \)-cubed moment

\[
\left( \langle r_A \rangle^3 \right) = \int \rho_A^c(r_A) \langle r_A \rangle^3 \, d^3r_A
\]

is computed and printed to an xyz file. If desired, the second- and fourth-order radial moments can also be computed and printed. If desired, other related properties can also be computed and printed.

### 2.3 Lagrangian series formulation of DDEC6 charge partitioning

Charge partitioning refers to the process of assigning atomic electron distributions \( \{\rho_A(r_A)\} \) to the atoms in a material. In all Density Derived Electrostatic and Chemical (DDEC) methods, \( \rho_A(r_A) \) is simultaneously optimized to resemble its spherical average, \( \rho_A^{avg}(r_A) \), and a charge-compensated isolated reference ion of the same element having a similar (but not necessarily equal) charge to the atom in material. Because the electrostatic potential \( V(r) \) outside a spherical charge
distribution is the same as an equivalent point charge, optimizing \( \rho_A(\vec{r}_A) \) to resemble \( \rho_{A^{\text{opt}}}(\vec{r}_A) \) makes the DDEC NACs ideally suited for constructing atom-centered point charge models used in force fields for classical atomistic simulations.\(^{17,18,28,29}\) By also optimizing \( \rho_A(\vec{r}_A) \) to resemble a charge-compensated isolated reference ion of the same element in a similar charge state, the assigned \( \{ \rho_A(\vec{r}_A) \} \) are optimized to resemble real atoms and maximize transferability between similar chemical systems.\(^{17,18,28,29}\) Charge-compensated reference ions are used to account for electrostatic screening by other atoms in the material.\(^{17,18,28,29}\) Conditioning the reference ions to match the material of interest allows the same ratio of spherical averaging to reference ion weighting to be used for all materials.\(^{17,28}\)

Table 1 lists the key features of DDEC6 charge partitioning. Each feature was discussed in detail in our prior publication.\(^{17}\) These features are the result of several years of development. Charge-compensated reference ions and spherical averaging were already used in the DDEC/c1 and c2 methods published in 2010.\(^{29}\) Reference ion smoothing, reference ion conditioning, one of the exponential tail constraints, some of the reshaping, and the \( N_A^{\text{val}} \geq 0 \) constraint were introduced in the DDEC3 method published in 2012.\(^{28}\) Radial cutoffs and effective all-electron partitioning have been part of the DDEC methods from the beginning.\(^{28}\) The earliest form of stockholder partitioning dates back several decades before the DDEC methods.\(^{36}\) Early forms of stockholder partitioning used reference neutral atoms or uncompensated charged reference ions.\(^{36,37}\) The iterated stockholder atoms (ISA) method used pure spherical averaging without any reference ions to compute the atomic weighting factors.\(^{38}\) A key improvement of the DDEC6 method is that it uses a fixed reference ion charge with a total of seven charge partitioning steps to ensure convergence to a unique solution.\(^{17}\) To more accurately quantify electron transfer, this fixed reference ion charge is optimized to resemble the number of electrons in the volume dominated by each atom.\(^{17}\) The DDEC6 method uses both upper and lower bound constraints on the rate of exponentially decaying buried atom tails to help prevent buried atoms from becoming too diffuse or too contracted.\(^{17}\) The DDEC6 method also uses a weighted spherical average, \( \rho_{A^{\text{wavg}}}(\vec{r}_A) \), rather than a simple spherical average to improve the accuracy by which NACs reproduce the electrostatic potential surrounding the material.\(^{17}\)

The DDEC6 NACs are functions of the electron distribution with no explicit dependence on the basis set representation or spin magnetization density. The rationale for this is that the NACs should be a compact representation of charge transfer between atoms in materials and also approximately reproduce the electrostatic potential \( V(\vec{r}) \) surrounding the material. Since charge transfer between atoms in a material cannot occur without a change in \( \rho(\vec{r}) \) and \( V(\vec{r}) \) depends only on \( \rho(\vec{r}) \), it makes sense for the NACs to be constructed as functionals of \( \rho(\vec{r}) \).\(^{17}\)

Here, we show for the first time that DDEC6 charge partitioning corresponds to solving a series of 14 Lagrangians in order. The DDEC6 method performs vastly better than any of the single Lagrangian charge partitioning methods developed to date.\(^{17,18}\) There are several reasons why such a Lagrangian series performs better than a single Lagrangian for defining the charge partitions. First, to make a Lagrangian convex, it is

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Features of DDEC6 charge partitioning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature</td>
<td>Purpose</td>
</tr>
<tr>
<td>NACs are functional of ( { \rho(\vec{r}) } )</td>
<td>No explicit basis set dependence; consistent results for different ( S_2 ) values of a spin multiplet</td>
</tr>
<tr>
<td>Stockholder type partitioning</td>
<td>Atomic densities sum to ( \rho(\vec{r}) ) at each position</td>
</tr>
<tr>
<td>Reference ion densities included in atomic weighting factors</td>
<td>Assigned ( { \rho_A(\vec{r}_A) } ) resemble real atomic ions</td>
</tr>
<tr>
<td>Charge compensated reference ions</td>
<td>Accounts for charge compensation and dielectric screening in extended materials</td>
</tr>
<tr>
<td>Reference ion conditioning</td>
<td>Matches reference ions to the material of interest to improve accuracy; allows a constant proportion of spherical averaging to be used for all materials</td>
</tr>
<tr>
<td>Fixed reference ion charge</td>
<td>Allows convergence to a unique solution</td>
</tr>
<tr>
<td>Cutoff radius</td>
<td>Linear scaling computational cost</td>
</tr>
<tr>
<td>The fixed reference ion charge is optimized to resemble the number of electrons in the volume dominated by each atom</td>
<td>More accurately quantifies electron transfer</td>
</tr>
<tr>
<td>Upper and lower bound constraints on the rate of exponentially decaying buried atom tails</td>
<td>Exponentially decaying atom tails help to ensure chemically meaningful results; the upper and lower bound constraints help prevent buried atoms from becoming too diffuse or too contracted</td>
</tr>
<tr>
<td>Adds missing core density (if any)</td>
<td>Effective all-electron partitioning even if the electron distribution was generated using effective core potentials</td>
</tr>
<tr>
<td>Uses weighted spherical average in atomic weighting factors</td>
<td>Minimizes atomic multipoles to more accurately reproduce ( V(\vec{r}) ) with NACs</td>
</tr>
<tr>
<td>Seven charge partitioning steps</td>
<td>Ensures predictably fast and robust convergence</td>
</tr>
<tr>
<td>Uses smoothed reference ions</td>
<td>Improves optimization landscape curvature by ensuring the reference ions follow expected behavior</td>
</tr>
<tr>
<td>Constrains ( N_A^{\text{val}} \geq 0 )</td>
<td>Core electrons are assigned to the correct atom</td>
</tr>
<tr>
<td>Atomic weighting factor reshaping is used when applying the upper and lower bound constraints on the rate of exponentially decaying buried atom tails</td>
<td>Reshaping improves the convergence accuracy by preserving the integral of the atomic weighting factors when applying constraints to prevent atoms from becoming too diffuse or too contracted</td>
</tr>
</tbody>
</table>
where describes the ratio of the output to the and Lagrangians in the series, the spontaneous symmetry, the output.

Second, separating charge partitioning from reshaping Lagrangians requires only one charge cycle per charge partitioning Lagrangian (except when the \(N_A - N_A^{\text{core}} \geq 0\) constraint is binding), while a Lagrangian that performs both charge partitioning and reshaping must be solved through an iterative algorithm that requires several charge cycles over all grid points to reach self-consistency. Consequently, a charge partitioning Lagrangian series has faster, more computationally efficient, predictable, and robust convergence than a single charge partitioning Lagrangian incorporating reshaping that is self-consistently iterated to convergence.

However, having too many Lagrangians in the charge partitioning Lagrangian series is detrimental. The reason has to do with spontaneous symmetry breaking. Consider a system containing two symmetry equivalent atoms. A small error \(\epsilon\) in the input density grid may cause the minimum of a single Lagrangian \(\mathbf{X}\) in this series to be symmetry broken by some amount \(\mathbf{B}\), where \(\mathbf{B}\) describes the ratio of the output to the input symmetry breaking. The input to the second Lagrangian in the series will thus be symmetry broken by an amount \(\mathbf{B}\) and its minimum will be symmetry broken by an amount \(\mathbf{B}\mathbf{B}\). After \(\mathbf{B}\) Lagrangians in the series, the spontaneous symmetry breaking (SSB) equals

\[
\text{output SSB} = \epsilon \prod_{i=1}^{N} \mathbf{B}_i \tag{6}
\]

For \(|\mathbf{B}_i| < 1\), the magnitude of the output SSB will be smaller (larger) than the input SSB \(\epsilon\). Even if \(|\mathbf{B}_i| > 1\), the output SSB can be contained by keeping \(\mathbf{B}_i\) and \(\epsilon\) small. For \(|\mathbf{B}_i| > 1\) and \(\mathbf{B} \to \infty\), the output SSB cannot be contained and runaway charges will result.

Therefore, optimal performance will be obtained by using a charge partitioning Lagrangian series containing more than one but not too many Lagrangians. What is an appropriate number of Lagrangians in this series? Fourteen. These are defined as follows:

\[
\mathbf{X}^{(1,2,3,5,8,14)} = F^{(1,2,3,5,8,14)} \tag{7}
\]

\[
\mathbf{X}^{(4)} = \mathbf{h} \tag{8}
\]

\[
\mathbf{X}^{(6,9,12)} = \mathbf{h}^2 \tag{9}
\]

The inputs for the \(i\)th Lagrangian only depend on the solution of the previous \((i - 1)\) Lagrangians. Every one of these 14 Lagrangians has positive definite curvature (i.e., strictly convex), thereby guaranteeing that the final solution is uniquely determined. The first two Lagrangians are dedicated to computing the target reference ion charges, \(\{q_{\text{ref}}\}\). The third and fourth Lagrangians compute the conditioned reference ion densities. The 5th, 8th, 11th, and 14th Lagrangians are additional conditioning steps. The 8th, 11th, and 14th Lagrangians also enforce the constraint

\[
N_A^{\text{val}} = N_A - N_A^{\text{core}} \geq 0 \tag{11}
\]

This total of five conditioning steps gives a balanced ratio of reference ion weighting to spherical averaging for all materials.\(^7\) The 6th, 9th, and 12th Lagrangians perform reshaping to prevent the atomic density tails from becoming too diffuse. The 7th, 10th, and 13th Lagrangians perform reshaping to prevent the atomic density tails from becoming too contracted. The reason for separating reshaping to prevent the atomic density tails from becoming too diffuse from reshaping to prevent the atomic density tails from becoming too contracted is that these two steps have different optimal reshaping exponents.\(^7\) Combining both reshaping steps into a single Lagrangian would require using a single reshaping exponent, which would produce suboptimal results for one of the two steps.

Table 2 summarizes the organization of these 14 Lagrangians into seven charge partitioning steps. Section S1 of ESI\(^*\) contains the detailed mathematical forms of these 14 Lagrangians. The computational algorithm for these seven DDEC6 charge partitioning steps was described in detail in our previous article.\(^7\) A flow diagram for DDEC6 charge partitioning was presented in Fig. S2 of the ESI of our previous article.\(^7\) Fig. S1 and S3 of that article presented flow diagrams for reshaping the conditioned reference ion density and to prevent \(w_\alpha(q_{\text{ref}})\) from becoming too diffuse, respectively.\(^7\) As noted in our earlier publication, the Hirshfeld NACs, atomic dipoles and quadrupoles and the CM5 NACs were readily computed and printed during the first charge partitioning step.\(^7\)

We now briefly summarize how these seven DDEC6 charge partitioning steps were efficiently parallelized. Loops over atoms and grid points were parallelized over the grid point index. As demonstrated in Section 4.2 below, this provided efficient parallelization even for systems containing only one atom in the unit cell. Two pure subroutines were created to perform reshaping. A pure subroutine is one that can be readily parallelized over, because it has no side effects on data outside the procedure. The first of these subroutines performed reshaping of the conditioned reference ion densities. The second of these subroutines performed reshaping to prevent \(w_\alpha(q_{\text{ref}})\) from becoming too diffuse or too contracted. These subroutines were parallelized over atoms, such that each processor called the reshaping subroutine to act on a different atom. For convenience, a Fortran module containing these reshaping subroutines is provided in the ESL.\(^*\)
2.4 Spin partitioning details

In contrast to DDEC6 charge partitioning that requires a Lagrangian series, DDEC spin partitioning requires minimizing only a single Lagrangian. The DDEC spin partitioning Lagrangian was introduced by Manz and Sholl and is summarized in Section S2.1 of ESI.† Fig. S1 of ESI† shows a flow diagram for spin partitioning. Why does spin partitioning use a single iterative Lagrangian while charge partitioning uses a Lagrangian series? The most fundamental difference is that the reference ion state must be updated during the early stages of charge partitioning, while the proportional spin partition (which acts as a reference state for spin partitioning) does not require any updates. Convexness is guaranteed only if the reference ion updating in DDEC6 charge partitioning is performed in a fixed finite sequence (i.e., Lagrangian series) rather than iterated to self-consistency. Also, convexness is guaranteed only if the weighted spherical averaging in DDEC6 charge partitioning is performed in a fixed finite sequence (i.e., Lagrangian series) rather than iterated to self-consistency. Simple spherical averaging can be incorporated into a convex Lagrangian iterated to self-consistency. DDEC spin partitioning incorporates a simple spherical averaging of $\bar{m}(\bar{r})$.

The major features of DDEC spin partitioning are summarized in Table 3. First, the assigned $\bar{m}(\bar{r})$ sum to $\bar{m}(\bar{r})$ at each position $\bar{r}$. This also ensures the sum of ASMs will always yield back the total spin magnetic moment of the unit cell. Second, both proportional spin partitioning and spherical averaging are included in the spin partitioning optimization functional to ensure chemically reasonable results and to accurately reproduce the magnetic field due to spin, $B_{\text{spin}}(\bar{r})$, around the material. Constraining the optimization functional so the atomic spin magnetization density is less than or equal to the atomic electron density ensures the resulting ASMs will be chemically meaningful. Spin magnetization density is presented as a vector to make the approach applicable to both collinear and non-collinear magnetism. In the case of collinear magnetism, efficiency is maximized by only computing and storing the non-zero component. Similar to the NACs calculation, ASMs are computed using a cutoff radius to ensure linear scaling computational cost with increasing system size.

A predictably fast and unique convergence is achieved by using a provably convex optimization functional with exponentially fast convergence. As explained in Section S3.2.4 of our previous article, the max_ASM_change for spin cycle $j + 1$ is approximately

$$ f_{\text{spin}} = 1 - \sqrt{1/2} = 0.29 $$

(12)
times the maximum error in the ASM components for spin cycle $j$:

$$ \text{max_ASM_change}_{j+1} \approx f_{\text{spin}} \times \text{max_ASM_change}_j $$

(13)

Therefore, the number of spin_cycles required to achieve convergence of all ASM components within spin_convergence_tolerance follows the equation

$$ \text{spin_cycles} \equiv \frac{\ln(\text{spin_convergence_tolerance}) - \ln(\Delta_{\text{ASM}})}{\ln(f_{\text{spin}})} + 1 + 1. $$

(14)

where

$$ \Delta_{\text{ASM}} = \max_{\{A\}} \left( \max \left( \left| M_{A,x}^0 - M_{A,x}^{\text{converged}} \right|, \left| M_{A,y}^0 - M_{A,y}^{\text{converged}} \right| \right), \left| M_{A,z}^0 - M_{A,z}^{\text{converged}} \right| \right) $$

(15)

quantifies the maximum ASM component error on the first spin cycle (i.e., proportional spin partitioning) compared to the final converged result. The next to last spin cycle is the first spin cycle for which max_ASM_change $<$ spin_convergence_tolerance. A final spin cycle is required to confirm convergence has reached this level. The first $+1$ in eqn (14) accounts for the first spin cycle, and the second $+1$ in eqn (14) accounts for the last spin cycle.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraint ensures $\bar{m}(\bar{r}) = \sum \bar{m}_A(\bar{r}_A)$</td>
<td>Spin magnetization divided exactly amongst atoms</td>
</tr>
<tr>
<td>Proportional spin partitioning included in optimization functional</td>
<td>Helps to ensure chemically reasonable results</td>
</tr>
<tr>
<td>Spherical averaging included in optimization functional</td>
<td>ASMs more accurately reproduce $B_{\text{spin}}(\bar{r})$ around material</td>
</tr>
<tr>
<td>Constraint ensures $m_A(\bar{r}_A) \leq \bar{m}(\bar{r}_A)$</td>
<td>Ensures chemical feasibility</td>
</tr>
<tr>
<td>Spin magnetization density represented as a vector</td>
<td>Works for collinear and non-collinear magnetism</td>
</tr>
<tr>
<td>Cutoff radius</td>
<td>Linear scaling computational cost</td>
</tr>
<tr>
<td>Convex optimization functional with exponentially fast convergence</td>
<td>Predictably unique and rapid convergence</td>
</tr>
</tbody>
</table>
2.5 Bond order analysis

A new method to compute bond orders was developed by Manz and is implemented in the DDEC6 method. Key advantages of this method are summarized in Table 4. First, the method uses appropriate cutoffs to achieve an efficient linearly scaling computational cost. Second, exchange interactions are formulated in vector form to achieve a unified description of the electron density, exchange magnetism, and non-collinear magnetism.

To save memory and computational time, only the non-zero exchange components are computed and stored. Theoretical lower (1×) and upper (2×) bounds on the bond-order-to-contact-ratio improve the method’s accuracy. Bond orders are computed as functionals of \( \{\rho(\mathbf{r}), \mathbf{m}(\mathbf{r})\} \) to ensure approximately consistent results across various exchange-correlation theories, basis sets, and \( S_2 \) values of a spin multiplet.

There are several specific features of DDEC6 partitioning that make it exceptionally well-suited for computing bond orders. First, the DDEC \( \{\mathbf{m}_A(\mathbf{r}_A)\} \) are simultaneously optimized to resemble proportional spin partitioning and \( \{\mathbf{m}_\text{avg}(\mathbf{r}_A)\} \); this is crucial to satisfy the confluence of atomic exchange propensities. Second, the DDEC6 charge partitions are simultaneously optimized such that: (a) \( \rho_A(\mathbf{r}_A) \) resembles \( \rho_\text{avg}(\mathbf{r}_A) \), (b) \( N_A \) resembles the number of electrons in space dominated by atom A, (c) \( w_A(\mathbf{r}_A) \) and \( \rho_A(\mathbf{r}_A) \) resemble a reference ion of the same element in a similar (but not necessarily identical) configuration, and (d) the buried tails of atoms decay exponentially with increasing \( r_A \) at a rate that is neither too fast nor too slow. Property (a) is also needed to satisfy the confluence of atomic exchange propensities. Properties (b), (c), and (d) help to ensure chemically correct atoms-in-materials partitioning.

The first step in bond order analysis is to determine which bond orders are negligible and uses cutoff radii. Exchange interactions formulated in vector form with allocation of exact numbers of exchange components lower and upper bounds on the bond order. Bond orders are computed as functionals of \( \{\rho(\mathbf{r}), \mathbf{m}(\mathbf{r})\} \)

Based on DDEC6 \( \rho_\text{avg}(\mathbf{r}_A) \) and \( \mathbf{m}_\text{avg}(\mathbf{r}_A) \)


Table 4: Features of DDEC6 bond order analysis

<table>
<thead>
<tr>
<th>Feature</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computes atom–atom overlaps to determine which bond orders are negligible and uses cutoff radii</td>
<td>Linearly scaling computational cost</td>
</tr>
<tr>
<td>Exchange interactions formulated in vector form with allocation of exact numbers of exchange components</td>
<td>Applies to systems with no magnetism, collinear magnetism, and non-collinear magnetism</td>
</tr>
<tr>
<td>Lower and upper bounds on the bond order</td>
<td>Improves accuracy</td>
</tr>
<tr>
<td>Bond orders are computed as functionals of ( {\rho(\mathbf{r}), \mathbf{m}(\mathbf{r})} )</td>
<td>Ensures consistent results across various exchange–correlation theories and basis sets</td>
</tr>
<tr>
<td>Based on DDEC6 ( \rho_\text{avg}(\mathbf{r}<em>A) ) and ( \mathbf{m}</em>\text{avg}(\mathbf{r}_A) )</td>
<td>Satisfies confluence of atomic exchange propensities</td>
</tr>
</tbody>
</table>
components, and the second step prepares the density grids. The third step computes the local atomic exchange vectors. The fourth step identifies all translation symmetry unique atom pairs that could have a bond order equal to or greater than the bond order print threshold (e.g., 0.001). These are listed in the bond pair matrix. The fifth step computes various integrated terms for each atom pair in the bond pair matrix: contact exchanges, overlap populations, etc. The sixth step uses these integrated terms to compute the bond orders and SBOs. The seventh step prints these to output files.

We parallelized the second, third, and fifth steps over grid points. Alternatively, one could parallelize these steps over atoms (for quantities involving individual atoms) or atom pairs (for quantities involving atom pairs).

Additional bond order analysis details are summarized in Section S3 of ESI.† Eqn (S80)† quantifies the spin polarization of each bond by computing a chemical descriptor that varies from 0 (completely paired electrons) to 1 (all electrons of same spin) with intermediate values indicating a partially spin-polarized bond. Equations for computing bond order (eqn (S81)†), SBO (eqn (S87)†), contact exchange (eqn (S75)†), SCE (eqn (S79)†), and overlap population (eqn (S76)†) are given. Theory behind these equations was presented in an earlier article.†

3. Parallelization strategy and memory management

3.1 Overall strategy

Today’s high performance computing clusters are usually comprised of several compute nodes in which each node has several processors sharing a random access memory (RAM). Processors on a single compute node are cache coherent, while processors from different compute nodes are not cache coherent. Two main schemes are available to parallelize a program: (a) using shared memory (for example, open multiprocessing (OpenMP)) to parallelize across cache-coherent processors on a single compute node and (b) using distributed memory (for example, message passing interface (MPI)) to parallelize across non-cache-coherent processors (e.g., those from different compute nodes). The limitation of using just OpenMP as a parallelization scheme is that the program is restricted to parallelization over processors and memory available on a single shared-memory node.†,40 MPI has the advantage that it can make use of memory and processors from multiple compute nodes.

The parallelization scheme chosen for CHARGEMOL was shared memory because it is easy to create a shared memory program if the serial program already exists. The only thing needed is to add OpenMP directives that will be processed by the compiler.†,40 Another advantage is that the user does not have to compile extra libraries to get the OpenMP parallelization. If the compiler does not support OpenMP, the program will be compiled in the serial mode and the parallel directives will be ignored. Examples of OpenMP directives are shown in Fig. 5. We used two programming guides that explain OpenMP directives.†,40

We used OpenMP because it is easier to program, but many of our suggestions for efficient parallelization would also apply to strategy (b) utilizing a MPI. The MPI parallelization strategy is often preferred by QC codes that perform calculations across multiple compute nodes. Lee et al.† incorporated DDEC3 into ONETEP and used MPI to parallelize it across nodes to study large biomolecules and other materials containing thousands of atoms. The distributed memory strategy of Lee et al.† could
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be used to parallelize the DDEC6 method across multiple compute nodes. It is also possible to combine MPI and OpenMP such that parallelization within a node is handled by OpenMP and parallelization across nodes is handled by MPI, but we have not yet implemented any of the DDEC methods using hybrid MPI-OpenMP parallelism.

In order to create an efficient shared memory parallel program, the elements listed in Fig. 6 had to be achieved: (a) set big matrices as shared variables, (b) order the loop indices, (c) parallelize over grid points, bond pairs (i.e., pairs of atoms having non-negligible bond order), or atoms depending on the best option for a particular case, (d) minimize the number of CRITICAL directives, and (e) minimize thread creation.

The big matrix elements run over all grid points in the unit cell. That is, they have a form my_array(i,j,k) where the value of (i,j,k) determines a particular grid point in the unit cell. In Fortran, the first index is the fast changing index that references adjacent memory values. Thus, my_array(1, 200, 300) is stored adjacent to my_array(2, 200, 300).

Obviously, computational loops that run over the largest number of elements are the most important to parallelize. These include: (a) loops over grid points in the unit cell, (b) loops over atoms and spatial positions (\( \mathbf{r}_A \)), (c) loops over bond pairs and relevant spatial positions for each bond pair, and (d) for Gaussian basis set coefficients inputs there are loops that run over relevant spatial positions for each non-negligible pair of Gaussian basis functions. Loops of type (a) are parallelized over grid points. Loops of type (b) can be parallelized over either (bi) atoms or (bii) spatial positions for an atom. Here, we have used strategy (bii), while an earlier paper on MPI parallelization of the DDEC3 method used strategy (bi).

Loops of type (c) can be parallelized either over (ci) relevant spatial positions for a bond pair or (cii) bond pairs. We tested both of these strategies and found they both work well. Results in this paper are for strategy (ci). For loops of type (d), we parallelized over blocks of non-negligible Gaussian basis function pairs, but this requires using ATOMIC directives when writing to the electron and spin density grids (as described in the ESI of one of our previous articles), pairs of Gaussian basis functions within a single block share the same exponent and center, while different blocks have different exponents or different centers).

### 3.2 Minimizing memory requirements

Each variable in a parallel region of a code must be declared as shared or private. Shared variables have a common value accessed by all the threads, while private variables have a different value for each thread. Private variables will not retain their value when the threads are destroyed. Temporary variables, index numbers, loop iteration indices, and other local variables were set as private. The big arrays in the program (i.e., the ones that run over grid points) take up the most memory. Big arrays are treated as shared variables. Whenever a big array was no longer needed, it was deallocated to free up some memory.

The big arrays are listed in Fig. S3. Each row stands for a big array and each column stands for a module in the program. Not all of the program's modules are listed, only the ones where big arrays are allocated or deallocated. The modules are listed in order with earlier modules listed to the left. Fig. S3† shows in which module each big array is allocated and deallocated. The continuous colored line represents when each big array exists. Green blocks are used by all of the systems. Yellow blocks are used only by systems with collinear magnetism. Red blocks are used only by systems with non-collinear magnetism. The height of a cell is proportional to the amount of memory the big array requires. For example, if the cell has a height of 3 small cells the big array requires triple the memory of a small cell, because that big array stores information for three vector components at each grid point.

Fig. 7 shows the number of values that must be stored for each grid point at the same time when the program is in certain modules. Earlier modules are listed towards the top and later modules towards the bottom. Some modules will be skipped depending on the calculation type: (i) only one of the read density
grids or prepare density grids from basis set coefficients modules will be run depending on whether the density grids are read from files or computed from the basis set coefficients, respectively, and (ii) the spin moments iterator will be run only if the system is magnetic. The total memory required to complete the DDEC analysis is proportional to the length of the cells in Fig. 7. As mentioned above, big matrices that will not be used anymore were deallocated. If the system is non-magnetic, the largest memory requirement will be in the valence iterator or reading of input density grids. Non-magnetic systems use only green cells and the highest memory requires storing 6 values over the grid points (i.e., nlarge = 6). For magnetic materials, the computation of ASMs requires the largest memory. For systems with collinear magnetism, the required memory is proportional to the height of green and yellow cells, and there is a maximum storage requirement of 8 values over the grid points (i.e., nlarge = 8). For systems with non-collinear magnetism, the required memory is proportional to the height of green, yellow, and red cells, and there is a maximum storage requirement of 20 values over the grid points (i.e., nlarge = 20). Overall, DDEC6 analysis required the same amount of memory as DDEC3 analysis.

Based on Fig. 7, the total RAM (in megabytes) required to run the program is estimated using the formulas

$$\text{nlarge\_mem} = \frac{\text{nlarge} \times \text{npoints} \times 8}{10^6}$$

$$\text{total\_memory\_required} = \text{nlarge\_mem} + \min\left(350, \frac{2 \times \text{npoints} \times 8}{10^6} + 5 \times \text{natoms}\right)$$

Here, npoints stands for the total number of grid points, natoms is the number of atoms in the unit cell, and nlarge is the number of values that must be simultaneously stored for each grid point. The megabytes required to store the big arrays is nlarge\_mem, where the factor of 8 in eqn (16) accounts for the 8 bytes required to store a double precision real number. To this must be added a small amount to account for miscellaneous memory requirements. In eqn (17), the minimum function adds an amount up to 350 megabytes to estimate miscellaneous memory requirements or an amount proportional to the number of atoms and grid points. This formula for miscellaneous memory requirements was reverse engineered from results of our various tests and is not precise.

Table 6 summarizes the minimum memory requirements for running a diverse set of materials on serial and 8 parallel processors. This test set spanned from one atom per unit cell (i.e., Ni metal fcc crystal) to 733 atoms per unit cell (i.e., B-DNA decamer). These systems spanned different kinds of magnetism: (a) non-magnetic (i.e., B-DNA decamer and ozone singlet), (b) collinear magnetism (i.e., Mn_{12}-acetate single molecule magnet, Ni metal, and ozone triplet), and (c) non-collinear magnetism (i.e., Fe_{13}O_{12}N_{4}C_{40}H_{52} single molecule magnet). Different types of basis sets (i.e., planewave and Gaussian) are contained in this test set. As demonstrated by the results in Table 6, the total RAM requirements were nearly identical for serial and 8 parallel processors. This indicates an efficient memory management for which adding parallel processors does not significantly change the total memory requirements. The last column in Table 6 lists the total memory requirements predicted by eqn (17). This prediction contains a margin of safety such that the predicted total memory should be large enough to accommodate the calculation.

### 3.3 Minimizing false sharing

Cache is an intermediary between the processors and main memory.\(^4\) Cache stores temporary information so the processor does not have to travel back and forth to the main memory. However, cache is small and sometimes it cannot store all the information the program needs. In order to maximize cache efficiency, the number of fetches to main memory the processor makes should be kept to a minimum. In modern computer architectures, there are usually multiple layers of cache.

The precise size of a cache line depends on the implementation; 64 bytes is common, which means a cache line can store eight double precision (64 bit) real numbers. To maximize performance, a single thread of the parallel program should use all of these numbers before requiring the next fetch. Therefore,
a single thread should consecutively run over adjacent values of the inner index, and threads should be parallelized over one of the outer indices. This means that \( a \) should be the inner (fast) loop and \( c \) should be the outer (slow) loop when assigning values to \( \text{my\_array}(a, b, c) \) using a Fortran Do loop. The correct organization of the loops in the program is represented in Fig. 8. When using the correct loop order, each thread will update several consecutive array values before requiring a fetch from main memory (or outer cache) to inner cache of the next several array values. Since the different parallel threads are working on array elements corresponding to different cache lines, each thread will not slow down the performance of the other threads.

Using an incorrect loop order can cause false sharing. In false sharing, parallel threads write to different matrix elements on the same cache line. Because the first processor invalidates the cache line upon writing, the second processor must wait for the cache line to reload before writing its value, and the third processor must wait for another reload before it writes. This makes each cache line load several times instead of once. This also means that the next array element required by the first processor may not yet be in inner cache, which would require a new fetch from main memory (or outer cache) to inner cache for each newly required array element. The result is a lot of wasted motions.

We tested the efficiency of parallelizing over the number of atoms on two different types of arrays. Let us define one array where the first index (corresponding to the radial shell) varies according to the distance from the atomic nucleus and a second index depends on the atom number: \( \text{my\_array}_1(\text{radial\_shell}, \text{atom\_number}) \). Let us define another array that only depends on the atom number: \( \text{my\_array}_2(\text{atom\_number}) \). In the first case, loops were set so \( \text{radial\_shell} \) was the fast index. We tested the efficiency of parallelizing loops in the DDEC6_valence_iterator module that iterate over the number of atoms. The system tested was an ice crystal with 6144 atoms. We used 16 processors. Because of false sharing where different processors try to update adjacent array values in the same cache line, a parallel loop containing variables of the type \( \text{my\_array}_2 \) took almost three times longer when parallelized than in the serial mode. In contrast, the parallelization efficiency was 98% when the loop containing variables of the type \( \text{my\_array}_1 \) was parallelized over \( \text{atom\_number} \). False sharing is minimized for this kind of loop because \( \text{radial\_shell} \) is the fast index and different processors work on different values of the slow index (atom_\-number). This is why we parallelized over the number of atoms some loops that contained variables of the type \( \text{my\_array}_1 \) but not \( \text{my\_array}_2 \).

To test cache performance, we generated a code with the correct (“fast code”) and incorrect (“slow code”) order of loop indices when writing updated values to the big arrays. Computational tests for the Mn12-acetate single molecule magnet using the PBE/planewave densities are shown in Table 7. Three runs were performed and the average and standard deviation are reported. The slow code took longer to run than the fast code. On 8 and 16 processors, spin partitioning took
almost twice as long using the slow code compared to the fast code, and overall DDEC6 analysis took ~50% longer. Examining the code, spin partitioning exhibited the worst slowdown, because it has the highest fraction of loops over grid points that write updated values to the big arrays. It is amazing that the overall performance of the slow code was not worse. This clearly indicates the Xeon multi-processor unit we used is highly efficient. In particular, it has out-of-order execution that allows commands to be executed out of order to mitigate effects of waiting for data to be fetched from main memory to cache. While the processor is waiting for data to be fetched, it will execute another command for which the input data is available.

3.4 Reductions

Several OpenMP directives are designed to prevent racing conditions.29,30 A racing condition occurs if two processors try to write to the same memory location at the same time. The ATOMIC directive was set when the value of a variable had to be updated in main memory by different processors. The REDUCTION directive was used to parallelize sums, subtractions, finding a maximum or a minimum value, etc. The CRITICAL directive allows only one thread at a time to perform a set of code operations. ATOMIC, CRITICAL, and REDUCTION were tested to see which one was the least computationally expensive. REDUCTION was the least time consuming. These directives were kept to a minimum to avoid overhead cost. To avoid memory requirements increasing with the number of parallel processors, no REDUCTION was used over big arrays.

Fig. 9 shows two different placements of the REDUCTION clause. We tested the parallelization efficiency on 16 processors. The system studied was an ice crystal with 6144 atoms in the unit cell. When REDUCTION was set on the top panel of Fig. 9, 403 seconds were needed to complete the parallel section. In this case, the REDUCTION clause is performed n atoms times. Because an array containing a dimension of length n atoms must be reduced over n atoms times, the time to complete the loop scales poorly as the number of atoms increases. When REDUCTION was set on the bottom panel of Fig. 9, only 79 seconds were needed to complete the parallel section. In this case, the REDUCTION clause is performed only once. Therefore, whenever possible, we set the REDUCTION clauses as in the bottom panel of Fig. 9.

3.5 Scheduling and thread binding

The OpenMP clause SCHEDULE was specified to control the way the work was distributed among the threads.29,30 The keyword STATIC was used when the processors would perform the same number of operations in each loop iteration, ensuring balance of work among the processors. DYNAMIC was set when the number of operations per loop iteration could vary. In DYNAMIC scheduling, the next loop iteration is assigned to the first free processor. DYNAMIC scheduling achieves better load balancing but has higher overhead than STATIC scheduling.29,30

A thread in OpenMP can be bound to a particular processor or it can be allowed to switch between processors. This is controlled through the environmental variable OMP_PROC_BIND. When this variable is set to TRUE, a thread does not switch between processors. If the variable is set to FALSE, a thread can switch between processors. We ran tests on the Mn12-acetate SMM system to test whether the value of OMP_PROC_BIND affects the calculation time. Table 8 shows the time per atom to perform the DDEC6 calculation. Setting OMP_PROC_BIND to TRUE or FALSE gave nearly identical times to complete the calculation. Since the difference was not significant and since not specifying a value for OMP_PROC_BIND gives similar results, we did not specify the OMP_PROC_BIND variable for any of the other calculations in this work.

As a further test of thread configurations, we also tested two threads per processor (i.e., 32 OpenMP threads on 16 processors). As shown in Table 8, most of the modules were completed in the same amount of time as using one thread per processor (i.e., 16 OpenMP threads on 16 processors), except for the bond order analysis where the time for two threads per processor increased the required times ~20% compared to using one thread per processor. For this reason, we used one thread per processor for all of the other calculations in this work.

Because of the almost negligibly small standard deviations in the computational times, except where otherwise specified throughout the remainder of this article we performed only one run for each computational test rather than running replicates.

4. Results and discussion

4.1 Overview of systems studied

Table 9 summarizes the systems studied in the computational timing and memory tests. These systems were chosen to

<table>
<thead>
<tr>
<th>Number of processors</th>
<th>Serial</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting up density grids</td>
<td>1.070 ± 0.022</td>
<td>1.069 ± 0.005</td>
<td>1.105 ± 0.025</td>
<td>1.103 ± 0.008</td>
<td>1.095 ± 0.002</td>
<td>1.065 ± 0.013</td>
</tr>
<tr>
<td>Core electron partitioning</td>
<td>1.327 ± 0.106</td>
<td>1.215 ± 0.025</td>
<td>1.388 ± 0.012</td>
<td>1.536 ± 0.001</td>
<td>1.758 ± 0.028</td>
<td>1.801 ± 0.008</td>
</tr>
<tr>
<td>Charge partitioning</td>
<td>1.218 ± 0.052</td>
<td>1.181 ± 0.002</td>
<td>1.292 ± 0.007</td>
<td>1.306 ± 0.101</td>
<td>1.558 ± 0.090</td>
<td>1.552 ± 0.087</td>
</tr>
<tr>
<td>Spin partitioning</td>
<td>1.395 ± 0.032</td>
<td>1.361 ± 0.009</td>
<td>1.513 ± 0.014</td>
<td>1.658 ± 0.012</td>
<td>1.900 ± 0.014</td>
<td>1.988 ± 0.020</td>
</tr>
<tr>
<td>Bond order analysis</td>
<td>1.144 ± 0.042</td>
<td>1.101 ± 0.007</td>
<td>1.101 ± 0.007</td>
<td>1.157 ± 0.012</td>
<td>1.206 ± 0.009</td>
<td>1.177 ± 0.084</td>
</tr>
<tr>
<td>Total time</td>
<td>1.267 ± 0.056</td>
<td>1.211 ± 0.008</td>
<td>1.211 ± 0.008</td>
<td>1.392 ± 0.019</td>
<td>1.540 ± 0.020</td>
<td>1.519 ± 0.036</td>
</tr>
</tbody>
</table>
represent a wide range of materials (column 1), number of atoms per unit cell (column 2), exchange–correlation (XC) theories (column 3), and basis sets (column 4). VASP\textsuperscript{24–27} and GAUSSIAN 09 (ref. 44) software packages were used to generate electron distributions for the planewave and Gaussian basis set calculations, respectively. These materials were selected to

Table 8 Time per atom (seconds) to perform DDEC6 calculations on Mn\textsubscript{12}-acetate SMM (PBE/planewave) using different thread configurations. The averages and standard deviations for three runs are shown. The calculations with 32 threads used two threads per processor, while the calculations with 16 threads used one thread per processor. We examined the effects of setting OMP_PROC_BIND to true, false, and not specifying the variable’s value.

<table>
<thead>
<tr>
<th>OMP_PROC_BIND</th>
<th>16 threads on 16 processors</th>
<th>Not specified</th>
<th>32 threads not specified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting up density grids</td>
<td>0.1381 ± 0.0003</td>
<td>0.1389 ± 0.0008</td>
<td>0.1459 ± 0.0065</td>
</tr>
<tr>
<td>Core electron partitioning</td>
<td>0.1946 ± 0.0001</td>
<td>0.1943 ± 0.0000</td>
<td>0.1945 ± 0.0000</td>
</tr>
<tr>
<td>Charge partitioning</td>
<td>0.1368 ± 0.0053</td>
<td>0.1388 ± 0.0101</td>
<td>0.1364 ± 0.0057</td>
</tr>
<tr>
<td>Spin partitioning</td>
<td>0.1828 ± 0.0014</td>
<td>0.1816 ± 0.0004</td>
<td>0.1858 ± 0.0035</td>
</tr>
<tr>
<td>Bond order analysis</td>
<td>0.1906 ± 0.0003</td>
<td>0.1908 ± 0.0010</td>
<td>0.2129 ± 0.0374</td>
</tr>
<tr>
<td>Total time</td>
<td>0.8705 ± 0.0040</td>
<td>0.8719 ± 0.0096</td>
<td>0.9033 ± 0.0292</td>
</tr>
</tbody>
</table>
contain a wide range of different chemical elements. The fifth column in Table 9 lists references describing details of electron density calculations and geometry. Because required computational times and total memory requirements depend strongly on the total number of grid points, the last three columns in Table 9 list the total number of grid points, the unit cell volume, and the volume per grid point. For non-periodic materials, the unit cell volume was left blank. VASP calculations of molecules or clusters (e.g., water dimer, X@C₆₀ endohedral complexes, Fe₄O₁₅N₄C₆₀H₃₂ non-collinear single molecule magnet (SMM)) used a vacuum space between atoms in neighboring images. For all GAUSSIAN 09 calculations (e.g., Mn₁₂-acetate SMM with LANL2DZ basis set and all ozone systems), “density = current output = wfx” was specified to prompt GAUSSIAN 09 to print the wfx file that is subsequently analyzed by the CHARGEMOL program.

All VASP calculations in Table 9 used a PREC = Accurate integration grid. The water dimer used a 750 eV planewave cutoff energy with k-points defined by eqn (22). All other VASP calculations in Table 9 used a 400 eV planewave cutoff energy with k-points defined by eqn (21). Of particular interest, the largest ice supercell calculation contained 8748 atoms, 857 778 planewaves in the VASP calculation, and >250 million grid points. This shows the DDEC6 method can be efficiently applied to large-scale quantum chemistry calculations.

All computational timing tests reported in this paper were performed on the Stampede 1 cluster at the Texas Advanced Computing Center (TACC). Each cache coherent compute node contained two Xeon E5 (Sandy Bridge) units with hyperthreading disabled. Each E5 unit had eight processing cores. In this article, we use the term “processor” to denote an individual processing core. Thus, a job run on “8 processors” means a job run on 8 processing cores.

### 4.2 A single atom in the unit cell: Ni metal solid

The system geometry is Ni face-centered cubic (fcc) crystal structure optimized with PBE functional using a 400 eV planewave cutoff energy. As shown in Fig. 10, efficient parallel DDEC6 analysis was achieved even when the unit cell contained only one atom. This is remarkable, because it shows efficient parallel computation is achieved even for the smallest systems. Three trials were performed to compute error bars (standard deviations) for the DDEC6 computational times and parallelization efficiencies. Core electron partitioning was the most time-consuming part of the computation. Although the error bars were generally small, the spin partitioning calculation times when using the serial code fluctuated by a couple of seconds, while the spin partitioning calculation times fluctuated less than 0.1 seconds on 16 processors. Such small time fluctuations have the largest impact on parallelization efficiency when the system is small.

Ni metal solid has a metallic bond. Ni atoms exchange electrons not only with the nearest neighbors, but also with the next nearest neighbors. The DDEC6 Ni–Ni bond orders for Ni atom with one of its images were 0.281 for a nearest neighbor, 0.020 for a second nearest neighbor, and negligible for farther removed atoms. The DDEC6 SBO for the Ni atom in Ni metal was 3.54. Ni metal

<table>
<thead>
<tr>
<th>System</th>
<th>Number of atoms</th>
<th>XC theory</th>
<th>Basis set</th>
<th>Total number of grid points</th>
<th>Unit cell volume (bohr³)</th>
<th>Volume per grid point (bohr³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni metal</td>
<td>1</td>
<td>PBE</td>
<td>Planewave</td>
<td>32 768</td>
<td>73.4</td>
<td>0.0022</td>
</tr>
<tr>
<td>Ice crystals</td>
<td>12</td>
<td>PBE</td>
<td>Planewave</td>
<td>345 600</td>
<td>874.2</td>
<td>0.0025</td>
</tr>
<tr>
<td>Fe₄O₁₅N₄C₆₀H₃₂</td>
<td>112</td>
<td>PW91</td>
<td>Planewave</td>
<td>16 003 008</td>
<td>46 286.8</td>
<td>0.0029</td>
</tr>
<tr>
<td>B-DNA decamer</td>
<td>733</td>
<td>PBE</td>
<td>Planewave</td>
<td>89 579 320</td>
<td>221 407.5</td>
<td>0.0025</td>
</tr>
<tr>
<td>Mn₁₂-acetate SMM</td>
<td>148</td>
<td>PBE</td>
<td>LANL2DZ</td>
<td>7 464 960</td>
<td>20 700.0</td>
<td>0.0028</td>
</tr>
<tr>
<td>Fe₄O₁₅N₄C₆₀H₃₂</td>
<td>112</td>
<td>PW91</td>
<td>Planewave</td>
<td>46 006 272</td>
<td></td>
<td>0.0027</td>
</tr>
</tbody>
</table>

* Several additional sets of grid points were also considered for this material as described in Sections 4.5 and 4.6. * Additional calculations performed for the same molecule with CASCCSD/AUG-cc-pVTZ, CCSD/AUG-cc-pVTZ, PW91/6-311+G*, and SAC-CI/AUG-cc-pVTZ levels of theory with identical total number of grid points and volume per grid point. * Additional calculations performed for the same molecule with CCSD/AUG-cc-pVTZ and PW91/6-311+G* levels of theory with identical total number of grid points and volume per grid point. * Endohedral complexes with X = Am⁺, Cs, Eu⁺, Li, N, and Xc.
has ferromagnetic atomic spin distribution with a bulk magnetic moment of 0.6 per Ni atom.32 The DDEC6 Ni ASM was 0.645, which is in good agreement with this experimental value.

4.3 A large biomolecule: B-DNA decamer (CCATTAATGG)₂

The B-DNA decamer [CCATTAATGG]₂ contains 733 atoms per unit cell. As described in our earlier publication, the geometry of this system contains the experimental diffraction structure26 plus Na⁺ ions added to balance the charge.33 As shown in Fig. 11, the serial code required ~9 seconds per atom to complete DDEC6 analysis. Bond order analysis was the most time consuming part of the calculation. The OpenMP code ran slightly faster on one processor than the serial (non-OpenMP) code. Parallelization efficiencies on 2, 4, 8, and 16 processors were >60%. This example shows efficient parallel DDEC6 computation for a large biomolecule.

Table 10 compares DDEC6 NACs to CHARMM27 and AMBER 4.1 forcefield NACs. We grouped the atoms by what they were bonded to. For example, C-C₂H represents a C atom bonded to two C atoms and one H atom. The DDEC6 NACs per group have a small standard deviation (σ ≤ 0.10). With a few exceptions, DDEC6 NACs were similar to the CHARMM and AMBER NACs. The N-C₂ and N-CH₂ DDEC6 NACs are less negative than CHARMM and AMBER NACs. The N-C₂ and N-CH₂ DDEC6 NACs are between CHARMM and AMBER. The C-C₂H and P DDEC6 NACs are between CHARMM and AMBER. The C-C₂H₂ DDEC6 NAC (−0.34) is slightly more negative than CHARMM (−0.18) and AMBER (−0.09).

Table 10 also lists the DDEC6 SBO for each atom type. The standard deviation was ≤0.10. SBOs for C atom types ranging from 3.84 to 4.25, which agrees with a chemically expected value of ~4. The H atoms have DDEC6 SBOs of nearly 1, which is the chemically expected value. SBOs for N atoms were between 3 and 4. The O SBO is expected to be ~2; however, we obtained O SBOs slightly higher than this. The SBOs for O can be slightly larger than 2 due to hydrogen bonding, lone pair (i.e., Lewis acid–base) interactions, or extra π-bonding interactions with adjacent atoms. DNA contains a phosphate group in which the hypercoordinate P atom has nearly six bonds (SBO = 5.81).

Thus, the heuristic Lewis octet rule cannot describe DNA. The mostly ionic Na atom had SBO = 0.32 due to a small amount of electron exchange with the nearest O and P atoms.

Fig. 12 shows the individual bond orders. The alternating double and single bonds in aromatic rings is merely a drawing convention to indicate the degree of unsaturation of the ring, and it does not imply that these bond orders are actually alternating double and single bonds. Rather, all bond orders in these aromatic rings are intermediate between single and double bonds. Two P=O bonds in the PO₄ group are shorter and of higher order than the other two. The DNA double helix structure was first introduced by Watson and Crick in 1953, being held together by hydrogen bonds.49 There are three hydrogen bonds connecting guanine to cytosine and two connecting adenine to thymine.50,51 These are displayed in Fig. 12 as dashed red lines and had bond orders of 0.05 to 0.12.

4.4 Single molecule magnets with collinear and non-collinear magnetism

We now discuss computational performance for two single molecule magnets that demonstrate versatility of our computational approach. Fig. 13 displays results for the Mn₁₂-acetate single molecule magnet using both planewave (left panel) and Gaussian (middle panel) type basis sets. Mn₁₂-acetate has been one of the most widely studied single molecule magnets.32–34 As shown in Fig. 13, computational times were much higher for the Gaussian basis set coefficients input than for the density grid input derived from the planewave calculation. The program must explicitly compute the electron and spin density grids from the Gaussian basis set coefficients input. Parallelization
efficiencies on 2, 4, 8, and 16 parallel processors were >73% for the density grid input and >53% for the Gaussian basis set coefficients input. The slightly lower parallelization efficiency for the Gaussian basis set coefficients input is partially due to the presence of some ATOMIC memory write statements (in which only one parallel processor can write a result to memory at a time) in the module that computes the electron and spin density grids.

Fig. 14 illustrates the computed NACs and bond orders for the Mn$_{12}$-acetate single molecule magnet (LANL2DZ basis set). The Mn atoms had NACS of 1.31–1.41 and were bonded to adjacent oxygen atoms via bond orders 0.28–0.56. The C-O bond orders in the acetate groups were 1.29–1.41. A water molecule coordinates to each Mn type 3 atom via an oxygen lone pair (i.e., Lewis acid–base interaction) having a bond order of 0.32. The Mn type 1 atoms form a Mn$_4$O$_4$ cuboidal core in which only one parallel processor can write a result to memory.

The presence of some ATOMIC memory write statements (in which only one parallel processor can write a result to memory) is partially due to the presence of some ATOMIC memory write statements (in which only one parallel processor can write a result to memory at a time) in the module that computes the electron and spin density grids.

As an example, Fig. 17 plots the natural logarithm of the rate of ASM convergence is independent of the chosen spin_convergence_tolerance is extremely predictable. As shown in Fig. 15, ~12 seconds per atom on a single processor were required to complete DDEC6 analysis for the Fe$_4$O$_12$N$_4$C$_4$O$_7$ non-collinear single molecule magnet. Parallelization efficiencies were >57% on 2, 4, 8, and 16 parallel processors. The computed NACs and bond orders are displayed in Fig. 16.

As described by eqn (12)–(14), the number of iterations (aka ‘spin cycles’) required to converge the DDEC6 ASMs to within a chosen spin_convergence_tolerance is extremely predictable. As an example, Fig. 17 plots the natural logarithm of the rate of ASM convergence is independent of the chosen spin_convergence_tolerance is extremely predictable.
basis sets and the same for collinear and non-collinear magnetism. Each of these data sets was fitted to a straight line using linear regression. For each line the value of $f_{\text{spin}}$ can be calculated as $\exp(\text{slope})$. The $f_{\text{spin}}$ values of 0.29, 0.27, and 0.29 obtained by fitting these three datasets is in nearly perfect agreement with the value theoretically predicted in eqn (12). Results for all of the magnetic systems we examined to date confirm that the rate of ASM convergence follows eqn (12)–(14) independently of the magnetic material and basis sets. In all cases, ASM convergence was computationally inexpensive and required few iterations.

4.5 Linear scaling computational cost: ice supercells

In this example, we study how the computational time and required memory scale when increasing the unit cell size and number of parallel processors. We analyzed ice crystals with 12,
96, 324, 768, 1500, 2592, 4116, 6144, and 8748 atoms in the unit cell. As described in another paper, these structures were constructed as \( n \times n \times n \) times the primitive cell containing 4 water molecules (12 atoms), for \( n = 1 \) to 9. These unit cells were used as inputs for VASP calculations to compute the electron distributions.

As shown in Fig. 18, the total memory required is almost independent of the number of processors and scales linearly with increasing system size. This indicates an efficient memory management. Fig. 18 also shows the serial and parallel computational times scaled linearly with increasing system size and decreased with increasing number of parallel processors. Table 11 shows how the data from Fig. 18 fits to lines of the form \( y = ax^b \) for the time and memory needed to complete the CHARGEMOL program. The fitted exponents \( b \) are 0.8723 to 1.0389, which...
indicates almost perfect linear scaling. For 8748 atoms, parallelization efficiencies were >71% on 2, 4, 8, and 16 processors.

The DDEC6 O NACs ranged from –0.84 to –0.87. The DDEC6 bond orders for H and O in the same molecule were 0.79–0.80, while the bond order between O and the nearest H from another molecule (i.e., hydrogen bond) was 0.08–0.09.

We tested the DDEC6 time and memory requirements to analyze VASP electron density distributions with 12 700 800 (196 × 216 × 300), 35 123 200 (280 × 280 × 448), and 8 128 120 (360 × 384 × 588) grid points in the unit cell containing 324 atoms. Fig. 19 shows that time and memory scale linearly with respect to the number of grid points. Changing the number of k-points or planewave cutoff energy in VASP without changing the number of grid points does not change the DDEC6 analysis time and memory requirements. As shown in Fig. 19, using a planewave cutoff energy of 400 or 750 eV gives the same DDEC6 analysis time and memory requirements. We also tested the time required to complete DDEC6 analysis for 12 700 800 grid points with the number of k-points defined by eqn (21) and (22). Changing the number of k-points did not change the DDEC6 analysis time.

4.6 Numerical precision: effects of grid spacing, k-point mesh, and planewave cutoff energy

For periodic materials, calculations using a planewave basis set have several advantages. First, the basis set functions are orthonormal, which greatly simplifies matrix element calculations. Second, the planewave coefficients are related to a Fourier transform. Fast Fourier transform algorithms allow functions to be quickly transferred between real space and reciprocal space. Because the standard fast Fourier transform algorithm requires uniformly spaced sampling points, uniformly spaced integration grids are the natural choice for planewave QC calculations. Integrations and other mathematical manipulations can thus be performed in whichever space (real or reciprocal) is most convenient. Third, the wavefunction for a periodic material can be described in terms of Bloch waves, where each one-particle Bloch wave has the form in eqn (18).

$$\psi_n(\mathbf{k}, \mathbf{r}) = e^{i \mathbf{k} \cdot \mathbf{r}} u_n(\mathbf{k}, \mathbf{r})$$

Because the cell periodic functions \{u_n(\mathbf{k}, \mathbf{r})\} have the same periodicity as the unit cell, they can be expanded in terms of
A basis set of planewaves commensurate with the unit cell. Fourth, a planewave basis set systematically approaches completeness as the cutoff energy is raised. All commensurate planewaves with kinetic energy below this cutoff are included in the basis set. (Basis sets comprised of psinc functions combine the advantages of planewaves and localized basis functions, but psinc basis functions were not used here.)

The k-points \( \mathbf{k} \) sample the primitive cell in reciprocal space (aka ‘the first Brillouin zone’). More k-points corresponds to a finer integration mesh in reciprocal space. A sufficiently large number of k-points is needed to achieve accurate integrations. Because the volumes of the real-space and reciprocal-space unit cells are inversely proportional, a constant volume per integration point in reciprocal space is defined by keeping the total number of k-points

\[
\mathbf{V}_{\text{rec}} = \mathbf{V}_r \times \mathbf{V}_r \times \mathbf{V}_r
\]

(19)
times the real-space unit cell volume constant. This in turn corresponds to

\[
\ln_{\text{spin}} = \ln(1 - \sqrt{1/2}) = \ln(0.29) = -1.23 \text{ for both collinear and non-collinear magnetism.}
\]

In this article, Monkhorst–Pack k-point grids were used in all cases involving multiple k-points (i.e., \( \mathbf{k} \text{mon} > 1 \)), and the Gamma point (i.e., \( \mathbf{k} = 0 \)) was used for single k-point (i.e., \( \mathbf{k} \text{mon} = 1 \)) grids.

The projector augmented wave (PAW) method is an all-electron frozen core method that combines high computational efficiency with high accuracy. The VASP PAW potentials use a high-level relativistic calculation for the frozen-core electrons and a scalar-relativistic approximation for the valence electrons. The PAW method applies a projection to the all-electron density to produce a pseudized valence density that varies more slowly near the atomic nucleus than the true valence density. This pseudized valence density can thus be accurately computed using a planewave basis with a moderate energy cutoff. Once the accurate pseudized valence density is computed, the inverse projectors can be applied to recover the true valence density. The planewave cutoff energy required to achieve well-converged results depends on the ‘hardness’ of the PAW potentials used. A ‘harder’ PAW potential has a smaller effective core radius, which makes it more accurately transferable between materials but at the expense of requiring a higher energy cutoff to achieve well-converged results. The VASP POTCAR file (which contains the PAW potential) lists the ‘ENMAX’ value; this is the planewave cutoff energy beyond which results are considered well-converged. A reasonable choice is to set the planewave cutoff energy (ENCUT) to the greater of 400 eV and the POTCAR-listed ENMAX value:

\[
\mathbf{l}_i = \text{constant} \quad (20)
\]

where \( \mathbf{I}_i \) is the number of k-points along the \( i \)-th lattice vector. For a ‘fine’ k-point mesh spacing, we set the constant on the right-side of eqn (20) to \( \geq 16 \AA \):

\[
\mathbf{I}_{\text{fine}} = \text{ceil} \left( \frac{16\text{Å}}{\mathbf{V}_r} \right)
\]

(21)

For a ‘very fine’ k-point mesh spacing, we set

\[
\mathbf{I}_{\text{very fine}} = 2\mathbf{I}_{\text{fine}}
\]

(22)
The number of real-space grid points required to accurately sample the electron and spin density distributions is directly given by the Sampling Theorem. According to the Sampling Theorem that was developed by several pioneers of signal transmission, a continuous signal can be transmitted and recovered without aliasing (also called wrap-around or folding) errors if it is sampled at least as frequently as twice the highest frequency component of the signal. This minimum sampling rate is called the Nyquist rate. Thus, the orbitals will be accurately represented on a real-space grid without aliasing errors if the real-space grid contains twice as many grid points along each lattice direction as the grid-for-orbitals with at least twice as many grid points as the basis set planewave components along each lattice direction. As required by the Sampling Theorem, PREC = Accurate uses a grid-for-orbitals with at least twice as many grid points as the basis set planewave components along each lattice direction. A PREC = Accurate also uses a grid-for-densities (for electron and spin magnetization densities and potentials) that contains twice as many grid points along each lattice direction as the grid-for-orbitals. A PREC = Accurate or finer resolution real-space grid is thus highly recommended. For a planewave cutoff energy of 400 eV, a PREC = Accurate grid corresponds to an electron density grid spacing of ~0.14 bohr and a volume per grid point of ~0.0027 bohr³.

We studied numerical precision of DDEC6 analysis when changing the number of k-points, the cutoff energy, and the grid spacing in VASP. We performed tests for the 324 atom ice unit cell, whose unit cell is $3 \times 3 \times 3$ times the primitive cell. The primitive cell has eight H atoms and four O atoms. Each atom of the primitive cell was defined as an atom type, resulting in 12 atom types. The parameter sets used to test the DDEC6 analysis precision are defined in Table 12. Fine and very fine k-point meshes were used. We also varied the number of electron density grid points (196 × 216 × 300, 320 × 320 × 500, and 360...
The grid for orbitals contained half as many points along each lattice direction. For sets one to four, the number of grid points along at least one of the lattice vectors was not evenly divisible by 3. Because the unit cell is $3 \times 3 \times 3$ times the primitive cell, this caused some atoms of the same type to have different positions relative to their nearest grid point. This situation was chosen to maximize the MAD defined below. The grid for sets 5 and 6 had number of grid points along each lattice vector evenly divisible by 3, which resulted in all atoms of the same type having identical positions relative to their nearest grid point. This situation was chosen to minimize the MAD defined below.

For each atom in the material, we computed the following DDEC6 atomistic descriptors: (a) NAC, (b) atomic dipole magnitude, (c) largest eigenvalue of the atomic traceless quadrupole matrix, (d) SBO, (e) density tail exponent, and (f) $r$-cubed moment. For each set in Table 12, we computed the mean absolute deviation (MAD) for each atomistic descriptor ($\mathbf{\bar{r}}$) using eqn (24).

$$\text{MAD} = \frac{1}{n_{\text{types}}} \left( \sum_{j=1}^{n_{\text{types}}} \frac{1}{n_{\text{per_type}}} \left( \sum_{i=1}^{n_{\text{per_type}}} |\mathbf{r}_i(j) - \mathbf{\bar{r}}_{\text{set},s}(j)| \right) \right)$$

There are $n_{\text{per_type}} = 27$ atoms of each type, $n_{\text{types}} = 12$ different atom types, and $n_{\text{atoms}} = (n_{\text{per_type}}) (n_{\text{types}}) = 324$ atoms in the unit cell. $\mathbf{r}_i(j)$ stands for the atomistic descriptor value for the $i$th atom of a particular atom type $j$. $\mathbf{\bar{r}}_{\text{set},s}(j)$ is the average value of the atomistic descriptor across the same atom type $j$ for a single QC calculation (i.e., set_1, set_2, set_3, set_4, set_5, or set_6). The high_precision DDEC6 results (i.e., set_6) were used as reference to measure the mean absolute deviation of mean (MADM) of the DDEC6 atomistic descriptors. The MADM was computed for each atomistic descriptor as in eqn (25).

$$\text{MADM} = \frac{1}{n_{\text{types}}} \sum_{j=1}^{n_{\text{types}}} |\mathbf{r}_{\text{set},s}(j) - \mathbf{\bar{r}}_{\text{high,precision}}(j)|$$

The MADM quantifies how much uncertainty there is in the computed value of a descriptor due to non-systematic errors. The MADM quantifies how much uncertainty there is in the computed value of a descriptor due to systematic errors. The sum of the MAD and MADM quantifies how much total uncertainty (non-systematic + systematic error) there is in computing the descriptor’s value.

The average absolute value of each of the six descriptors was 0.571 for NAC, 0.039 for atomic dipole magnitude, 0.037 for max quadrupole eigenvalue, 1.28 for SBO, 1.77 for density tail exponent, and 10.67 for $r$-cubed moment. The MAD was 3.2–4.5 (NAC), 2.3–3.6 (atomic dipole magnitude), 2.5–4.1 (max quadrupole eigenvalue), 3.4–4.7 (SBO), 3.6–5.5 (density tail exponent), and 3.3–4.9 ($r$-cubed moment) orders of magnitude smaller than these values. Thus, the MAD was relatively small in all cases. As shown in Table 12, the MAD was smallest for sets 5 and 6, which used the smallest volume per grid point. The intermediate grid spacing (set 4) had intermediate MAD values. The $k$-points and plane-wave cutoff energy had negligible effect on the MAD values. This shows the MAD values were most strongly influenced by the integration grid spacing.

As shown in Table 12, the MADM was also small in all cases. The plane-wave cutoff energy had the largest effect on the

| Table 12 | Computational tests performed on ice supercell having 324 atoms. The plane-wave cutoff energy, volume per grid point, and number of $k$-points were varied. The mean absolute deviation (MAD) quantifies the difference between symmetry equivalent atoms in the same set. The mean absolute deviation of mean (MADM) quantifies the difference in average value for symmetry equivalent atoms in the set compared to the high precision set 6 |
|------------------|----|----|----|----|----|----|
| Descriptor | Set 1 | Set 2 | Set 3 | Set 4 | Set 5 | Set 6 |
| **Computational settings** | | | | | | |
| Cutoff energy (eV) | 750 | 400 | 750 | 750 | 400 | 750 |
| Volume per grid point (bohr$^3$) | 0.001858 | 0.001858 | 0.001858 | 0.000461 | 0.000290 | 0.000290 |
| $k$-points | $k_{\text{high,precision}}$ | $k_{\text{high,precision}}$ | $k_{\text{high,precision}}$ | $k_{\text{high,precision}}$ | $k_{\text{high,precision}}$ | $k_{\text{high,precision}}$ |
| **Mean absolute deviation (MAD)** | | | | | | |
| NAC | 0.000394 | 0.000377 | 0.000394 | 0.000299 | 0.000299 | 0.000299 |
| Atomic dipole magnitude | 0.000191 | 0.000181 | 0.000191 | 0.000144 | 0.000144 | 0.000144 |
| Max quadrupole eigenvalue | 0.000394 | 0.000377 | 0.000394 | 0.000299 | 0.000299 | 0.000299 |
| SBO | 0.000516 | 0.000455 | 0.000516 | 0.000431 | 0.000431 | 0.000431 |
| Density tail exponent | 0.000236 | 0.000242 | 0.000236 | 0.000212 | 0.000212 | 0.000212 |
| $r$-cubed moment | 0.0004803 | 0.0004343 | 0.0004806 | 0.000395 | 0.000395 | 0.000395 |
| **Mean absolute deviation of mean (MADM)** | | | | | | |
| NAC | 0.000348 | 0.0001670 | 0.000348 | 0.000071 | 0.0001912 | 0 |
| Atomic dipole magnitude | 0.000114 | 0.0000486 | 0.000114 | 0.000065 | 0.0000527 | 0 |
| Max quadrupole eigenvalue | 0.000083 | 0.0000286 | 0.000083 | 0.000049 | 0.0000286 | 0 |
| SBO | 0.000502 | 0.0001851 | 0.000502 | 0.000133 | 0.0001897 | 0 |
| Density tail exponent | 0.000359 | 0.000783 | 0.000358 | 0.000173 | 0.000351 | 0 |
| $r$-cubed moment | 0.0003289 | 0.0005633 | 0.0003284 | 0.0002817 | 0.0007167 | 0 |
MADM. The higher cutoff energy (750 eV) had substantially smaller MADM than the lower cutoff energy (400 eV). The k-points had negligible effect on the MADM. At high cutoff energy, decreasing the volume per grid point decreased the MADM.

From the tests performed, we conclude that VASP calculations using a PREC = Accurate integration grid, a planewave cutoff energy of 400 eV, and k-points defined by Hfene will produce an accurate electron density distribution suitable for DDEC6 analysis. If a ‘hard’ PAW potential is used, the energy cutoff should be increased to at least ENMAX. Finer integration grid spacing, higher planewave cutoff energy, and more k-points can be used if extremely high precision is desired.

### 4.7 Different levels of theory applied to the ozone molecule

The DDEC6 method works with any QC method capable of providing accurate electron and spin density distributions. To be accurate, the QC method should include electron exchange–correlation effects. Examples of appropriate QC methods include: DFT methods, DFT + U, DFT + dispersion corrections, coupled cluster methods (e.g., CCSD and SAC-CI), configuration interaction methods (e.g., CISD, CAS-SCF, etc.).

An example, illustrating diverse exchange–correlation theories, Fig. 20 shows computational timings for ozone singlet, cation doublet, and triplet states computed using B3LYP, PW91, CCSD, CAS-SCF, and SAC-CI methods. $S_2 = 1$ (B3LYP, PW91, and CCSD) and $S_2 = 0$ (CAS-SCF and SAC-CI) for the computed triplet state. Because the DDEC6 calculation had to compute the density grids from the Gaussian basis set coefficients, the computational times per atom were larger for the larger basis set (i.e., AUG-cc-pVTZ) than for the smaller basis set (i.e., 6-311+G*). Computing the density grids from the Gaussian basis set coefficients was the most computationally demanding part of the calculation. Times for the serial calculations ranged from ~11 to ~94 seconds per atom. Parallelization efficiencies for 16 processors were ≥50%.

The cation spin doublet calculation at the CCSD/AUG-cc-pVTZ level of theory took the longest time for DDEC6 analysis. To verify this was statistically significant, we performed three serial runs each for the cation doublet and neutral triplet at CCSD/AUG-cc-pVTZ. The average and error bars (i.e., standard deviation) for each part of the calculation are shown in Fig. 20 but are too small to be visible. These results showed that indeed it took a statistically significantly longer time for setting up the density grids for the cation doublet than for the neutral triplet at CCSD/AUG-cc-pVTZ.

Fig. 21 plots the logarithm of the DDEC6 bond orders versus bond lengths. Interestingly, B3LYP gave an asymmetric geometry having different distances between the middle and two outer O atoms for the triplet state, while CCSD yielded an asymmetric geometry for the cation doublet state. The other geometries were symmetric. The data was fit to four straight lines: (a) singlet and triplet $O-O-O$ bond, (b) cation doublet $O-O-O$ bond, (c) singlet and triplet $O-O$ bond, and (d) cation doublet $O-O$ bond. The squared correlation coefficients >0.93 confirm an approximate exponential decay in DDEC6 bond order with increasing bond length for a given bond. The DDEC6 bond orders depended primarily on the bond lengths and electronic state, without an explicit dependence on the exchange–correlation theory. The choice of exchange–correlation theory affects the computed DDEC6 bond orders only to the extent the electron and spin distributions are affected.

Pauling suggested a $\Delta$ (bond length) to $\Delta$ (ln(bond order)) ratio of ~0.3, but noted this value should depend on the kind of atom and type of bond. Our results agree with this. For the four fitted lines, we obtained ratios of (a) 1/2.6179 = 0.38, (b) 1/2.2389 = 0.45, (c) 1/4.0322 = 0.25, and (d) 1/4.9127 = 0.20.

Table 13 summarizes the NACs for the O atoms in ozone as a range across the levels of theory studied. The maximum variation in NAC was 0.107 for the two terminal atoms of the +1 doublet when using CCSD. As explained above, CCSD yielded an asymmetric geometry for the cation doublet; this caused the two terminal O atoms to be distinct with different NACs. The second largest variation was the central O atom in an ozone triplet where NACs go from 0.134 (CASSCF) to 0.236 (CCSD). Overall, these results show the DDEC6 method can be successfully applied to different exchange–correlation theories.

### 4.8 Diverse chemical elements in endohedral C_{60} complexes

A series of endohedral complexes was studied: [Am@C_{60}]^{+}, Cs@C_{60}, [Eu@C_{60}]^{3+}, Li@C_{60}, N@C_{60}, and Xe@C_{60}. These contain light and heavy elements from main group, lanthanide, and actinide elements. Previously, we demonstrated chemical consistency between the computed DDEC6 NACs and ASMs for these endohedral complexes. Fig. 22 compares results for serial computation to 16 parallel processors. The parallelization...
efficiencies were >44%. For serial computation, the spin partitioning was usually the most time consuming part of the calculation. For parallel computation, setting up the density grids (which includes input file reading) was the most time consuming part of the calculation. This is because the input file reading was not parallelized. These results demonstrate efficient parallel performance of the DDEC6 method across a wide range of chemical elements.

To study the effect of constraint (11), the Cs@C_{60} was analyzed using both 46 and 54 simulated Cs frozen core electrons. When using 46 Cs frozen core electrons, the constraint (11) applied but was not binding, thus \( k_{Cs} = 0 \). When using 54 simulated Cs frozen core electrons, constraint (11) bound, thus \( k_{Cs} > 0 \). Because \( \{k_A\} \) updating was required when using 54 simulated Cs frozen core electrons, the charge partitioning part of the computation was more expensive than for the 46 Cs frozen core electron calculation. In general, the time for core electron partitioning can be affected by the number of core electrons. The times required for all other parts of the calculation were not affected. This demonstrates changes in the number of frozen core electrons have only a small effect on the overall computational time and parallelization efficiency.

Table 14 shows the endohedral bond orders and NACs. Only Am^{+1}, Cs, Eu^{+1}, and Li form an ionic bond between the central atom and the carbon cage, while N and Xe show weak charge transfer. The largest X–C bond order was small (0.178 for Am^{+1}). There was an overall trend of increasing SBO with increasing atomic number. This demonstrates that heavier atoms have a more diffuse electron cloud that overlaps more with the electron cloud of the C_{60} cage.

Every C atom in the C_{60} molecule is equivalent, being shared by two C_{6} rings and one C_{5} ring. There are two types of bonds: (a) a bond shared between a C_{6} and a C_{5} ring, and (b) a bond shared between two C_{6} rings. The C NAC in N@C_{60} was nearly zero (−0.007 to 0.003). The bond order type (a) in N@C_{60} was 1.12, while the bond order type (b) was 1.30. The SBO for each C atom in N@C_{60} was 3.93. This SBO is in line with the chemical expectation that each C atom shares four valence electrons.

Table 13 Summary of NACs for ozone singlet, +1 doublet, and triplet. The range in each cell is the minimum and the maximum value across the different levels of theory for the underlined atoms

<table>
<thead>
<tr>
<th>Spin state</th>
<th>NACs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O–O–O</td>
</tr>
<tr>
<td>Singlet</td>
<td>−0.179–0.195</td>
</tr>
<tr>
<td>+1 doublet</td>
<td>0.231–0.338</td>
</tr>
<tr>
<td>Triplet</td>
<td>−0.118–0.067</td>
</tr>
</tbody>
</table>

4.9 The effects of large vacuum space in unit cell: water dimer

Some linearly scaling computational methods scale proportional to the number of atoms in the unit cell while others scale proportional to volume (or number of grid points) in the unit cell. To investigate this issue, we constructed a large periodic unit cell containing a water dimer surrounded by a large region of vacuum space. We used the equilibrium CCSD(T)/CBS water dimer geometry reported by Rezac et al. The water molecule has a nearly tetrahedral geometry, with hydrogens occupying two sites and lone pairs occupying the other two sites. A hydrogen bond keeps the dimer together connecting one hydrogen in one molecule to one oxygen lone pair in the other molecule.

As shown in Fig. 23, the DDEC6 serial computation required ~20 seconds per atom. The OpenMP code ran slightly faster on one processor than the serial (non-OpenMP) code. The parallelization efficiency dropped substantially when increasing the number of parallel processors. For 16 processors, the parallelization efficiency dropped to ~11%. As shown in Fig. 23, this was because the time required for setting up density grids did not decrease significantly with increasing number of processors. This was because the input file reading was not parallelized. When the time required for setting up the density grids is omitted, parallelization efficiencies increase to ≥~60%. Although one could potentially improve the parallelization efficiency of setting up the density grids by parallelizing the input file reading, we chose not to do so at this time to keep the

Fig. 21 Logarithm of bond order versus bond length for ozone molecule. Colors of data points indicate singlet (red), cation doublet (green), or triplet (blue) spin states. Shapes of data points indicate the exchange–correlation theory. Left: Bonds between the middle and outer atoms. Right: Bond between the two outer atoms.
code simpler. Parallel input file reading may pose challenges for code portability as well as exhibit different performance on different types of operating systems or machine architectures. Also, errors during input file reading caused by incorrect input files will be easier to analyze and fix if the input file reading is performed sequentially rather than in parallel.

During core electron partitioning, charge partitioning, spin partitioning (for magnetic materials), and bond order analysis, the main loops run over atoms (or atom pairs in bond order analysis) and grid points within the cutoff radius of each atom. In this particular type of loop, the vacuum space far away from all atoms contributes to the memory required to store the big array, but not significantly to the computational time. Consequently, the time per atom required to perform core electron partitioning, charge partitioning, and bond order analysis was similar for the water dimer surrounded by a large vacuum space as for the other materials described above irrespective of whether they contained a vacuum region. This indicates that after setting up the density grids, the computational time scales proportional to the number of atoms (for a given grid spacing) rather than proportional to volume of the unit cell.

DDEC6 NACs and bond orders are also shown in Fig. 23. The H–O distances are 2.01 Å for the hydrogen bond and 0.96 Å for the covalent bond. The computed DDEC6 H–O bond orders are 0.84–0.90 for the covalent bond and 0.10 for the hydrogen bond. The computed NACs indicate that the H–O covalent bond in water is polar–covalent with electrons drawn from the hydrogen towards the oxygen. As discussed in our previous publication, the DDEC6 H2O NACs are in good agreement with common three-site water models typically used in classical atomistic molecular dynamics and Monte Carlo simulations.18 (The similarity of DDEC NACs for bulk water to common three-site water models was first pointed out by Lee et al.23)

5. Conclusions

In this article, we studied efficient parallel computation of NACs, ASMs, and bond orders using the DDEC6 method. These calculations also included rapid computation of atomic dipoles and quadrupoles, electron cloud parameters, and r-cubed moments. r-Cubed moments are useful for computing atomic polarizabilities and dispersion coefficients.17,18 The DDEC6 method has the advantage of being the most accurate and broadly applicable APAM developed to date that partitions the material into overlapping atoms.17,18 We presented an efficient parallel implementation of the DDEC6 method using an OpenMP parallelized Fortran code. We described several components necessary to achieve an efficiently running code: (a) flow diagrams and modular design, (b) memory management, (c) computational cutoffs to achieve linear scaling, (d) efficient assignment of the computational work to parallel threads, (e) integration strategy, and (f) lookup tables to speed function evaluations.

We summarized theory, flow diagrams, main features, and computational parameters for DDEC6 analysis. A key advantage is that the DDEC6 method has predictably rapid and robust convergence. DDEC6 charge partitioning requires seven charge partitioning steps, and this corresponds to solving a series of 14 Lagrangians in order. DDEC6 ASMs are computed using the DDEC spin partitioning algorithm of Manz and Sholl19 applied using the DDEC6 \( \{ρ(\vec{r})\} \).17,18 These ASMs converge

---

**Table 14** Summary of DDEC6 bond orders and NACs for the different X@C60 endohedral complexes studied

<table>
<thead>
<tr>
<th>X</th>
<th>Li</th>
<th>N</th>
<th>Xe</th>
<th>Cs (^a)</th>
<th>Cs (^b)</th>
<th>Eu(^+1)</th>
<th>Am(^+3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X SBO</td>
<td>0.250</td>
<td>0.294</td>
<td>1.173</td>
<td>1.009</td>
<td>1.074</td>
<td>1.489</td>
<td>2.010</td>
</tr>
<tr>
<td>Largest X-C bond order</td>
<td>0.040</td>
<td>0.006</td>
<td>0.020</td>
<td>0.018</td>
<td>0.019</td>
<td>0.124</td>
<td>0.178</td>
</tr>
<tr>
<td>X NAC</td>
<td>0.903</td>
<td>0.142</td>
<td>0.316</td>
<td>1.057</td>
<td>1.000</td>
<td>1.368</td>
<td>1.318</td>
</tr>
</tbody>
</table>

\(^a\) Using 46 frozen Cs core electrons. \(^b\) Using 54 simulated frozen Cs core electrons.
exponentially fast. The DDEC6 bond orders are computed using the recently developed comprehensive bond order equation.\textsuperscript{18} A key advantage of this method is that it can be applied to materials with no magnetism, collinear magnetism, or non-collinear magnetism. Another key advantage is that the method works efficiently for non-periodic materials and for materials with 1, 2, or 3 periodic directions.

We tested serial code and OpenMP parallelized code run on 1, 2, 4, 8, and 16 processors on a cache coherent node. We studied materials containing from one to 8748 atoms per unit cell. For each material, the memory required was nearly independent of the number of parallel threads. We developed an equation that can safely predict the required memory based on the system type (i.e., no magnetism, collinear magnetism, or non-collinear magnetism), the number of grid points in the unit cell, and the number of atoms in the unit cell. The required memory scales linearly with increasing system size. For serial mode, the computational time per atom ranged from \(\sim 9\) to 94 seconds. The parallelization efficiencies were typically >50\%, indicating good performance. Even computations for the Ni metal containing a single atom per unit cell exhibited good parallelization efficiencies. Computations for a series of ice crystal unit cells containing 12, 96, 324, 768, 1500, 2592, 4116, 6144, and 8748 atoms showed the serial and parallel computational times scale linearly with increasing unit cell size, the parallelization efficiency is independent of the unit cell size, and the memory required scales linearly with the unit cell size. Both the required memory and computational time scaled linearly with increasing number of grid points.

There are several important components of memory management. First, the large arrays should be allocated as shared variables (not private variables) to avoid separate large array allocations for each parallel thread. Also, reductions should not be performed over the large arrays, because reductions require the temporary creation of a private copy of the array for each thread. Separate large array allocations for each parallel thread would cause the required memory to grow with addition of parallel threads, while using large shared arrays (not reduced over) causes the required memory to be approximately constant irrespective of the number of parallel threads. Second, the large arrays should be stored and accessed in cache friendly order to avoid false sharing. Specifically, a parallel thread should work on elements of the large array that do not invalidate the cache used by the other parallel threads, and a parallel thread should access the large array in cache line order. Third, the REDUCTION directives should be properly positioned to avoid performing the REDUCTION directive an unnecessary number of times. Fourth, the number of ATOMIC or CRITICAL directives should be minimized to avoid parallel threads waiting for each other. Fifth, the program should read the input information in chunks so that it does not overflow the read buffer size set by the operating system.

It is useful to make a few comments about the relationship between parallel threads and computing cores. Nearly all of the computations performed in this paper used a one-to-one ratio between parallel threads and computing cores. For comparison, we also performed computations in which there were two parallel threads per computing core (i.e., 32 threads on 16 cores). For two threads per core most parts of the computation ran about the same speed as one thread per core, but two threads per core ran slightly slower overall than one thread per core. We also performed parallelization tests with and without binding a particular thread to a particular computing core, but the differences in computational times were negligible.

One system exhibiting poor parallelization efficiencies (<50\%) was the water–water dimer placed in a large unit cell. For this system, the parallelization efficiency was low owing to the substantial fraction of time required to read the input density grid files. For simplicity, we did not parallelize the input file reading. Thus, in cases where a small number of atoms are placed within a large unit cell containing a large proportion of vacuum space, the serial input file reading can become the rate-limiting part of the computation. The parallelization efficiency was >50\% when recomputed excluding the time required to read and process the input files (i.e., set up the density grids). Since the time required to read and process the input files was 12 seconds per atom for this case, we do not believe this represents a serious limitation.

For calculations using density grids computed \textit{via} planewave QC calculations, we investigated the effects of changing the
number of $k$-points, the planewave cutoff energy, and the real-space grid spacing. The MAD and MADM were computed to quantify non-systematic and systematic errors, respectively, in the NAC, atomic dipole magnitude, max quadrupole eigenvalue, SBO, density tail exponent, and $r$-cubed moment. We propose appropriate choices for the number of $k$-points, the planewave cutoff energy, and the real-space grid spacing to simultaneously achieve low computational cost and high precision.

All of our results show the DDEC6 method is well-suited for use as a default APAM in QC programs. Specifically, we found the DDEC6 method can be written as a modular program, efficiently parallelized, and run with reasonable computational times and memory requirements. For systems with pre-computed electron and spin density grids, both the required computational time and memory scale linearly with increasing system size. This makes the DDEC6 method well-suited for studying both large and small systems. As demonstrated in our prior articles, the extremely broad applicability and high chemical accuracy of the DDEC6 method makes it the first AIM method suitable for use as a default APAM in QC programs.\cite{14, 15} We hope these results will inspire QC program developers to interface the DDEC6 method with their QC programs.

When generating density grids from Gaussian basis set coefficients inputs, there are further opportunities for optimization. For this kind of calculation, the density grid generation (but not the input file reading) took up more computational time than the subsequent core electron partitioning, charge partitioning, spin partitioning, and bond order analysis. This suggests further opportunities for optimizing the integration grid strategy for Gaussian basis set coefficients inputs. Some strategies worth considering are atom-centered overlapping grids,\cite{16} atom-centered non-overlapping grids,\cite{17} and separable uniform grid averaging.\cite{18}
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