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nt modeling of class analogies
a reasonable choice for supervised pattern
recognition?†

Anita Rácz, a Attila Gere, b Dávid Bajusz c and Károly Héberger *a

A thorough survey of classification data sets and a rigorous comparison of classification methods clearly

show the unambiguous superiority of other techniques over soft independent modeling of class

analogies (SIMCA) in the case of classification – which is a frequent area of usage for SIMCA, even

though it is a class modeling (one class or disjoint class modeling technique). Two non-parametric

methods, sum of ranking differences (SRD) and the generalized pairwise correlation method (GPCM)

have been used to rank and group the classifiers obtained from six case studies. Both techniques need

a supervisor (a reference) and their results support and validate each other, despite being based on

entirely different principles and calculation procedures. To eliminate the effect of the chosen reference,

comparisons with one variable (classifier) at a time were calculated and presented as heatmaps. Six case

studies show unambiguously that SIMCA is inferior to other classification techniques such as linear and

quadratic discriminant analyses, multivariate range modeling, etc. This analysis is similar to meta-analyses

frequently applied in medical science nowadays; with the notable difference that we did not (and should

not) make any distributional assumptions. A well-founded conclusion can be drawn, as we could not find

any circumstances when SIMCA is superior to concurrent techniques. Hence, the question in the title is

self-explanatory.
1. Introduction

Supervised and unsupervised pattern recognition techniques
are two of the largest and most frequently-used branches of
chemometric methods. Supervised pattern recognition (or
classication) relies on a grouping variable (class membership
information) to estimate and assign class memberships, while
unsupervised techniques work without this information to nd
dominant patterns and outliers in the model or dataset.

Themost frequently used pattern recognition technique is in
all probability principal component analysis (PCA),1 which is
a straightforward and powerful tool of chemometricians. One
can nd thousands of publications in many elds of science,
which utilize the dimension reduction ability of PCA. On the
other hand, there are plenty of extensions of PCA, for example,
successive PCA, prioritized PCA, or independent component
analysis (ICA). Also, the well-known so independent modeling
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esearch Centre for Natural Sciences,

ósok krt. 2, H-1117 Budapest, Hungary

tion (ESI) available. See DOI:
of class analogies (SIMCA) can be considered as such an
extension.

So independent modeling of class analogies (SIMCA) has
been frequently used as a supervised pattern recognition
method in the eld of chemometrics in the past decades.
However, SIMCA is a class-modeling technique; it is based on
disjoint principal component analyses: applying one PCA for
each class of the whole dataset. SIMCA was rst introduced by
Wold2 and since then, several applications have followed.
SIMCA performs a PCA on each of the predened classes from
the training set. The optimum number of principal components
(PCs) may be pre-dened, chosen based on explained variance
or determined by (double) cross-validation.

Prior to modeling, mean centering is applied and the new
cases are tted to the model. The average orthogonal distance
(residual standard deviation, RSD) of the new case is
computed from each class. The orthogonal distance (OD)
represents the Euclidean distance of an observation to the PCA
subspace of the given class.3 “The critical RSD value RSDcrit, i.e.,
the border of the model, is calculated, where RSDref is the mean
residual standard deviation of the reference samples. Fcrit is the F
value at the selected level of signicance and the proper degrees of
freedom.

RSDcrit ¼ RSDref � Fcrit
This journal is © The Royal Society of Chemistry 2018
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Fig. 1 The number of published papers in the past twenty years based
on Scopus search with keywords “SIMCA” or “soft independent
modeling of class analogies”.
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Whether or not sample i belongs to the modeled class can be
determined by comparing RSDi and RSDcrit. The ratio between these
values corresponds to the degree of similarity. If the ratio is lower
than 1.0, sample i belongs to the model and if it is higher, the
sample does not belong to the model.”4

Ultimately, this means that SIMCA focuses more on the
similarities among samples within a class than on the differ-
ences between the classes.5

SIMCA is a exible method and gives further information
about the class memberships. Several options should be
considered prior to modeling: scaling of the variables, way of
determining the number of PCs, number of PCs, expanded or
contracted range, different weights for the distances from the
model in the inner space and in the outer space, weighting of
the variables aer class-autoscaling, etc.6

In spite of its popularity, several papers have demonstrated
the poor performance of SIMCA as compared to other methods,
e.g. to linear discriminant analysis (LDA). The fact that LDA was
developed by statisticians, whereas SIMCA was developed by
chemists (chemometricians) might contribute to the charac-
teristic differences between their theoretical backgrounds. For
example, SIMCA does not require any distributional assump-
tions, whereas LDA assumes normal distribution and equal
variances for each class. Also, LDA forces to classify all samples
in one of the classes, while SIMCA can differentiate in-class and
out-of-class situations for each class independently: if a sample
is assigned to none of the classes, a new class may be found and
dened. The main advantage of SIMCA comes from its feature
that the model is created for a given category and it returns
whether a sample belongs to that category or not.5 Moreover,
SIMCA allows classifying a sample into multiple classes.

Regularized discriminant analyses use a meta-parameter to
develop a better estimate of the covariance matrix of the data
than linear or quadratic discriminant analysis without ignoring
the differences in the covariance that may be present in the
data.7

The best-known example of regularized discriminants is
SIMCA. Although discriminant analysis methods can operate
with various types of class boundaries (e.g. linear for LDA or
quadratic for QDA), SIMCA is a denite exception and, as we will
see later, its performance does not correspond to the
expectations.

Despite several articles showing the poor performance of
SIMCA for classication tasks, numerous applications can be
found in the literature. Moreover, based on a Scopus search, the
number of publications is increasing rapidly in the past twenty
years, which can be clearly seen in Fig. 1. Based on our ndings
about the frequent use of SIMCA, the aim of our paper is to
conduct a meta-analysis using the results of six published
papers in order to evaluate the performance of SIMCA, to
compare it with other classication methods, and to unravel,
whether SIMCA is inferior to discriminant analysis methods or
not.

Our secondary aim is to highlight that SIMCA was created
primarily as a class-modeling method, and although it can be
used as a discriminant tool, proper performance measurements
are needed. We propose a methodology which fullls this goal
This journal is © The Royal Society of Chemistry 2018
and is able to assess the performance of multiple discriminant
methods on the same data set.

We emphasize that – consistently with the practice of meta-
analyses – we do not deal with simulated or aggregated data, to
avoid the biases coming from individual analyses. The real
performance of the methods is evaluated on the original, pub-
lished data sets because this way higher statistical power is
achieved and our results become more robust.
2. Methods
2.1 Sum of ranking differences

Sum of ranking differences (SRD) is a basic and simple tool for
ranking methods or models in every eld of science,8 intro-
duced in the work of Héberger.9 Its basic principle is the
following: rst, a data matrix is formed, where the columns
contain the information we want to compare (e.g. methods,
models) and the rows contain the data instances (samples,
objects, etc.). Next, we have to dene a reference column, which
can be an “exact golden reference” or the average, minimum,
maximum, etc. This is really important, as the data values in
each column are ranked by increasing magnitude and these
rankings are compared to the ranks of the reference column.
Finally, the absolute differences between the rank-variables and
the rank-reference columns in each case are calculated and
summed. These values (SRD values) give us the ordering of the
variables. The smaller the SRD value, the better (or the more
consistent) the variable is. The procedure above is explained in
detail in one of our recent works.10

The SRD procedure applies two validation approaches: rst,
the calculation is repeated many times with the use of random
numbers and the frequency distribution of the SRD values
across these calculations is plotted along with the actual results.
This usually gives a Gaussian curve: if a method has an SRD
value that overlaps with this curve, its ranking behavior cannot
be considered to be signicantly different from random
ranking. Second, a suitable cross-validation approach (seven-
fold cross-validation with 14 or more samples and leave-one-out
cross-validation with 13 or fewer samples) can be applied to
RSC Adv., 2018, 8, 10–21 | 11
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retrieve an SRD value distribution for each of the compared
methods. It can be established whether two methods provide
signicantly different results, with the use of a parametric or
a non-parametric statistical test. The choice for cross-validation
is supported by our recent work.11 The nonparametric sign test12

and Wilcoxon test,13 as well as Student's t-test are used to
compare the cross-validated SRD values to decide whether the
methods are signicantly different. Nonparametric tests were
computed using Statistica v.10 (StatSo, Tulsa, Oklahoma,
USA). An extension of the basic method was published last year,
to address the question of reference selection. In a new
approach, termed COVAT (comparison with one variable at
a time), we use each available variable as the reference exactly
once and present the results in a heatmap format. We have
shown that this approach can increase the “resolution” of SRD
calculations (e.g. variables whose SRD values did not differ
signicantly in the original SRD calculation can be differenti-
ated in many cases) and provides more discriminatory
power than the application of parametric and non-parametric
correlation coefficients.14 SRD has been successfully applied
for calibration,15 selecting performance parameters, model
updating, residual penalties,16 as well as for bias-variance
tradeoffs.17
Fig. 2 Normalized SRD values (between 0 and 100) compared to
random ranking (increasing part of the black cumulative distribution
function (CDF) curve) for the non-error rates (NER%) of 27 data sets.
Scaled SRD values are plotted on the x and left y-axes, the right y-axis
shows the cumulated relative frequencies for random ranking (black
curve). The 5% probability level (XX1) is also given.
2.2 Generalized pairwise correlation method

The generalized pairwise correlation method (GPCM) is based
on a 2 � 2 contingency matrix, which counts the frequencies of
four events: A, B, C, and D. The frequencies are calculated from
comparisons between each possible variable pair (X1 and X2)
and the reference variable (Y) for every possible pair of objects.
In this study, arithmetic mean was used as the reference vari-
able. Event A occurs when the given pair of objects strengthens
the correlation for both of the compared variables (i.e. if Yi > Yj,
than X1i > X1j and X2i > X2j). Similarly, event D occurs when the
pair of objects weakens the correlation of both compared vari-
ables with the Y variable (i.e. if Yi > Yj, than X1i < X1j and X2i <
X2j). Events B and C are complementary: the correlation is
strengthened for variable X1 and weakened for X2 (event B) and
vice versa (event C).18

The nal decision of the comparison between variable pairs
is based on conditional Fisher's exact test or McNemar's test.
The procedure is repeated for every possible variable pair. A
variable can win the nal comparison if it has the most “win”
decisions. ”No decision” results mean that there is no signi-
cant difference between the correlations of the reference vari-
able and the members of the pair. GPCM compares all the
different variable pairs, and counts “wins”, “losses” and “no
decisions (ties)” between the variables. The nal results can be
presented in three different ways: simple ordering by the
number of wins, difference ordering (by the differences between
the number of wins and losses), and signicance ordering
(probability-weighted version of difference ordering).18

A great advantage of SRD and GPCM is that they are able to
compare (order, group) biased estimations as well. The biases of
various methods (techniques, labs, operators, etc.) follow
normal distribution, similarly to the random errors. Hence, the
12 | RSC Adv., 2018, 8, 10–21
proposed approach is sufficient for the comparison of highly
different methods using their performance parameters.

3. Results

Six case studies were used for the comparison of the different
classier methods. The specic details about the studies and
the applied data matrices can be found in the ESI Table 1.† In
the following section, the results of each study are discussed
separately.

3.1 Case study 1

Todeschini et al. compared various frequently used classiers
based on their performance on 27 emblematic data sets.19 Table 5
of their paper contains leave-one-out non-error rates (NER%) ob-
tained for the 27 data sets by the selected classication methods.
(NER% is identical to the correct classication rate, CC%.)

Todeschini et al. have introduced two new classiers (D-
CAIMAN and M-CAIMAN) and compared their performances
with well-known classiers, such as linear discriminant analysis
(LDA), quadratic discriminant analysis (QDA), k-nearest neighbors
(KNN), classication and regression trees (CART), nearest mean
classier (NMC), unequal dispersed classes (UNEQ) and SIMCA.
They have also carried out a principal component analysis
including two theoretical methods: the method “WORST”,
constituted by the worst obtained result for each data set and the
method “BEST”, constituted by the best-obtained result for each
data set. The rst principal component (PC1) gives the WORST–
BEST direction, explaining more than 50% of the total variance:
this component is related to the overall quality of the methods.
The second component (PC2) is related to the alternative behavior
of CART, LDA, and NMC, which give very good results for some
data sets and very poor results for other data sets.19

SRD as a fair method comparison technique fully supports
Todeschini et al.'s conclusions: while the evaluation is simpli-
ed into one dimension, the BEST (Max) and WORST relation
(Min) is preserved, see Fig. 2.
This journal is © The Royal Society of Chemistry 2018
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Row maxima were used as the reference (benchmark)
column, as they provide a hypothetical best method. In this
example, none of the methods overlap with the Gaussian curve,
thus all of them are signicantly different from random
ranking. The best possible ranking is at SRD(Max)¼ 0, while the
hypothetical worst classication has an SRDnormalized value of
40.66. Interestingly, SIMCA provides an even worse ranking
(SRDnormalized ¼ 47.802), which is still signicantly different
from random ranking at the 5% level according to the Wilcoxon
matched pair test (sevenfold cross-validation).

The best position of QDA is understandable, as some of the
datasets are linearly not separable; the intermediate position of
LDA can be explained with the same argumentation. D- and M-
CAIMAN are among the best representations, supporting the
suggestion of Todeschini et al.19 Furthermore, the conclusion
that D-CAIMAN (discriminative CAIMAN) performs better than
M-CAIMAN (modeling CAIMAN) is consistent with the original
(although implicit) conclusion of the authors, see Fig. 3.
UNEQ's resemblance to QDA is not observed, probably because
the initial assumptions are not met (“UNEQ can be applied
when only a few variables must be considered”20).

Sevenfold cross-validation (leaving out contiguous blocks21)
allows the rendering of uncertainties to any single SRD value.
The pairwise Wilcoxon matched pairs test is suitable to estab-
lish whether a signicant difference exists among two methods.

The results of this case study are presented as sevenfold
cross-validated SRD values in Fig. 3. The ordering is self-
explanatory; UNEQ and LDA have some common features
(assumption of normality), which explains their proximity in the
SRD ordering. A certain grouping is instantly recognizable: I
(QDA, D-CAIMAN, M-CAIMAN, KNN), II (CART), III (LDA, UNEQ,
NMC, WORST), and IV (SIMCA). SIMCA is not only the last
ranked method; it is signicantly worse than the worst option
(Min), i.e. reversely ranked partly. Moreover, it has the largest
variance.
Fig. 3 Sevenfold cross-validated SRD results for the nine classifiers.19

The best result (SRD ¼ 0) achieved with the row-maxima as reference
is omitted for clarity. The symbol “�”means no significant difference at
the 5% level according to the Wilcoxon matched pair test.

This journal is © The Royal Society of Chemistry 2018
One may argue, however, that SRD ranking greatly depends
on the selected reference, which is indeed an inherent feature of
the method. Although a hypothetical best method comprising
the best individual performances for 27 datasets is a natural
choice, we examined other choices for the reference: with the
SRD-COVAT approach, all method performances (NER%) were
used as the reference exactly once.14 The result of SRD-COVAT is
presented in Fig. 4.

A somewhat different pattern is visible on the heatmap than
in the previous gures. The maximum and minimum as refer-
ence distinguish evidently two clusters: I (D-CAIMAN, M-
CAIMAN, QDA), and II (LDA, UNEQ). An interesting conclu-
sion can be drawn for the KNN method: while its distance from
the row maximum (or BEST method) is similar to those of D-
CAIMAN, M-CAIMAN, and QDA, it does not belong to the
same cluster as these three methods. (Being based on a rather
different principle, this is not surprising.) This clustering clearly
assigns a recommendation order: techniques in Cluster I are
suggested to be applied in various and problematic cases such
as the 27 datasets; cluster II may be recommended in special
cases only (however, the specicity of the datasets is rarely
known before an analysis), and the rest of the techniques are
not recommended by default.

GPCM fully supports the previous ndings, which can be
seen in Table 2 in the ESI.† The ordering corresponds to the
expectations, QDA and D-CAIMAN are the best and the rst four
techniques are clearly distinguished from the remaining ones.
CART has an intermediate position with 3 wins and 2 losses (see
also Fig. 3, 4, 7 and 8 in the original work19). NMC and SIMCA
could not be superior to any of the techniques examined, and
SIMCA was outperformed even by NMC.
3.2 Case study 2

Tax in his Ph.D. work, when introducing one-class classica-
tion, compares several classication techniques using 13 data
sets complemented with outlying observations.22 His Table 2.2
has been completed with row minima and row maxima and
submitted to a ranking procedure with sum of ranking
differences.

Table 2.2 in ref. 22 contains classication errors of some
conventional classiers and some one-class classiers (trained
on each class separately). The examined conventional classiers
include a linear classier based on normal densities (Bayes),
a Parzen classier and a support vector classier with a third
degree polynomial kernel (SVC-p3). In addition, four versions of
the support vector data description (SVDD) classier were
introduced and examined as novel one-class classiers, (hence,
in this case study not SIMCA, but one-class classiers are dis-
cussed). These include SVDD with a third degree polynomial
kernel (SVDD-p3), SVDDwith a Gaussian kernel (simply referred
to as SVDD), and the counterparts of these methods where
negative examples were utilized during the training (SVDD-neg
and SVDD-n-p3). When the polynomial kernel was used, the
data are rescaled to unit variance.

Among others, Tax concludes that conventional classiers
(especially Parzen and SVC-p3) outperform SVDD in most cases
RSC Adv., 2018, 8, 10–21 | 13
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Fig. 4 Heatmap representation of the SRD-COVAT matrix for Case study 1. SRD values increase in the blue (highest similarity) towards red
(lowest similarity) direction. The classifiers are enumerated in the order of increasing sums of SRD values. Color codes are provided in the header
with relative (%) values.
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and that the performance of SVDD is better with the inclusion of
example outliers and with the Gaussian kernel.

In the case of such ambiguous outcomes, method compar-
ison based on sum of ranking differences is an advantageous
choice. The ordering and ranking of the classiers can be seen
in Fig. 5. The row minima were used as the reference: for error
rates, this constitutes a similar, hypothetical best method as in
the previous case study.

Fig. 6 shows that all methods are signicantly different
according to the t-test, sign test, and Wilcoxon matched pair
test, except one pair (SVDD-neg and SVDD denoted by “�”).
Although the ordering of classical and SIMCA-like one-class
classiers is dispersed and overlapping, the best method is
a classical one (Parzen) and only the two one-class methods
(SVDD-p3 and SVDD-n-p3) are not distinguishable from random
ranking. In fact, they are signicantly worse than the row
maxima (hypothetical worst case).
Fig. 5 Normalized SRD values (between 0 and 100) compared to
random ranking (black Gaussian curve) for the error rates (ER%) of 13
data sets. Row minima were used as the reference. Best (Min) and
Worst (Max) denote rowminima and maxima, respectively. Scaled SRD
values are plotted on the x and left y-axes, while the right y-axis shows
the relative frequencies for the black curve. The 5% probability level
(XX1), median (Med) and 95% level (XX19) are also given for the
“random” distribution.

14 | RSC Adv., 2018, 8, 10–21
Although the reference vector, the row minimum is the
natural choice to keep the errors minimum, one may argue with
the decisive role of the reference vector in the above examina-
tions. Therefore, we completed an SRD-COVAT calculation for
this dataset as well. Since the objects are ranked according to
decreasing magnitude during the SRD calculations, we have
taken the (1-error) values in our input matrix. The result is given
in Fig. 7.

GPCM (conditional exact Fisher's test and probability-
weighted ordering) provides the same pattern: Parzen and
Min provide identical (always zero) values (see Table 2 in ESI†).
The last three items cannot be distinguished from random
ranking. GPCM clearly differentiates three clusters among these
methods: I (Parzen, identical with Best (Min), II (SVDD-neg,
SVDD, SVC-p3, Bayes) and III (SVDD-n-p3, SVDD-p3, Max)).
Knowing that the background philosophy and calculations of
Fig. 6 Sevenfold cross-validated SRD results for eight classifiers. The
best results (SRD ¼ 0), achieved with the row minima as reference,
belong to the Parzen classifier. The symbol “�” means no significant
difference at the 5% level according to theWilcoxonmatched pair test.

This journal is © The Royal Society of Chemistry 2018
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Fig. 7 Heatmap representations of SRD-COVAT matrices for Case study 2. (A) SRD values increase in the blue (highest similarity) towards red
(lowest similarity) direction. The classifiers are enumerated in the order of increasing sums of SRD values. (B) The same table with a different
coloring scheme highlights those pairs of methods that are themost discordant. If the given SRD value overlaps with the frequency distribution of
random ranking, other colors than white were applied. Thus, if one of the methods of such a pair is used as reference, the other one is not
significantly more similar to it than the use of random numbers, in terms of ranking. For both tables, color codes are provided in the header with
relative (%) values.
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GPCM and SRD are entirely different, the concordance of the
rankings is noteworthy.
Fig. 8 SRD result of Case study 3. Normalized SRD values (percent-
ages) are plotted on the x and left y-axes. Cumulative relative
frequencies (also in percentages) are on the right y-axis. The latter is
fitted with a hyperbolic tangent function (cumulative probabilities of
a fitted Gauss curve).
3.3 Case study 3

González Mart́ın et al. evaluated electronic nose results of
vegetable oils with various classication methods.23 The
percentages of correct classications and predictions of KNN,
LDA, QDA, and SIMCA were compared (the detailed results are
listed in their Tables 1, 3, 4 and 5). Following their work, we
have also included the methods when used with raw data
(denoted with r, for example, SIMCAr), as well as normalized
data (denoted with n, for example, SIMCAn). In addition, LDA
was included when using all available variables (48), and
a smaller subset aer variable selection (5). The authors
concluded that SIMCA and KNN have the worst performance,
while LDA showed the best one.

SRD was used to create a more detailed comparison and
a clear ranking. This ranking was in accordance with the
authors' conclusions. Fig. 8 shows that SIMCA has a slightly
better performance than KNN, which is positioned aer the 5%
probability level. On the other hand, the best performances
were observed for QDA and LDA. In the case of LDA, using more
variables gave better performance. Normalization, on the other
hand, decreased the performance of LDA (in contrast with the
other methods).
This journal is © The Royal Society of Chemistry 2018
Leave-one-out cross-validation was used as a validation
process for the SRD values. The result of the validation is
summarized on a box and whisker plot, see Fig. 9. The cross-
validated result was used for signicance testing as well.
Thus, nonparametric sign and Wilcoxon tests were used for this
purpose. The results showed that the LDAn5, QDAr and SIMCAn
RSC Adv., 2018, 8, 10–21 | 15
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Fig. 9 Box and whisker plot of Case study 3. Cross-validated SRD
values (%) are plotted on the y-axis. The non-significantly different
methods are marked with the “�” symbol.
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methods are not signicantly different from each other (at a ¼
0.05 level).

From the SRD-COVAT results (Fig. 10), it is noteworthy that
many of the studied methods are signicantly discordant with
each other (their SRD values overlap with random ranking
many times). In particular, this is even the case for two pairs
of LDA methods (LDAr5 and LDAn48, and LDAn5 and
LDAr48).

GPCM (conditional exact Fisher's test and probability-
weighted ordering) provides the same pattern: QDAn, LDAr48,
LDAn48, and LDAr5 are placed on the rst four ranks. The
GPCM results can be seen in Table 4 in ESI.†

GPCM clearly differentiates six clusters among these
methods: I (QDAn), II (LDAr48), III (LDAn48 and LDAr5), IV
(QDAr, LDAn5, SIMCAn), V (KNNn) and VI (SIMCAr, KNNr).
Again, GPCM and SRD show similar results while they are based
on completely different calculations.
Fig. 10 Heatmap representation of the SRD-COVAT matrix for Case stu
random ranking, other colors than white were applied. Thus, if one of
significantly more similar to it than the use of random numbers, in term
values.

16 | RSC Adv., 2018, 8, 10–21
3.4 Case study 4

In the remarkable work of Forina et al. several classic and novel
class-modeling techniques were compared and discussed based
on real datasets.6 Articial datasets were also used for the
explanation of the methods. Sensitivity, specicity (proportion
of observed negatives that were predicted to be negatives), and
efficiency (the mean of sensitivity and specicity) of the applied
models played an important role in their comparison. SIMCA,
UNEQ, univariate range modeling (URM) and multivariate
range modeling (MRM) methods were used for classication.

In this case study, we have compared the above mentioned
class-modeling techniques based on their performances on real
datasets (wines, olive oil, etc.). The following performance
parameters were used for the analysis: (a) mean of sensitivity
(cross-validation), (b) mean of specicity (cross-validation), (c)
efficiency (cross-validation), and (d) specicity in the case of
100% sensitivity (nal model). Efficiency was calculated as the
average of sensitivity and specicity. SIMCA was discussed
earlier in details and UNEQ is also a frequently used technique,
but here the different variances of the groups have not caused
any difficulties. URM and MRM are more recent and related
techniques. While URM is based on the allowed range of the
exact original variables, MRM applies principal components or
discriminant variables (like the canonical variables of LDA). The
authors of the original paper correctly stated that URM is
a method with weaker performance than MRM.

The performance values of four real datasets were used for
the SRD and GPCM analyses. The nal merged data matrix
contained 16 rows (performance parameters) and four columns
(methods). Row maxima were used as reference in both cases.
The nal result can be seen in Fig. 11. It clearly shows that the
best and most consistent method was MRM based on these
data, while the other three techniques gave almost the same
results.

Cross-validation also helps to decide whether the ranking
behavior of these methods is signicantly different from each
other. Sevenfold cross-validation was used to validate the SRD
results. For this purpose, a box and whisker plot was made for
dy 3. If the given SRD value overlaps with the frequency distribution of
the methods of such a pair is used as reference, the other one is not
s of ranking. Color codes are provided in the header with relative (%)

This journal is © The Royal Society of Chemistry 2018
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Fig. 11 SRD results of Case study 4. Normalized SRD values
(percentages) are plotted on the x and left y-axis, and cumulative
relative frequencies (also in percentages) are on the right y-axis. The
latter is fitted with a hyperbolic tangent function (cumulative proba-
bilities of a fitted Gauss curve).
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the cross-validated SRD values (Fig. 12). On the other hand,
nonparametric sign tests and Wilcoxon matched pair statistics
were also calculated. The nal results showed in every case that
the SIMCA, UNEQ and URM techniques are not signicantly
different.

GPCM analysis gave results in agreement with the SRD
calculations (Table 5, ESI†). Conditional exact Fisher's test and
probability-weighted ordering were used for the analysis. Here,
the MRM method was also the best, while the other three
methods are virtually indistinguishable.

MRM was clearly the best and most consistent method for
classication in this case. Although the other three techniques –
including SIMCA – were better than the use of random numbers
(based on SRD), the results of these methods were less prom-
ising and indistinguishable from each other in the statistical
sense. This conclusion is in harmony with the statement of the
authors of the original article: “it seems possible to conclude that
MRM is a technique with excellent performances.”.6
Fig. 12 Box and whisker plot of Case study 4. Cross-validated SRD
values (%) are plotted on the y-axis. The non-significantly different
methods are marked with the “�” symbol.

This journal is © The Royal Society of Chemistry 2018
3.5 Case study 5

Shaffer et al. compared several pattern recognition algorithms
(neural network, nearest neighbor and linear discriminant
analysis based ones) on chemical sensor array datasets.24

Probabilistic neural networks (PNN), learning vector quanti-
zation (LVQ) neural networks, back-propagation articial
neural networks (BP-ANN), so independent modeling of class
analogies (SIMCA), Bayesian linear discriminant analysis
(BLDA), Mahalanobis linear discriminant analysis (MLDA) and
the nearest-neighbor (NN) methods were compared based on
the classication accuracy of the models. LVQ can be
explained as the combination of NN and competitive learning
ANNs. The techniques are briey introduced in the original
paper. Four datasets were used, two simulated and two real.
Although the authors compared the methods based on their
speed, training difficulty, memory requirements, etc. as well,
we have complemented the comparison, using the classica-
tion accuracies (correct classication rates) for each dataset.

The aforementioned classication accuracy data was used
for the SRD and GPCM analysis. In both cases, maximum
classication accuracy was applied as the golden reference. The
data matrix contained eight rows (datasets – training and test
sets) and seven columns (pattern recognition methods) for the
calculation procedures. Leave-one-out cross-validation was used
for SRD calculations. Results of SRD are presented in Fig. 13
and 14 (cross-validated results). It is clear that the best method
was BP-ANN, and MLDA gave the worst result.

Nonparametric sign tests and Wilcoxon tests, as well as
Student's t-tests, were calculated for the cross-validated SRD
values to decide whether themethods are signicantly different.
The results showed that NN, PNN, and SIMCA are equivalent in
the statistical sense.

GPCM results are only slightly different from SRD ranking
(Table 6, ESI†). Conditional exact Fisher's test and probability-
weighted ordering were used for the analysis. The results
clearly conrm the SRD ranking, because BP-ANN is the best
Fig. 13 SRD results of Case study 5. Normalized SRD values
(percentages) are plotted on the x and left y-axis, and cumulative
relative frequencies (also in percentages) are on the right y-axis. The
latter is fitted with a hyperbolic tangent function (cumulative proba-
bilities of a fitted Gauss curve).
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Fig. 14 Box and whisker plot of Case study 5. Cross-validated SRD
values (%) are plotted on the y-axis. The non-significantly different
methods are marked with the “�” symbol.

Fig. 15 SRD results of Case study 6. Normalized SRD values
(percentages) are plotted on the x and left y-axes, and cumulative
relative frequencies (also in percentages) are on the right y-axis. The
latter is fitted with a hyperbolic tangent function (cumulative proba-
bilities of a fitted Gauss curve).
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and the NN, PNN, LVQ techniques have a slight difference in the
probability values.

However, the authors stated that “Both PNN and LVQ require
fewer adjustable parameters than BP-ANN, which results in
faster training times and implies a more reliable classier”. On
the other hand, our statement is that all neural network based
methods, especially BP-ANN can easily be overoptimized, while
the features of LVQ are not fully back-traceable, moreover, it can
be a more appropriate method for the classication problems
than BP-ANN in the sense of classication accuracy. A great
advantage of the proposed approach is that SRD and GPCM are
able to rank biased estimations as well, because the biases of
various methods follow normal distribution, similarly to
random errors.
Fig. 16 Box and whisker plot of Case study 6. Cross-validated SRD
values (%) are plotted on the y-axis. The non-significantly different
methods are marked with the “�” symbol.
3.6 Case study 6

The following case study is based on a comparative study by
Tominaga on classication techniques with the use of three
types of chemotherapeutic agents: antibacterials, antineoplas-
tics, and antifungals.25 The applied compounds are registered
in the MDL drug data report (MDDR) database. The classica-
tion models were made with principal component analysis –

linear discriminant analysis (PCA-LDA), so independent
modeling of class analogies (SIMCA), partial least squares 2
(PLS2), articial neural networks (ANN), the nearest neighbor
method (NN), the combination of NN with Ward clustering (W-
NN) and a genetic algorithm (GA-NN). Training and test sets
were used separately and the test set samples were registered in
the comprehensive medicinal chemistry (CMC) database. In the
case of PLS2, three different dependent variables were used for
the prediction.

SRD and GPCM methods were used similarly as in the case
studies mentioned above. The applied dataset contained the
percentage of the correctly predicted samples (correct classi-
cation rate for prediction). Maximum was used as reference,
18 | RSC Adv., 2018, 8, 10–21
and leave-one-out cross-validation was used for validation. SRD
results are presented in Fig. 15 (cross-validated).

According to Fig. 15, the most consistent method was GA-NN
and without doubt, SIMCA gave the worst result in this case
study. Knowing the easily overtted character of the neural
network based methods, it cannot be surprising that genetic
algorithm or Ward clustering combined with nearest neighbors
gives better results than the ANN. However, this was hidden
information in the original dataset.

Nonparametric tests (sign tests and Wilcoxon matched pair
tests) were also used here to decide whether the methods are
signicantly different. The nal result showed that there is no
signicant difference between the results of the ANN, W-NN,
NN and PLS2 methods (Fig. 16). GPCM was carried out in the
same manner as in the previous cases; the results are presented
in ESI Table 7.† This result is slightly different from SRD
ordering, but the most consistent four methods are the same.
SIMCA was the worst method in both cases.
This journal is © The Royal Society of Chemistry 2018
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4. Discussion

The presented meta-analysis evaluated six, carefully selected
case studies from the literature. A common characteristic of
these case studies is that their data structure is different but the
same classication task was carried out. One of the advantages
of our presented approach is the general applicability and
general conclusions drawn based on all data sets, which can be
later used by researchers.

The ndings of our work are supported by many other
sources, for example, similar conclusions were communicated
by Mazzatorta et al. in 2004.26 The authors have compared seven
classication algorithms for toxicity prediction on a dataset of
235 pesticides and 153 descriptors and have concluded their
work by recommending primarily regularized discriminant
analysis and classication and regression trees. While they have
evaluated so independent modeling of class analogies
(SIMCA) generally positively, they note that its big disadvantage
is its sensitivity to data scaling. Also, their Table 2 lists SIMCA as
the worst performing method in many cases and it is also
apparent that its performance (as expressed by non-error rates)
differs signicantly during tting and cross-validation.

In a study on pharmaceutical excipients, Candol et al. have
applied near-infrared spectroscopy with SIMCA and concluded
(among others) that about 15% of the samples are rejected from
their own classes (a-error). This can be connected to the
heterogeneous nature of the NIR spectra from different batches
and suppliers or the small number of training objects, but the
inuence of the properties and parameters of SIMCA – such as
its parametric character or the number of latent variables used –

cannot be overlooked either. Pre-processing of the spectra did
not inuence the results in this study, but it can be useful in
general to remove spectral information of physical rather than
chemical origin (e.g. information related to particle size) and to
increase between-class variance.27

Frank and Lanteri compared classication models using
four data sets, selected from various elds of chemistry. LDA,
QDA, SIMCA and classication and regression trees (CART)
were used and although the authors did not state, which one is
the absolute winner, the percentage of correctly classied
observations shows that SIMCA has more misclassications
compared to CART. The authors state, however, that from the
viewpoint of complexity and interpretability, CART is the best
choice because it uses a few terminal nodes (a node of a tree
data structure that has no child nodes) and the unknown
samples can be classied manually.28

Mid-infrared spectroscopy (MIR) and near-infrared spec-
troscopy (NIR) were used to evaluate crude petroleum oils and
virgin olive oils by Galtier et al. The authors applied several
chemometric methods: SIMCA, partial least squares regression
discriminant analysis (PLS2-DA), PLS2-DA with SIMCA, and
PLS1-DA in two infrared spectroscopic applications. Their aim
was to compare the methods based on their classication
results aer optimization on the basis of spectral variance
analysis. Although for petroleum oils, all the methods gave
100% correct classication percentage (CC%), their results were
This journal is © The Royal Society of Chemistry 2018
not so convincing for virgin olive oils. The CC% clearly shows
that SIMCA is always inferior compared to the other methods in
different spectral ranges; hence the authors conclude that PLS-
DA outperforms SIMCA.29

SIMCA also showed a relatively poor performance when
compared to Kohonen articial neural networks (Kohonen) and
unequal dispersed classes (UNEQ). Marini et al. presented
a class-modeling technique based on Kohonen articial neural
networks and compared its classication performance to
SIMCA and UNEQ. Eight physical and technological determi-
nations on 1779 Italian samples of rice from 11 varieties have
been used for the data analysis, Kohonen, UNEQ, and SIMCA
scored 91.30%, 89.31% and 88.53% CC%, respectively.30

An interesting drawback of SIMCA has been shown by
Nejadgholi and Bolic, who compared PCA, SIMCA and the ‘Cole
model’ for classication of bioimpedance spectroscopy (BIS)
measurements. The authors showed that while SIMCA achieved
100% CC on the training datasets, its results dramatically
dropped (22%) aer leave-one-out cross-validation (LOOCV).
However, PCA combined with KNN showed lower CC% on the
training data (97%) but had good LOOCV results (90%).31

Moreda-Piñeiro et al. have compared the performance of
LDA and SIMCA on a dataset of Asian and African tea samples
(concentration of 17 elements determined with ICP-AES and
ICP-MS), for classication based on geographical origin.32 The
performance of SIMCA was found to be inferior to LDA in two
different tasks: the classication of African vs. Asian tea
samples, and the classication of Chinese, Indian and Sri
Lankan samples. It is worth to note that in the latter case, PCA-
based separation of Indian and Sri Lankan samples was not
possible, either. However, LDA could classify these samples
with a 100% correct classication rate nonetheless (here, CC%
values of SIMCA for these two groups were around 30%).

Flood et al. have compared KNN, PLS, and SIMCA for clas-
sication of Diesel fuel types. Considering SIMCA, their expe-
rience is unambiguous: “KNN proves to be a powerful method of
prediction for both concentration and feedstock, while SIMCA was
more challenged for classication of the multifeedstock blends.”33

A drawback of SIMCA (and possibly the reason of its poorer
performance in comparison to other classication methods) is
that “the class subspaces are built independently [.], the
discriminative between-class information is neglected”.34 To over-
come this problem, the original data can be projected to a more
discriminative subspace (prior to classication with SIMCA). In
a recent work, Zhu et al. have introduced discriminatively
ordered subspace (DOS) for this purpose and compared it to an
existing subspace projection method (generalized difference
subspace or GDS), as well as SIMCA (without subspace projec-
tion) and LDA (as an independent benchmark method).34 Based
on a comparison on three real datasets, the authors conclude
that DOS projection can increase the performance of SIMCA to
a greater extent than GDS (in fact, GDS deteriorates the classi-
cation accuracies in two of the three cases). While there is
a noticeable improvement in the classication accuracies when
applying DOS projection (as compared to SIMCA without
projection), it is unclear from the published box and whisker
plot, whether these differences are statistically signicant or
RSC Adv., 2018, 8, 10–21 | 19
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not. Nonetheless, the authors propose further ideas for
improved subspace projection methods.

Another example of SIMCA discrimination can be found in
ref. 35 Statistical models were constructed for the character-
ization of the botanical and geographical origin. The perfor-
mance of LDA and SIMCA was compared and the models were
validated with a randomized batchwise procedure. SIMCA
performance is downgraded between 3–17% and 2–13% in
correct classication for Tables 2 and 3 respectively.

5. Conclusions

In this work, we provide a general framework for comparison of
various classiers: two non-parametric methods, sum of
ranking differences (SRD) and the generalized pairwise corre-
lation methods (GPCM), have provided highly similar ranking
and grouping of the classication techniques, although they are
based on entirely different principles. The ordering by SRD was
validated with a randomization test and cross-validation.
Whereas SIMCA frequently (but not always) passed the
randomization test, cross-validation unambiguously proves its
inferiority to other techniques in supervised classication tasks.

While SRD and GPCM are sensitive to the reference selection
(supervisor), this effect could be eliminated with comparisons
with one classier at a time (SRD-COVAT) and the resulting
heatmaps support and validate the grouping pattern found by
using the above two techniques. Considering highly different
and deviating data sets, so independent modeling of class
analogies (SIMCA) has proven to be of weak performance (worst
among the studied methods in numerous cases), despite its
advantages and unique theoretical background. SIMCA has
never appeared as the best method in any examined compar-
ison here, out of a total of 29 methods in the six case studies.
(Due to the different names used by the different authors, there
is some overlap among the 29 methods, but they encompass
most of the major branches of classication methods: articial
neural networks, linear and quadratic discriminant analyses,
CAIMAN, Support vector classier, PLS-DA, K-nearest-neighbor,
Bayesian and Parzen classiers, CART, learning vector quanti-
zation, nearest mean classier, UNEQ, uni- and multivariate
range modeling.) There is no doubt that circumstances can be
found, when SIMCA is superior to other techniques, but these
are not typical situations.

SIMCA was created primarily as a class-modeling method,
and although it can be used as a discriminant tool, this is not
the primary aim of the method. However, the vast majority of
SIMCA usage is for classication and not class modeling. When
using SIMCA as a discriminant tool, its performance is inferior
to the compared methods. Naturally, these results do not
suggest that SIMCA should be avoided, but in light of the pre-
sented results, the present authors would reserve its use for
cases where the possibility of assigning samples into more
classes or no class at all (i.e. “class modeling” or “so
modeling”) is truly of importance. SIMCA might provide good
results in “one class” situations, which can be used for deter-
mination of authenticity for samples. However, no suchmethod
comparison can be provided, as other classiers require at least
20 | RSC Adv., 2018, 8, 10–21
two classes. If we consider the “not-in-class” samples as another
class, the case simplies to a binary classication where SIMCA
shows weak performance. Nevertheless, our results emphasize
the importance of model (and method) comparison, which can
be easily done using the above proposed methodology. Our
results, along with several other studies clearly suggest that
usually better options than SIMCA exist for the same (real or
simulated) datasets for supervised pattern recognition. Alter-
natively, the performance of SIMCA can be enhanced with
subspace projection methods, although this area still has a long
way to go.

It should be noted, that a classication method cannot
always be superior to others, since performances depend on the
classication task and conditions. However, a hypothetical best
method can be dened, which provides the maximal perfor-
mance (maximal correct classication rate) on the given data-
set. Sum of ranking differences is capable of comparing
classication methods to this hypothetical best one; hence
providing a reliable, validated approach for method selection.
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9 K. Héberger, TrAC, Trends Anal. Chem., 2010, 29, 101–109.
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