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Solvation dynamics in polar solvents and
imidazolium ionic liquids: failure of linear
response approximationst

Esther Heid "2 and Christian Schroder (2 *

This study presents the large scale computer simulations of two common fluorophores, N-methyl-6-
oxyquinolinium betaine and coumarin 153, in five polar or ionic solvents. The validity of linear response
approximations to calculate the time-dependent Stokes shift is evaluated in each system. In most
studied systems linear response theory fails. In ionic liquids the magnitude of the overall response is
largely overestimated, and linear response theory is not able to capture the individual contributions of
cations and anions. In polar liquids, the timescales of solvation dynamics are often not correctly
reproduced. These observations are complemented by a detailed analysis of Gaussian statistics including
higher order correlation functions, variance of the energy gap distribution and its time evolution. The
analysis of higher order correlation functions was found to be not suitable to predict a failure of linear
response theory. Further analysis of radial distribution functions and hydrogen bonds in the ground and
excited state, as well as the time evolution of the number of hydrogen bonds after solute excitation
reveal an influence of solvent structure in some of the studied systems.

1 Introduction

The time-dependent Stokes shift (TDSS) describes the rate of
solvent reorganization after an electric perturbation inflicted by
the excitation of an immersed chromophore. The TDSS has
been extensively used to investigate the solvation dynamics of
polar solvents over the last decades.’® With the development
of ionic liquids as interesting new solvents for diverse reactions,
the TDSS has also become a powerful tool to examine the
electrostatic solvation in ionic, non-aqueous media."””° In
contrast to conventional solvents such as water and alcohols,
the solvation response in ionic liquids is extremely slow, as it
scales with viscosity.”> A number of computer simulations have
been conducted to examine the interesting solvation behavior of
ionic liquids.?*?*3%72 It was shown that the solvation energies
of ionic liquids resemble those in conventional solvents and
most of the solvation energy stems from anion movement.
However, the computer simulation of solvation dynamics is
often realized via invocation of linear response theory (LRT),
which may not be valid for arbitrary solute-solvent combinations.
Within linear response theory, the true solvent reorganization
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after the excitation of a solute is resembled by the extrapolation of
the energy gap fluctuations between the ground and excited state.
This approximation may save a lot of computation time, but at the
cost of being valid only in systems where either the perturbation is
small, or the energy gap fluctuations are Gaussian.”** > We recently
showed that LRT fails for systems where the energy gap is locally
Gaussian, but non-stationary (changes with time), or if large
changes in solvent structure occur after perturbation, both leading
to a globally non-gaussian distribution.*®

In literature, the TDSS is often calculated only via LR
and the true nonequilibrium response of a system remains
unknown. This is especially true if computationally expensive
all-atomic and polarizable ionic liquid forcefields are used.
Ref. 32 (or the earlier work ref. 31) is frequently used to justify
the use of linear response theory in solvation dynamics of ionic
liquids.?®37**"** In this work of Kim and coworkers a set of
400 nonequilibrium simulations extending to 2 ps is used to
describe the solvation dynamics of artificial solutes in two imida-
zolium ionic liquids, and compared to equilibrium simulations
invoking linear response theory.** Although the authors argue that
linear response holds reasonable well in their system, the agreement
between the Stokes shift from their equilibrium and non-
equilibrium simulations seems to be unsatisfactory, and the
integral timescales differ considerably. Furthermore, ionic liquid
dynamics, extending to nanoseconds, cannot be simulated
accurately on such a short timescale. Although this work
comprises valuable insights into ionic liquid solvation, it cannot
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be invoked to justify the choice of LRT for solvation dynamics in
ionic liquids without further verification. A more recent study of
Maroncelli and coworkers revealed the failure of linear response
for the solvation dynamics of small solutes in ionic liquids.?®
Current advances in technology opened up the possibility of
calculating large scale nonequilibrium simulations, so that the
validity of LRT in these systems can now directly be assessed.
This study therefore focuses on the validity of the linear
response approximation both in polar and ionic liquids using
fully atomistic, flexible and polarizable force fields by direct
comparison to nonequilibrium simulations, as well as experi-
mental data. Real chromophores are employed as solutes, as the
solvation response depends strongly on the nature of solute.
Thus, the commonly used artificial solutes can only give general
information. We study N-methyl-6-oxyquinolinium betaine
(MQ) and coumarin 153 (C153) as the former lowers its dipole
moment upon excitation, whereas the latter strengthens it, so
that the validity of linear response can be tested for both an
increase and decrease of the dipole moment during excitation.
Furthermore the ability of partial correlation functions to depict
cationic and anionic contributions is assessed. Previously,
different findings were reported on the predominant role of
cations,”” anions®” or both®**®*° for the short-time response,
where some of the conclusions were drawn from equilibrium
simulations. These results are complemented by an analysis of
higher-order correlation functions and their ability to predict
LRT validity,>>° solvent structure via radial distribution functions
and coordination numbers, as well as a time-evolution of the
spectral width. Therefore, this work gives valuable insight into
when and why linear response is applicable in real systems.

2 Theory

The following equations only comprise the most important
relations of linear response theory, which will be employed in
this study. The derivation of these relations, as well as a more
detailed description, can be found in literature.*?3"3¢
Experimentally, a fluorescent molecular probe is introduced
to the solvent of interest, excited by a laser beam, and its subsequent
time-dependent change in fluorescence frequency monitored.
The Stokes shift relaxation function can then be calculated as

_ hw(t) — hv(oo)

St = hv(0) — hv(oo)

(1)
which is simply the normalized change in energy. Computationally,
S(t) can be evaluated as the average change in interaction
energy AU

 AU(1) — AU(0)

st = AU(0) — AU(c0)

(2)

after excitation of a suitable chromophore. This procedure requires
the actual excitation of the solute, so that an excited state force field
is needed, as well as averaging over hundreds of different confor-
mations. To avoid this computationally expensive method, often
linear response theory (LRT) is invoked instead. Conventional
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LRT links the energy fluctuations SAU(¢) = AU(t) — (AU) on the
unperturbed energy surface (the equilibrated ground state) to
S(¢) via
(8AU(0)3AU (1))
> = Ca(0) ®)
(6AU(0)?),

where we assume that the perturbation is small on a scale of
ksT. Alternatively, the energy fluctuations on the perturbed
energy surface (the equilibrated excited state) can be linked to
S(t) via

_(BAU(O)SAU()),
S(t) ~ TRAUOY, Ce(1) (4)

In both cases, the large number of nonequilibrium simulations
needed for eqn (2) are replaced by a single equilibrium simulation
on the ground or excited state. The latter relation is true even for
large perturbations, if the system exhibits Gaussian statistics.**?
Then, higher order correlation functions which are treated as zero
in conventional LRT, are taken into account, as they are multiples
of (SAU(0)3AU(f)).. (odd-numbered), or zero (even-numbered):"*

@t Dlsau(o)sau(n),
n!2 (5)

(3AU(0)?).

(3AU(0)"18AU (1)), =

The Stokes shift relaxation function is thus (again) described by
eqn (4), but on different mathematical grounds. The absolute
Stokes shift AAU, which is AU(0) — AU(c0) is then

WZ

1 n
AAU ~ kB—T<8AU(0) )= T (6)

in the linear response approximation, with the spectral width

W = \/AU? - (AT)’ )

3 Methods

Equilibrium simulations in the ground and excited state, as
well as nonequilibrium simulations of the solutes coumarin
153 (C153) and N-methyl-6-oxyquinolinium betaine (MQ) were
carried out in the polar solvents acetonitrile (ACN), methanol
(MeOH) and 2-propanol (2-PrOH), as well as in the ionic
liquids 1-ethyl-3-methylimidazolium dicyanamide ([Im,; ][DCA])
and 1-ethyl-3-methylimidazolium trifluoromethanesulfonate
([Imy,][OTf]). The solvents were chosen to cover a wide range of
viscosities, as the timescale of the time-dependent Stokes shift,
and therefore its range, depends directly on solvent viscosity.>”
All simulations were conducted with the program package
CHARMM.>* The force field for MQ was taken from ref. 53. The
force field for C153 was set up accordingly, namely the geometry
was optimized at the B3LYP 6-311G++(2d,2p) level of theory using
density functional theory (DFT) and the respective values put into
the intramolecular potentials obtained from PARAMCHEM?>*">
and the CHARMM General Force Field (CGenFF).>® The partial
charges were calculated using TD-DFT with the ©®B97xD hybrid
DFT functional®” and the CHelpG method.*®
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The force fields of the ionic liquids were taken from Padua and
coworkers,” ®" and made polarizable with atomic polarizabilities
from ref. 62. Polarizability is especially important to correctly
depict dynamic properties of ionic liquids. For MeOH and
2-PrOH, polarizable force fields were taken from ref. 63 and
the CGenFF. For ACN, a suitable nonpolarizable force field
was taken from the CGenFF. We note that for polar liquids,
polarizable force fields are not always superior to well tuned
nonpolarizable forcefields (see also ref. 53), so that this choice
should not affect the outcome of this study. All trajectories were
calculated using the Velocity-Verlet integrator with a timestep
of 1 fs (0.5 fs during NPT simulation) and a Nosé-Hoover
thermostat.®*®* Periodic boundary conditions were used, where
electrostatic interactions were calculated using the particle
mesh Ewald method (grid size 1 A, cubic splines of order 6, a x
of 0.41 A™") and van der Waals interactions were cut off at 12 A.

All systems were randomly packed to cubic simulation boxes
using PACKMOL®® and converged during a subsequent 0.5 ns
NPT equilibration to the boxlengths listed in Table 1. The
equilibrium simulations were conducted at 300 K after an
equilibration of 1 to 5 ns for the time periods listed in Table 1.
Nonequilibrium simulations were calculated using 500 independent
starting configurations obtained from either long NVT simulations
or independently packed boxes. Where necessary, the starting
configurations were further equilibrated for 0.5 ns for the polar
solvents, and 1 ns for the ionic liquids per replica. The trajec-
tories were then monitored after sudden change of the partial
charge distribution from ground to excited state for time
periods according to Table 1. Thus, a total of 4.2 ps of fully
polarizable, atomic molecular dynamics simulation was produced
in this study, not counting in another few microseconds of
equilibration of starting configurations. To the best of our
knowledge, no simulation study of the Stokes shift exists on
such a large scale. The resulting trajectories were analyzed via a
python program based on MDAnalysis.®” 95% confidence inter-

vals are given, where appropriate, as Xi% where X is the
average of the property of interest, ¢ the Student ¢ factor, s the
standard deviation and n the number of independent trajectories.
For the nonequilibrium simulations, n is simply the number of
simulated trajectories; for the equilibrium simulation the long
trajectory was cut into 5 parts and analyzed separately to yield an
upper bound of the true confidence interval.

Table 1 Boxlengths of cubic simulation boxes and lengths of simulation
of equilibrium (EQ) and nonequilibrium (NEQ) trajectories

Content Boxlength (A) EQ (ns) NEQ

1 MQ + 1000 ACN 44.40 20 500 x 100 ps
1 C153 + 1000 ACN 44.40 20 500 x 100 ps
1 MQ + 1000 MeoH 40.45 20 500 x 100 ps
1 C153 + 1000 MeOH 40.47 20 500 x 100 ps
1 MQ + 1000 2-ProH 50.61 20 500 x 100 ps
1 C153 + 1000 2-PrOH 50.61 20 500 x 100 ps
1 MQ + 500 [Im,;][DCA] 51.17 50 500 x 1 ns
1 C153 + 500 [Imy][DCA]  51.15 50 500 x 1 ns
1 MQ + 500 [Im,,][OTf] 53.52 100 500 x 2.5 ns
1 C153 + 500 [Im,,[OTf]  53.45 100 500 x 2.5 ns
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4 Results and discussion

4.1 Comparison of equilibrium and nonequilibrium
relaxation functions and absolute shifts

The Stokes shift relaxation function S(¢) from non-equilibrium
simulations, as well as the respective time correlation functions
C,(t) and C,(t) from equilibrium simulations are shown in Fig. 1
for polar solvents and in Fig. 2 for ionic solvents. A linear-linear
plot (instead of the logarithmic scale of the time axis in Fig. 1)
for polar solvents, as well as a plot of the logarithm of the
Stokes shift for all solvents can be found in the ESIL.}

If conventional linear response theory is applicable, Cy(z),
C.(t) and S(¢) should correspond well to each other. This is only
true for ACN as solvent. For all other solvents and for both
chromophores, the full relaxation curves from equilibrium and
nonequilibrium simulations do not match. Especially in the
case of ionic liquids LRT underestimates the amount of early
relaxation. The insets in Fig. 1 and 2 show the relaxation after
0.1 ps, where the curves were set to 1 at 0.1 ps, as experimental
data shown here is mostly normalized at this point in time, too.
For MQ, this normalization does not lead to a good agreement
of Cy(t) or Cc(t) with the true S(¢) curves, neither in MeOH or
2-PrOH, nor in the ionic liquids [Imy,][DCA] or [Im,,][OTf],
although in the latter the discrepancy is very small. For the
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Fig. 1 Stokes shift relaxation function after excitation, S(t), after deexcitation,
Sg(t), and time correlation functions Cy(t) and Cc(t) in ground and excited state
in acetonitrile (top), methanol (middle) and 2-propanol (bottom) for MQ (left)
and C153 (right). The colored area corresponds to a 95% confidence interval.
Experimental data (labeled EXP) are taken from ref. 14 and 68.
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Fig. 2 Stokes shift relaxation function S(t) and time correlation functions
Cyt) and Ce(t) in ground and excited state in [Imyl[DCA] (top) and
[Im4][OTf] (bottom) for MQ (left) and C153 (right). The colored area
corresponds to a 95% confidence interval. Experimental data (labeled
EXP) are taken from ref. 69.

chromophore C153 a different picture arises: The linear
response approximation seems to hold after 0.1 ps for the
solvents 2-PrOH, [Im,,][DCA] and [Im,,][OTf] and only fails in
MeOH, for which a failure of linear response is already
known.”®”? An early study of C153 in ACN and MeOH finds
contradictory results, namely that linear response theory
holds.”® However, due to the limited computer power back
then, the equilibrium simulations are not long enough to yield
statistically significant results for MeOH, so that we attribute our
different finding to better sampling. Incidentally, the different
solvent force fields contribute to the dissimilar conclusions
drawn, too. The effect of sampling and force field in our study,
as well as in the system of ref. 73 is given in the ESL{ For C153 in
2-PrOH, [Im,;][DCA] and [Im,,][OTf] the curvature at later times
is depicted correctly, although the overall response does not
depict S(¢). Thus, LRT seems to be applicable for most simula-
tions of C153 for the non-inertial solvation response. The inertial
solvation response, however, cannot be described via LRT for
both chromophores in all studied solvents but ACN. The insets in
Fig. 1 and 2 furthermore show the experimentally obtained
Stokes shift relaxation functions,'**®® which correspond very
well to the calculated S(t) throughout all systems.

To compare the different timescales of solvation, it is con-
venient to calculate the integral relaxation time

T= JOOS(t)dz (8)

0

(analogous definition for Cy(t) and Cc(t)). The relaxation times
are listed in Table 2. The relaxation times obtained from
nonequilibrium simulations follow the expected trends, namely
show an increase of relaxation time with an increase in viscosity
of the solvent. Furthermore, the relaxation times of MQ are
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Table 2 Relaxation times t of the Stokes shift relaxation function from

nonequilibrium (S(t)) and equilibrium simulations in the ground (C4(t)) and
excited state (Cc(t). Experimental viscosities’~”” at 298.15 K

Tmo [PS] Tciss [PS]

Hexp [MPa s] S Ce C. S (o Ce
Overall response, normalized at 0 ps
ACN 0.35 032 043 036 047 050 0.53
MeOH 0.53 2.7 19 11 2.9 22 21
2-PrOH 2.05 71 30 29 10 20 30
[Im,,][DCA] 16.1 17 95 65 38 80 203
[Im,,|[OTf] 42.9 91 309 395 131 398 313
Response in the diffusive regime, normalized at 0.1 ps
ACN 0.35 0.33 0.62 0.48 047 0.67 0.79
MeOH 0.53 58 29 16 5.8 30 28
2-PrOH 2.05 13 40 34 15 15 26
[Im,,][DCA] 16.1 44 124 82 97 97 199
[Im,,][OTf] 42.9 178 352 465 252 429 362

always less than for the larger chromophore C153, which is
expected from the correlation of solute rotation (and thus its
volume) and relaxation time in slowly rotating solvents. To
visualize this behavior, we plotted the relaxation time against the
solvent viscosity, shown in Fig. 3. As mentioned, the relaxation
time increases with the viscosity #ex,, MQ relaxes faster than
C153 and the difference between them becomes larger as
the correlation of solute and solvent rotation increases. The
relaxation times obtained from equilibrium simulations, however,
raise a number of problems. First, they overestimate the timescale
of solvation by a factor of two to eight. Second, they do not scale
correctly with viscosity, for example C153 in 2-PrOH relaxes faster
than in MeOH. Third, MQ relaxes not always faster than C153, so
that the lines in Fig. 3 sometimes decrease or intersect each other.
Thus, the absolute timescales provided by equilibrium simulations
are not an accurate reflection of reality.

Since we pointed out earlier that the inertial relaxation is not
described correctly via LRT in all solvents but ACN, timescales
of the relaxation after 0.1 ps are also given in Table 2. They are
calculated as the integral of S(¢) normalized at 0.1 ps (i.e. the
area under the curve depicted in the insets in Fig. 1 and 2). The
obtained relaxation times describe the timescale of diffusive
contributions and collective rotation.”®”® Yet again the same
problems arise, namely the use of LRT falsely leads to the
assumption that the excited state C153 is solvated faster in

‘MQ e

c15s e ] C

T/ps

10 201/mPas 30 40 20 mPasd0 20 /mPas0

Fig. 3 Scaling of the relaxation time 7 from nonequilibrium (S(t), left) and
equilibrium simulations in the ground (Cq(t), middle) and excited state
(Ce(t), right) with solvent viscosity #exp (see Table 2).
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Table 3 Absolute Stokes shift AAU in kJ mol™* obtained from non-
equilibrium simulations (S(t)) and equilibrium simulations in the ground
(Cy(t) and excited (Cc(t) state, as well as experimental Stokes shift via
hlc0) — v(0)] from ref. 14 and 69

System AAU,  AAU, AAUg AAUerp

MQ ACN 27 30 27
MeOH 52 48 52 42
2-PrOH 44 46 44
[Im,,][DCA] 77 79 38
[Im,, JJOTA] 67 72 38

C153 ACN 32 30 27 27
MeOH 40 39 35 37
2-PrOH 21 25 28
[Im,,][DCA] 101 9% 36 25
[Im,, JJOTA] 81 83 33 28

2-PrOH than in MeOH. Similarly, LRT claims that MQ in
2-PrOH or [Im,;][DCA] is solvated on a slower timescale than
C153, which is not observed from nonequilibrium simulations.

Apart from the timescales discussed above, also the absolute
Stokes shift AAU obtained from equilibrium and non-equilibrium
simulations should be identical if a system exhibits a linear
solvation response. Table 3 lists the absolute shifts obtained
from non-equilibrium and equilibrium simulations, as well as
experimental absolute shifts from ref. 14 and 69. The shifts
AAU were calculated as h[1{(0) — 1(o0)] from experiment, as
AU(0) — AU(o0) from nonequilibrium simulations and via eqn (6)
from equilibrium simulations. For the polar solvents, LRT
reproduces the absolute shifts from nonequilibrium simulations
and experiment, even where the curvature of the LRT Stokes shift
relaxation function is quantitatively wrong (e.g. for IMQ or C153 in
MeOH). For the ionic liquids, the linear response approximation
overestimates the absolute shifts by a factor of 2 to 3.

Thus, the validity of LRT even for coumarin 153 in ionic
liquids is not confirmed, in contrast to the general findings in
ref. 32. The implications of the overestimation of the overall
shift by the time correlation functions become also visible when
the Stokes shift relaxation function is plotted unnormalized, as
shown in Fig. 4 for C153 in MeOH and [Im,;]JOT{]. In MeOH, LRT
correctly reproduces the absolute shift, so that both the normalized
and unnormalized relaxation functions show the same trend. Again,
the nonequilibrium simulations fit very well to experimental data,

' 'S(t) -
S(t)+8kJ/mol
Cg t)
Ce(t) ]
EXPe o @
°
£
2
\:"2 N
<50 \\ ]
60 | + \ 1
| MeOH | [Ima4][OT] \
-80 - : - - - - : : : -
0.01 0.1 1 t/ps 10 100 1000 0.01 0.1 1t/ps 10 100 1000

Fig. 4 Absolute change in energy AU(t) calculated from the Stokes shift
relaxation function S(t) and time correlation functions Cy(t) and Ce(t) in
ground and excited state in MeOH (left) and [Im,4][OTf] (right) for C153.
Experimental data (labeled EXP) are taken from ref. 14 and 69.
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which is remarkable given the fact that the curves are not
normalized and were not set to the same value at a specific
point. In [Im,,][OTf], the relaxation functions obtained via LRT
does not describe neither the nonequilibrium counterpart nor
experiment. Note that S(¢) is plotted twice, once set to 0 at O fs,
and once at 14 fs, which results in a constant offset of about
8 kJ mol™". As the experimental resolution is about 80 fs, and
the value at time 0 is only estimated, both representations of S(¢)
are equally valid and produce a very good fit to experiment.

The magnitude of the absolute Stokes shift is directly con-
nected to the width of the energy gap distribution within linear
response theory®>®" via eqn (6). Different absolute shifts AAU
therefore correspond to different widths of the distribution of
AU. As obvious from Table 3, the studied systems do not show
large changes of the width. Within the linear response frame-
work, the width of the energy gap in the ground and excited
state cannot differ, so that a change in width is directly
connected to a nonlinear response.®”*> In ref. 36 we observed
furthermore that also large intermediate changes in W(t), a so
called intermediate broadening of the spectral width can cause
deviations from LRT. Fig. 5 shows the time-evolution of the
spectral width obtained from nonequilibrium simulations, as
well as the widths in equilibrium.

In contrast to small artificial solutes, which are known to
show non-stationary statistics (intermediate broadening),**%%
which correlates with LRT failure, the real chromophores MQ
and C153 do not show significant intermediate broadening.
There is also no large difference between the spectral widths in
the equilibrated states (circles in Fig. 5). The observed failure of
LRT can therefore not be attributed to time-dependent changes
of the energy gap distribution and has to be sought elsewhere.
We furthermore note that the evaluation of the width might be
biased, since the sampling of some configurations via a long
MD run is statistically hampered, similar to observations of
King and Warshel.?* For the large chromophores MQ and C153
undergoing only minor changes upon excitation such an effect
should be small, but might be non-negligible for smaller
artificial solutes, for example in ref. 4 and 36.

To sum up, from the ten studied systems only MQ and C153
in ACN showed to completely obey LRT, although the inter-
action energy between solute and solvent is locally Gaussian

ACN ——

MeOH
[im. ZT[PDrcC:)}\'i
g ]OTH] ——

MQ

W(t) / kd/mol

Ty/ps10 100 1000 0001 0.01 01  1y/pc10 100 1000

6 L . .

0.001 0.01 0.1
Fig. 5 Time-evolution of the spectral width W(t) of the interaction energy
between MQ (left) or C153 (right) and different solvents. The circles at the
edges of the curves represent the corresponding widths of the equilibrium

simulations.
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and stationary in all systems. LRT mainly fails to describe the
inertial solvation response, but also leads to deviations on the
timescales of diffusion and rotation. We note that C153 in
2-PrOH shows only (comparably) small deviations. To further
examine the validity of LRT in the polar solvents, we calculated
the nonequilibrium response of the deexcitation of the chromo-
phore in MeOH and 2-PrOH. In the case of linear response, the
timescales of solvent relaxation after excitation and deexcitation
of a solute should be indistinguishable. The respective relaxation
functions are shown in Fig. 1 as dashed curve, labeled Sg. For
both chromophores, the forward and backward reaction produce
different timescale of rearrangement. A lowering of the dipole
moment produces for all four solute-solvent combinations a
faster solvent rearrangement than a strengthening. In other
words, a decrease in order is faster accomplished than an
increase in order. The discrepancy between S(¢) and Sg(f) is
large for MQ, but very small for C153. A closer look at the
forward and reverse excitation of C153 in MeOH reveals
another interesting fact: Although C,(t) = C(t), and S(t) ~
Sgr(t), which is typical for a linear response,”®* the time correlation
functions from equilibrium simulations are not capable of
describing the correct timescale or curvature of S(¢). This effect
was also found by ref. 7, and we therefore note that neither Cy(t) =
Ce(t) nor S(t) ~ Sg(f) can give insights on the validity of LRT.

4.2 Partial correlation functions

To disentangle the contributions from anions and cations to
the overall solvation response, the relaxation function S(t) can
easily be separated, as AU is simply a sum of pair interactions,
so that

Sy(1) = AUz(t) — AUz(0) (9)
z AU(0) — AU(c)

where Z can be any contribution, here from cation movement
and anion movement. The contributions in equilibrium simulations
can be obtained via the partial correlation function

(BAUZ(0)3AU(1))  (SAU(0)3AUL(1))

C0=""GA00R) T (BAUOR)

(10)

which directly corresponds to Sy(t). Autocorrelation functions of
the different contributions are not comparable to S,(t), since
such a partitioning leads to large cross-correlations. Fig. 6
shows the contributions from cations and anions obtained from
nonequilibrium and equilibrium simulations in [Im,,][OTf].
The corresponding figure for [Im,,][DCA] can be found in the
ESLf For MQ in the nonequilibrium simulations the anions
contribute more to the overall response and their movement
occurs on a longer timescale, so that the anionic contribution
rises with time. The equilibrium simulations, however, do not
depict this behavior. Here, the response is made up one half by
anion movement, the other half by cation movement which
occurs on the same timescale, and the respective contributions
do not change in time. For C153, this discrepancy becomes even
larger, as the cationic contribution falls to 0 within 1 ps in the
nonequilibrium simulation, but contributes nearly 50% to
the overall Stokes shift on all timescales in the equilibrium
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Fig. 6 Contributions from cations and anions to the Stokes shift relaxation
function S(t) (top panel) and time correlation functions Cg4(t) (middle panel)
and Ce(t) (bottom panel) in ground and excited state in [Im4][OTf] for MQ
(left) and C153 (right). The colored area corresponds to a 95% confidence
interval.

simulation. Here, LRT is clearly not capable of depicting accurate
magnitudes of cationic and anionic contributions. A similar
phenomenon (a hidden breakdown of linear response), where
S(t) and C(t) correspond approximately to each other, but
individual contributions do not obey linear response, was
already observed by Schwartz and coworkers for rotational

and translational contributions to the solvation response.®®*”

4.3 Higher-order correlation functions

Sometimes the applicability of LRT is tested via the validity of
eqn (5).>>°%% we thus calculated higher-order correlation
functions for all systems up to the order of five, both for the overall
response, as well as for the cationic and anionic contributions. The
corresponding data is shown in Fig. 7 for 2-PrOH and in the
Supporting Information’ for all other solvents. Despite deviations
from eqn (5) for MQ in 2-PrOH in the odd order correlation
functions, and for C153 in 2-PrOH in the even order correlation
functions, the relation seems to hold for all other systems within the
95% confidence interval given.

Thus, this analysis of higher-order correlations points
towards applicability of LRT for all solvent but 2-PrOH. As we

SO o
&

o
~

MQ

0 g

-0.2

0‘.1 ‘1 1‘0 t/ps 1;)0 0.1 1 10 t/ps 100
(BAU(0)"8AU (1)),
a,(3AU(0)™+1),
and a; =1, a, =16, as = 3, a4 = 6.4 and as = 15 according to egn (5) after
rearrangement. System: 2-PrOH for MQ (left) and C153 (right). The colored area

corresponds to a 95% confidence interval.

Fig. 7 Higher order correlation functions C”, where C" =
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have seen earlier, LRT fails (i.e. S(t) does not equal C(¢)) for all
systems but ACN, so that observing higher-order correlation
functions in accordance to eqn (5) does not guarantee validity
of the linear response formalism, and should thus be treated
very cautiously. Since only the first few higher-order correlations
can be calculated with acceptable signal-to-noise ratio and reason-
able confidence intervals, we miss any deviations from eqn (5) in
all correlation functions of order higher than 5 (odd) or higher
than 4 (even). Furthermore, if the equilibrium trajectory does not
sample all important configurations,®® ie. ergodicity is not
reached, C(f) might not resemble S(¢) even if eqn (5) is obeyed.

Recently, corrections to the correlation function via higher-
order correlations were suggested for systems were eqn (5) is
not fully obeyed. We therefore calculated corrections up to the
order of five, via the suggested scheme from ref. 88,

(BAU(0)*18AU (1)),

nl2"
oot ~
(8AU(0));

1 2
e = 3kBT;(2n+ 1!

1 2
+ WQAU(O)SAUU) ),

where the first term can be directly derived from eqn (5), and is
a simple average of the first three uneven correlation functions.
The first even term (second order) is included via the second
term. The inclusion of higher-order correlation functions of order
4 was omitted, as the signal-to-noise ratio was unacceptably low.
To normalize this function, it is simply divided by its value at
t = 0. Fig. 8 shows the uncorrected and corrected correlation
functions, as well as the nonequilibrium results for both
chromophores in 2-PrOH.

For C153 the corrected correlation function comes closer to
the true nonequilibrium results, yielding nearly quantitative
agreement. This improvement is reasonable, since the even
order higher-correlation functions are nonzero and contribute
to the observed solvation response. Thus, solvation dynamics of
C153 in 2-PrOH can be roughly described within the corrected
linear response formalism. However, for all other systems
(shown in the ESIt), the correction does not provide a signifi-
cant improvement and sometimes even moves the curve in the
wrong direction.

Furthermore we calculated higher-order correlation functions
for the cation and anion contributions to the overall response

1 R —
) —

Cecon ) ——
P —

SO
&

o
~

02| MQ C153
0 \’\/\v’\‘ﬁ\ﬂ "’m.w Y

0.01 0.1 1 t/ps 10 100 0.01 0.1 1 t/ps 10 100

Fig. 8 Normalized correction Cg®" to the time correlation function Cqlt)
according to eqn (11) in 2-PrOH for MQ (left) and C153 (right). The colored
area corresponds to a 95% confidence interval.
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(data shown in the ESIt). Again, eqn (5) is obeyed within the
confidence interval, so that the previously observed failure of
LRT for the partial correlation functions could not have been
predicted by the partial higher-order correlation functions.

4.4 Influence of solvent structure

Whenever the structure of the solvent changes significantly
after excitation of the solute, LRT is likely to fail.”*7>%%%° we
therefore calculated the radial distribution functions g(r)
around MQ and C153 in the ground and excited state in all
five solvents, as well as the time evolution of the cation and
anion coordination number via Voronoi tessellation. Fig. 9
shows the corresponding results for both chromophores in
[Im,, ][OTf], all other solvents are shown in the ESL¥

The excitation of the solute causes slight adaption of the
solvent structure in all systems, where MQ inflicts larger structure
changes in the surrounding solvent than C153. In polar solvents,
this trend can be seen directly from the radial distribution
functions, and in ionic liquids from the change in coordination
numbers after excitation. For example, after excitation of MQ in
[Im,4][OT{] (left panels in Fig. 9), the anion coordination number
increases by approximately 0.5, with only moderate changes in
the structure of the closest molecules seen in g{r). The excitation
of C153 in ionic liquids, in contrast, induces larger structure
changes of the few innermost ions (change of peak positions
and intensities in the radial distribution functions), but the
coordination number does not change significantly. Note that
the first solvation shell extends to quite large distances, here up
to about 8 A. For MQ in MeOH, 2-PrOH, [Im,,][DCA] and
[Im,,][OTf], as well as C153 in [Im,;][DCA] and [Im,,][OTf] a
failure of LRT could be due to rearrangements in the solvent
structure visible in the radial distribution functions or ion
coordination number. C153 in polar solvents, however, does

T15)

(+1.5)

cation
(+0.75)

cation
(+0.75)

anion
0 2 4

. . . . .| anion
6r/Ag8 10 12 140 2

cation
anion

cation
anion

0.4 -

C153

1 {/ps 10 100 1000 0.1

001 0.1 1 {/ps10 100 1000

Fig. 9 Top: Radial distribution functions of solvent molecules around the
central solute MQ (left), or C153 (right) in [Im24][OTf]. Bottom: Change in
number of first shell ions around the central solute for the same system.
The colored area corresponds to a 95% confidence interval.
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Table 4 Number of hydrogen bonds in the equilibrated ground and
excited state, as well as timescale of the relaxation to the new number
of hydrogen bonds after excitation (or deexcitation) of the solute, t,elax
where applicable

1

0.6

0.4

View Article Online

PCCP

HO®IN

ozt MQ + C153
Stokes Stokes
0 [ H-bonds, ; A T H-bonds S |
0.01 0.1 1 t/ps 100  0.01 0.1 1 t/ps 10 100

1
08
0.6
04 F
02 F

HO/d—¢

0.8

0.6 P | -+

0.4

# of H-bonds Trelax [PS]

GS ES GS - ES ES — GS
MQ
MeOH 2.48 + 0.07 1.19 + 0.06 5.9 19.7
2-PrOH 2.72 £ 0.05 1.58 £ 0.08  12.2 21.5
[Im,,[DCA]  0.017 £ 0.002  0.005 + 0.001 — —
[Im,,J[OTf]  0.016 + 0.006  0.008 + 0.002 — —
C153
MeOH 0.77 £ 0.03 1.36 + 0.06  12.3 7.8
2-PrOH 1.10 £+ 0.04 1.83 £+ 0.04 19.5 12.2
[Im,,][DCA]  0.002 £ 0.001  0.003 £ 0.001 — —
[Im,,JJOTf]  0.002 + 0.001  0.003 + 0.001 — —

not produce significant changes in structure, so that for these
system, validity of LRT is expected, at least from this point of
view. The observed failure of the linear response approximation
of C153 in MeOH is thus not predictable from a structure
analysis via radial distribution functions.

We furthermore calculated the number of hydrogen bonds
in the equilibrated ground and excited state, as well as the time
dependency of the number of hydrogen bonds after excitation
of the solute (in nonequilibrium), Table 4. Criterias for hydrogen
bonds (maximum distance of 2.2 A, minimum angle of 130 A)
were taken from Hunt et al.”" Possible hydrogen bond donors are
the hydroxyl hydrogens in MeOH and 2-PrOH, as well as the three
hydrogens attached to the imidazolium ring in [Im,,][DCA] and
[Im,,]J[OTf]. Possible acceptors are the oxygen atoms in MQ and
C153 (no hydrogen bonds were found for the nitrogen atom
in C153).

In ionic liquids, hydrogen bonds occur neither in the ground,
nor in the excited state of MQ and C153. In MeOH and 2-PrOH,
the number of hydrogen bonds varies between the equilibrated
ground and excited state. For example, MQ has on average
2.5 hydrogen bonds in the ground state and eventually loses
1.3 hydrogen bonds after excitation. C153, in contrast increases
the number of hydrogen bonds after excitation. The timescale of
the decrease or increase in hydrogen bonds after excitation is also
given in Table 4. Throughout all systems, a decrease of the number
of hydrogen bonds is faster than an increase. The normalized
number of hydrogen bonds after excitation is shown in Fig. 10,
where the number of hydrogen bonds in the equilibrated ground
state (instance of excitation) corresponds to 1, and in the equili-
brated excited state to 0. For comparison, the timescale of solvent
relaxation via the time-dependent Stokes shift is shown, too.
Disregarding the inertial part of the response (before 0.1 ps) the
rearrangement of hydrogen bonds occurs approximately on the
same timescale as the overall solvent relaxation for MQ. In
contrast, the hydrogen bonds after excitation of C153 rearrange
slower than the overall solvent relaxation.

A change in number of hydrogen bonds and the corresponding
timescale cannot be predicted by equilibrium simulations, so that
linear response theory is likely to fail for MQ and C153 in MeOH

This journal is © the Owner Societies 2018
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Fig. 10 Time evolution of normalized number of hydrogen bonds compared
to the normalized Stokes shift. Inset: Normalization at 0.1 ps.

and 2-PrOH. A nonlinear response associated with different
hydrogen bonding patterns in the ground and excited was also
previously observed by Ladanyi and coworkers for artificial
diatomic solutes in methanol.”®””> The observed failure of
LRT for C153 in MeOH and 2-PrOH is thus plausible, as the
hydrogen bonding structure changes after excitation.

5 Conclusion

We used simulations of two well known fluorescence probes,
MQ and C153, in the polar liquids ACN, MeOH and 2-PrOH, as
well as in the ionic liquids [Im,,][DCA] and [Im,,][OTf] to assess
the validity of linear response approximations for different
solute-solvent combinations. The solvation response from
nonequilibrium simulations perfectly reproduced experimental
data for all systems (where experimental data exists), even on an
absolute scale. Comparison of equilibrium and nonequilibrium
solvation response functions showed that LRT neither yields the
correct timescale nor absolute magnitude of the time-dependent
Stokes shift for most systems, where LRT fails most severely for
the inertial solvation response. A correction to the linear response
estimate proposed by Thompson and coworkers®® proved to be
helpful only in one of all systems studied (C153 in 2-PrOH).
Furthermore, the cationic and anionic contributions to the over-
all shift in the case of ionic liquids could not be reproduced with
LRT, yielding quantitatively wrong results.

One should therefore ask whether this failure of LRT could
have been predicted from equilibrium simulations. In literature,
often the computation of higher-order correlation functions and
their factorizations is proposed as a test for LRT validity.>***®
We found, however, that most of the system studied here easily
pass this test, although a comparison of equilibrium and none-
quilibrium response curves reveals a severe failure of LRT.
Likewise, the magnitude of corrections to the time-correlation
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function via higher-order correlation function cannot be used to
predict LRT failure or applicability. Also the existence of a local
Gaussian distribution of the energy gap in the ground and excited
state, and even its stationarity did not guarantee C(f) ~ S(¢) in all
cases studied, i.e. did not prove a global gaussian energy gap.
We also found systems, where C.(t) ~ Cy(t) and S(t) ~ Sg(t),
that is, a forward and reverse change in solute electron distri-
bution leads to the same response, but C(t) # S(f). A good
estimate of LRT applicability was found to be the solvent struc-
ture in the ground and excited state, i.e. the radial distribution
function, coordination number and number of hydrogen bonds.
Whenever a large change in solvent structure occurs after excita-
tion, LRT is likely to fail.

For a clear assessment of the validity of LRT in a system the
absolute and normalized LRT response function should be
compared to experiment or nonequilibrium simulation results.
Whenever no experimental data is available for a system, we
recommend to calculate the solvent structure in the ground and
excited state. If no large changes are found, the time evolution
of the spectral width, as well as the absolute solvation response
should be calculated from a small number of nonequilibrium
simulations and compared to the LRT prediction. Although a
small ensemble of nonequilibrium simulations might not yield
statistically significant results itself, the magnitude of the shift, the
approximate curvature of the response function and changes in
the spectral width can easily be compared to the respective results
from equilibrium simulations and give a reliable impression of the
applicability of LRT. The use of linear response approximations to
describe the solvation dynamics of real chromophores in real
solvents without a careful testing of its applicability should not
be encouraged. We also note that solvation dynamics around real
chromophores is a lot more difficult to predict than around simple
artificial solutes found in literature.*3*>%7%%8
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