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Accelerating the optimization of material processing is essential for rapid prototyping of advanced materials
to achieve practical applications. High-quality and large-diameter semiconductor crystals improve the per-
formance, reliability and cost efficiency of semiconductor devices. However, much time is required to opti-
mize the growth conditions and obtain a superior semiconductor crystal. Here, we demonstrate a rapid
prediction of the results of computational fluid dynamics (CFD) simulations for SiC solution growth using a
neural network for optimization of the growth conditions. The prediction speed was 107 times faster than
that of a single CFD simulation. The combination of the CFD simulation and machine learning thus makes
it possible to determine optimized parameters for high-quality and large-diameter crystals. Such a simula-
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tion is therefore expected to become the technology employed for the design and control of crystal
growth processes. The method proposed in this study will also be useful for simulations of other
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Introduction

High-quality and large-diameter semiconductor crystals im-
prove the performance, reliability, and cost efficiency of semi-
conductor devices. To obtain superior semiconductor crystals,
growth conditions must be optimized for every new improve-
ment in a growth technology, and this process is very time
consuming. Thus, the development of novel semiconductor
materials can take many decades. Silicon has been one of the
most successful materials in the last 50 years. Since the
growth of dislocation-free silicon crystal was demonstrated in
1959, the technology employed for the growth of large-
diameter and high-quality Si crystals has been improved. The
size of wafers has increased up to 100-150 mm (1970s), 150-
200 mm (1980s), 150-300 mm (1990s) and 300-450 mm (late
1990s)." It has thus taken a very long time to develop larger
wafers in a “step-by-step” process. Silicon carbide (SiC) and
gallium nitride (GaN) wafers, which are next-generation power
electronics materials, have recently been developed in the
same way. Therefore, we anticipate an innovative process to
significantly shorten the time for such wafer development. Ac-
celerating the optimization of material processing is essential
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for the rapid prototyping of advanced materials for practical
applications.

Since Baliga suggested the outstanding potential of silicon
carbide (SiC),> SiC power devices have been developed for
many applications, including electric vehicles, railway trac-
tion inverters, and solar inverters.® Sublimation is currently
employed as a typical SiC growth method. However, further
improvement of crystal quality, which cannot be completely
achieved by the sublimation method, remains a critical issue.
The top-seeded solution growth (TSSG) method for higher-
quality SiC crystals is proposed as an alternative to the subli-
mation method.”

In the TSSG method, the conversion of threading disloca-
tions plays an important role in the improvement of crystal
quality.” Threading dislocations are converted into defects on
the basal plane by advancing macrosteps on the growth
surface.”” These defects then propagate outside the crystal
by the advancing macrosteps, which reduces the dislocation
density.® This conversion phenomenon produces high-quality
SiC crystals.” The direction of solution flow is important to
control the moderate step height of advancing macrosteps.'’
Many researchers reported that the development of macro-
steps due to step bunching was suppressed by the solution
flow opposing the step-flow direction and moderate step
heights were produced.'*™® Moderate supersaturation is also
important to produce a smooth surface."* Under high super-
saturation conditions, two-dimensional (2D) nucleation in-
creased, which led to unintentional polytype transformations
and a rough growth surface.’®'® Furthermore, high
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supersaturation at any position other than the seed crystal re-
sults in the precipitation of SiC polycrystals, which hamper
long-term growth."” On the other hand, a steep temperature
gradient with high supersaturation is effective in increasing
the growth rate.'® One of the most important issues in SiC
solution growth is increasing the diameter of the grown crys-
tal. Kusunoki et al. fabricated a 3.75 inch crystal using the
TSSG method," while 6 inch crystals are already commer-
cially available and 8 inch crystals can be fabricated by the
sublimation method. To make larger-diameter SiC crystals
using the TSSG method, it is necessary to optimize the spatial
distribution of supersaturation and the flow velocity in the
solution.

To indirectly control the spatial distribution of the compo-
sition, temperature, and flow velocity, many growth parame-
ters, such as the heater power, crucible position and rotation,
seed crystal position and rotation, growth configuration of
the heat insulator, crucible shape, and crucible size must be
simultaneously optimized. However, it is practically impossi-
ble to optimize all of these parameters experimentally be-
cause a single experiment takes too much time. Moreover, it
is also impossible to directly observe the spatial distribution
of temperature, supersaturation, and flow velocity in solu-
tion. Therefore, a number of numerical simulation studies
based on computational fluid dynamics (CFD) have been
conducted for the optimization of TSSG.'*>> However, even
numerical simulations take a very long time to optimize
these growth parameters.

Recently, machine learning techniques have been applied
to physics, chemistry, and other fields. In the field of mate-
rials science, physical properties are predicted using machine
learning applied to ab initio calculation data.>*>® In the pres-
ent study, machine learning was applied to the prediction of
CFD numerical results for a solution during SiC solution
growth to construct a model that can quickly predict the CFD
results for the spatial distribution of supersaturation and
flow velocity. The methodology developed here has led to a
qualitative change in the role of crystal growth simulation:
from understanding phenomena to the design and control of
crystal growth processes.

Methods

CFD simulations

The prediction model was constructed using examples of the
supersaturation and flow velocity distribution in solution
during TSSG processing of SiC. Fig. 1 illustrates the TSSG
configuration and the computational domain for the solution
in the CFD simulations. In the TSSG process, a pure Si or Si-
based solvent is melted in a carbon crucible.”® A SiC seed
crystal is then mounted on a graphite rod and immersed in
the solution. The seed crystal is typically rotated to stir the
solution.

The CFD simulation was performed based on a 2D steady
axisymmetric model by taking into account the heat transfer,
mass transport, and convection in the solution [Fig. 1(b)].
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Fig. 1 (a) Configuration of the TSSG process and (b) computational
domains for CFD simulations.

The governing equations that describe the heat and mass
transport were numerically solved by the finite volume
method using OpenFOAM.?® The solution was assumed to be
an incompressible Newtonian liquid. The Boussinesq approx-
imation was adopted; therefore, the thermal buoyancy term
was included in the momentum equations. Turbulent flow
was considered with the Reynolds-averaged Navier-Stokes
(RANS) model because the maximum Reynolds number due
to crystal rotation was approximately 3 x 10" in the ranges of
the parameters given in Table 2. Solute convection was
neglected because the carbon concentration was lower than
1%. Under these assumptions, the governing equations for
the solution are given as follows:

Continuity
V(pu) =0, (1)
Momentum
(u-V)u=—%Vp+vV2u—ﬁT (T—]:ni“)g, (2)
Energy
uVT = oV>T, (3)
Mass transport
uVC =DV°C, (4)

where T is the temperature, u is the solution velocity, C is the
concentration of carbon, p is the pressure, v is the kinetic vis-
cosity, p is the density, fr is the thermal expansion

Table 1 Physical properties of the silicon melt used for CFD simulations

Property Value

Diffusion coefficient, D (m?> s™) 1.7x1078
Thermal diffusivity, & (m*s™) 2.55x 107
Thermal expansion coefficient, 1 (K™*) 1.4x107*
Kinetic viscosity, v (m” s7%) 3x107
Density, p (kg m™®) 2.55 x 10°
Molar fraction, C; (mol m™?) 9.1 x 10"
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Table 2 Ranges of variable parameters

Parameter Lower limit Upper limit
T, (K) 2113 2173

T, (K) 2113 2173

T; (K) 2113 2173

o (rpm) 0 150

D¢ (mm) 40 100

H (mm) 10 50

Ds (mm) 10 50

d (mm) 0.5 4.5

coefficient, g is the gravity vector, « is the thermal diffusivity,
and D is the solute diffusion coefficient. The governing equa-
tions were subjected to the following boundary conditions.
The solution surface was treated as a free surface with a hori-
zontal plane to simplify the model, although the actual solu-
tion wets the graphite rod and forms a meniscus on the solu-
tion surface during the TSSG process. For the velocity field, a
no-slip condition was used for the solid-liquid interfaces and
a slip boundary condition was used for the solution surface.

The supersaturation ¢ was calculated from the following
equations:*°

0= (C — Ceq)/Ceq (5)
Ceq = Cf(Xeq/ (- Xeq)), (6)
Xeq = exp(6.249 - 24460/7), (7)

where Cy is the molar fraction of silicon, C.q is the equilib-
rium carbon concentration, and X4 is the equilibrium molar
fraction of carbon. In the TSSG process, carbon is supplied
from the graphite crucible. Therefore, C.q was used as the
boundary condition for the solid-liquid interfaces. The physi-
cal properties of the silicon melt used in the CFD simulation
are given in Table 1.2%'

The temperatures at three points on the crucible surface
(Ty, T», and T;), the rotation speed of the graphite rod (o),
the diameter of the crucible (D¢), the height of the solution
(H), the diameter of the seed crystal (Ds) and the immersion
depth of the seed crystal (d) were set as variable parameters.
Table 2 gives the ranges used for these parameters, which
were determined based on actual growth experiments. The
temperature boundary conditions along the crucible surface
were set by linear interpolations between two pairs of points:
(1) T, and T, and (2) T, and T;. The temperature of the car-
bon rod and seed crystal T, was set to 2143 K. Steady-state
was assumed, so that all the scaled residuals of p, u, T and C
would level off and reach minima of 107,

Machine learning

Fig. 2 illustrates the procedure used to construct a prediction
model with machine learning. Training data were first pre-
pared by running 800 CFD simulations with different values
for the variable parameters. The values were randomly se-
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Data preparation : 800 CFD simulations
Data extraction
Construction of prediction model : Machine learning by neural network

: Comparison between prediction model
and 200 CFD simulations

Validation of prediction model

Fig. 2 Procedure for construction of the prediction model using
machine learning.

lected from the ranges in Table 2. From the training data, a
model was constructed that predicts the supersaturation o,
and the fluid velocity at position (r,z). The 400 points shown
in Fig. 1(b) were set in the solution discretely to an r- and
z-coordinate grid, and the values of supersaturation and solu-
tion velocities for r- and z-axial components (u,u,) were
extracted. The eight variable parameters (T4, T,, T3, w, D¢, H,
Ds, d), the position (r,2) and the parameter (k) to express
whether the solvent is present (k = 1 for a position in the sol-
vent and k = 0 for a position without solvent) were then set
as descriptors. The parameter k was introduced, so that the
neural network could be applied with the different geometri-
cal conditions. Thus, the number of input parameters was 11
and the number of output parameters was 3. Machine learn-
ing with a neural network was conducted using Tensorflow.*>
The numbers of hidden layers and hidden units in the neural
network were 4 and 128, respectively, and a sigmoid activa-
tion function was used. Trainable variables in the neural net-
works were optimized using Adam,*® a method for stochastic
optimization, with f; = 0.9. Another 200 CFD simulations,
different from the 800 simulations used for training, were
prepared as the test data for validation of the prediction
model. To validate the prediction model, the correlation coef-
ficient (R) between the prediction and test data was calcu-
lated. For comparison, support vector regression (SVR) was
performed using the same training data.

Results and discussion

Temperature distributions and flows were predicted from a
given set of parameter values using the model constructed by
machine learning. The predicted static transport structures
of supersaturation and flow velocity vectors are presented in
Fig. 3(a). The colour contrast indicates the degree of supersat-
uration. Two main vortexes are developed. In the bottom vor-
tex (#1), the dominant flow in the crucible is upward from
the bottom of the crucible. In the upper vortex (#2), the solu-
tion flows from the top of the crucible wall to the seed crystal
position. The degree of supersaturation near the seed crystal
is relatively high because vortex #1 and vortex #2 transfer car-
bon from the hotter area near the bottom of the crucible wall
and the top of the crucible wall, respectively. A CFD simula-
tion was conducted using the same parameter values, as
shown in Fig. 3(b). Note that this CFD simulation was not
used for the construction of the prediction model. The distri-
butions of both the flow velocity and supersaturation were

This journal is © The Royal Society of Chemistry 2018
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(b) CFD simulation
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Fig. 3 Distributions of supersaturation and flow velocity calculated by
the prediction model and CFD simulations. (a) Predicted and (b)
simulated distributions under conditions of (Ty, T,, Tz, w, D¢, H, Ds, d)
= (2170, 2153, 2162, 31, 42, 27, 16, 3.0).

similar to those of the prediction. The correlation coefficients
for supersaturation and the flow vectors in the r- and
z-directions were 0.952, 0.878, and 0.933, respectively.

The correlation coefficients of all the 200-test data for
supersaturation and the flow vectors in the r- and z-directions
were 0.970, 0.957, and 0.961, respectively. It should be em-
phasized that calculation by machine learning is extremely
faster than that by simulation. The average calculation time
of 800 simulation data was 3.8 x 10® s. On the other hand,
calculation by machine learning under 800 of the same con-
ditions at the same time took only 3.0 x 10™* s on average per
sample. Note that both calculations were performed on a
computer equipped with two Intel® Xeon® CPUs E5-2667 v2,
whereas simulations were computed in parallel with 16 cores
and predictions by machine learning were performed with a
single core. Consequently, the entire parameter space can be
predicted exhaustively and then optimal conditions can be
calculated inductively.

To show the performance of the neural network in com-
parison with other methods, Fig. 4 shows the correlation co-
efficients (R) of the neural network and support vector regres-
sion (SVR) with different numbers of data sets. When the
number of data sets (N) was less than 80, the value of R for
the neural network was less than that for SVR. This is be-
cause neural network models generally require more training
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Fig. 4 Average values of multiple correlation coefficients of flow and
supersaturation when using each method.

This journal is © The Royal Society of Chemistry 2018

View Article Online

Paper

data than SVR models. On the other hand, when N is larger
than 80, the value of R for the neural network is larger than
that for SVR. The reason for this is that neural network
models are more expressive than SVR models.

The optimization of growth parameters was demonstrated
by searching from the large number of comprehensively pre-
dicted results. Here, we referred to the preferable conditions
reported by Daikoku et al: solution flow from the centre to
the periphery gave rise to a smooth surface on the crystal.'*
The prediction model enables such a solution flow distribu-
tion to be found. Fig. 5 shows the predicted distribution of
supersaturation and the flow velocity under a different set of
parameter values with a 44 mm diameter crystal. One domi-
nant vortex develops outside of the crucible. The solution
flows from the centre to the periphery and a favourable
supersaturation distribution, in which the supersaturation
near the seed crystal is relatively high and the supersatura-
tion near the crucible bottom and wall is low, is achieved.
This indicates that the prediction model enables favourable
conditions for crystal growth to be determined. In this study,
the conditions among the exhaustive predictions were manu-
ally selected; however, the application of the general optimi-
zation method to the prediction model enabled more opti-
mum conditions to be found. Again, the proposed model
predicted the distribution of both supersaturation and solu-
tion flow in the CFD model. The correlation coefficients for
supersaturation and the flow vectors in the r- and z-directions
were 0.971, 0.994, and 0.990, respectively. In the same way,
optimized growth parameters for larger crystals should be
quickly found.

The methodology developed here fundamentally alters the
value of crystal growth simulations. Simulations have often
been used to understand the phenomena that occur in crystal
growth. The combination of simulation and machine learn-
ing makes it possible to determine optimized parameters for
the growth of high quality and large size crystals from a large
multidimensional parameter space. Thus, simulation
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Fig. 5 Distributions of supersaturation and flow velocity calculated by
the prediction model under optimum conditions of (Ty, T,, T3, w, D¢, H,
Ds, d) = (2158, 2147, 2150, 123, 96, 33, 44, 0.5). The solution flows
from the centre to the periphery and the supersaturation is relatively
high near the seed crystal and low near the crucible bottom and wall.
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becomes the technology used to design and control crystal
growth processes. This methodology could also be applied to
other similar processes. This technique is clearly useful for
other crystal growth simulations and broadly applicable to
any type of process simulation, such as material and device
processes. The development of new materials is thus
expected to be accelerated significantly using this method.

Conclusions

In summary, a high-speed model was constructed to predict
the results of CFD simulations of high-quality SiC crystal
growth using the TSSG method. The prediction model was
constructed using machine learning with a neural network.
At first, 800 CFD simulations were performed to calculate the
distribution of supersaturation and the flow velocity for dif-
ferent configurations of temperature and seed crystal rota-
tion. These data were then used to train the prediction
model. Finally, it was confirmed that the model reliably pre-
dicts the results of CFD simulations. The prediction model
was approximately 10”7 times faster than a CFD simulation.
Thus, it is possible to exhaustively predict the distribution of
supersaturation and the flow velocity, and accelerate the opti-
mization of high-quality crystal growth. This methodology
qualitatively alters the meaning of crystal growth simulation:
from the understanding of phenomena to a technology for
the design and control of crystal growth processes. This tech-
nique is clearly useful for other crystal growth simulations
and will be broadly applicable to any type of process simula-
tion, such as material and device processes. The development
of new materials is thus expected to be accelerated signifi-
cantly using this method.
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