Predicting the structures and associated phase transition mechanisms in disordered crystals via a combination of experimental and theoretical methods
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Disordered materials make up a large proportion of condensed phase systems, but the difficulties in describing their structures and molecular dynamics limit their potential applications. Disordered crystalline systems, also known as plastic crystals, offer a unique perspective into these factors because the systems retain a degree of crystallinity, reducing the degrees of freedom that must be explored when interpreting the results. However, while disordered crystals do diffract X-rays, it is difficult to fully resolve meaningful crystalline structures, with the best scenario resulting in lattice parameters. In this study, we use a combination of experimental terahertz time-domain spectroscopy, and theoretical solid-state ab initio density functional theory and molecular dynamics simulations to fully elucidate the structures and associated dynamics of organic molecular solids. The results highlight that this combination provides a complete description of the energetic and mechanistic pathways involved in the formation of disordered crystals, and highlights the importance of low-frequency dynamics in their properties. Finally, with structures fully determined and validated by the experimental results, recent progress into anharmonic calculations, namely the quasi-harmonic approximation method, enables full temperature and pressure-dependent properties to be understood within the framework of the potential energy hyper-surface structure.

1 Introduction

Disordered (amorphous) solids are an important class of materials that have found use in a wide range of fields, from the semiconductor to pharmaceutical industries. The utility of amorphous materials lies in their metastable nature,
which ultimately leads to increased molecular dynamics compared to their crystalline counterparts. However, the actual structures and associated motions of the molecules within disordered solids remain a topic of debate, as traditional techniques, such as X-ray crystallography, provide little information that can be directly interpreted without significant approximations.

Recently, the importance of low-frequency (≤330 cm⁻¹ or 10 THz) collective vibrations in bulk properties and phase transformation phenomena in molecular solids has been suggested, however the types of motions occurring in disordered materials have not yet been completely understood. Experimentally, low-frequency (terahertz) vibrational spectroscopy is a powerful tool for investigating solids, as the terahertz radiation is able to excite large-amplitude collective motions of entire molecules within the solid. This leads to both the internal conformational and intermolecular potential energy surfaces being probed simultaneously, providing a valuable measure of the bulk structure and dynamics. Terahertz time-domain spectroscopy (THz-TDS) is the far-IR extension of the more traditional FTIR technique, but unlike FTIR, which probes internal vibrations, there are no standard functional group specific terahertz vibrations, meaning each solid has a unique spectral fingerprint at terahertz frequencies. Therefore, the interpretation of THz-TDS spectra requires significant computational modelling, and (at a minimum) the structures of the associated solids are necessary for initialising the simulations.

Disordered (or plastic) crystals are a class of materials that exhibit pseudo-order, in that the molecules occupy crystalline sites but lack true translational symmetry due to uncoupled motions within their crystallographic sites. This leads to a scenario where the material diffracts X-rays (like a traditional crystal), but rather than yielding meaningful atomic-level structural details the data only provides a broad description of occupied sites within the solid, i.e. an average “sphere” of electron density at each lattice site. However, the pseudo-order limits the possible degrees of freedom that the molecules within the solid have, enabling more detailed investigation into the bulk structure and dynamics to be performed.

Because disordered crystals are ultimately disordered, diffraction methods often rely on other techniques to fully elucidate the static-ordered structures. While this has been successfully achieved in a number of cases, the static picture of a disordered crystal is not truly physical, since the molecules are free to move in their crystallographic sites uncoupled from their neighbours. In order to obtain a more physical description, molecular dynamics (MD) simulations can be used as a means of predicting the nature of the motions occurring in the solid, as well as predicting the vibrational spectra through determination of either the molecular dipole moments (for infrared (IR) spectroscopies), or the molecular polarisabilities (for Raman spectroscopies). However, traditional MD simulations are performed using user-defined force constants, which leads to biased vibrational results. A solution to this is ab initio molecular dynamics (AIMD), in which the forces are recalculated using density functional theory (DFT) at each individual time-step, leading to a more accurate description of the vibrational dynamics occurring within the system.

AIMD simulations also enable structural transformations to be investigated. As many plastic crystals often undergo a transformation to an ordered crystal at low temperatures, it is possible to analyse the ordered form experimentally with diffraction methods to obtain an atomic-level structure. By using
this structure as a starting point for the AIMD simulations, prediction of the transformation pathway as well as the disordered structure can be achieved.

In this study, a combination of experimental THz-TDS and theoretical static solid-state-DFT (s-DFT) and AIMD simulations are used to predict the structures, dynamics, and phase-transition pathways in the order–disorder transformation of parachlorobenzamide (PCB, Fig. 1). The static structures of both the ordered and plastic phases of the solid have been previously reported experimentally using synchrotron-based X-ray diffraction, which enables the proposed methodology to be validated by experimental results. Overall, this combination of techniques allows the static structures, as well as the associated dynamical aspects, to be fully understood, providing insight into the energetic and mechanistic forces that drive the order–disorder phase transition in plastic crystals.

2 Methods

2.1 Experimental methods

Parachlorobenzamide was purchased from Sigma-Aldrich (98%, Poole, UK) and was used as-received. Samples were prepared for THz-TDS measurements by mixing each sample with polyethylene to a 10% w/w concentration and subsequently grinding with a mortar and pestle to homogenise the sample and reduce particle size. A hydraulic press was then used to press the mixture into a 13 mm diameter freestanding pellet with a thickness of 2 mm. A corresponding pellet containing pure polyethylene was also made to act as a standard blank for absorption measurements. All experimental THz-TDS spectra were obtained using a commercial TeraPulse 4000 spectrometer (TeraView Ltd, Cambridge, UK). Variable-temperature measurements were performed using a liquid nitrogen cryostat (Janis, Massachusetts, USA) equipped with an externally controlled heating element (Lakeshore 330, Ohio, USA), permitting measurements from 80–400 K. The time-domain waveforms were symmetrically zero-padded and Fourier transformed to yield terahertz power spectra. The absorption spectra presented are a result of division of the sample spectra by that of a blank spectrum.

Fig. 1 Skeletal and three-dimensional models of a single PCB molecule.
2.2 Computational methods

2.2.1 AIMD simulations. All AIMD simulations were performed using the freely-available CP2K software package,\textsuperscript{34,35} which incorporates periodic boundary conditions. A $1 \times 3 \times 2$ supercell (36 molecules, 576 atoms) was generated from the experimental structure of $\alpha$-PCB in order to minimise interactions with neighbouring unit cells and fully capture the physical phase transformation process. Simulations were performed within the isoenthalpic–isobaric (NPT) ensemble, with the temperature controlled using a Nosé–Hoover chain thermostat,\textsuperscript{36,37} and pressure maintained using the extended Nosé–Hoover barostat of Martyna et al.\textsuperscript{38,39} All atoms were modelled using the double-$\zeta$ DZVP-GTH basis set\textsuperscript{40} and the Goedecker–Teter–Hutter (GTH) pseudopotentials.\textsuperscript{41} The Perdew–Burke–Ernzerhof (PBE) density functional\textsuperscript{42} and Grimme D3-dispersion correction\textsuperscript{43,44} were used for all AIMD simulations. A triclinic cell was chosen so that all lattice components were free to relax throughout the simulations. A 1.0 fs time-step was used for all simulations, and each trajectory was run for a total of 20 000 fs (20 ps). The convergence criteria were set to $\Delta E \leq 10^{-9}$ hartree for all simulations.

IR spectra were generated by performing NVT simulations starting from the equilibrated NPT supercells. A time-step of 0.5 fs was used for all vibrational analyses, for a total trajectory length of 30 ps. Both solids underwent an initial equilibration period prior to the production simulation, which was set to 3.0 ps and 5.0 ps for the $\alpha$- and $\gamma$-forms, respectively. The molecular dipoles were determined via calculation of the Wannier centres, which was performed every 2.5 fs. The resulting trajectories were analysed using the TRAVIS post-processing software package,\textsuperscript{45} and IR spectra were calculated by performing the Fourier transform of the dipole moment autocorrelation function.\textsuperscript{24,27}

2.2.2 S-DFT simulations. All s-DFT simulations were performed using the fully-periodic CRYSTAL17 software package.\textsuperscript{46} In order to allow comparison to the AIMD simulations, the computational parameters were kept as similar as possible between the two methods. The atomic orbitals were represented using the atom-centred def2-SVP basis set,\textsuperscript{47} and the D3-corrected PBE density functional was used for all calculations. The experimental $\alpha$-PCB structure\textsuperscript{32,33} and the AIMD-generated unit cell of the $\gamma$-form (\textit{vide infra}) were used to initialise the respective simulations. In both cases the simulations were performed in the absence of any space group symmetry in order to mimic the AIMD methodology and remove any spurious constraints. Both structures were fully optimised to a convergence of $\Delta E \leq 10^{-8}$ hartree, and vibrational analyses were performed using numerical differentiation within the harmonic approximation, with an energy convergence of $\Delta E \leq 10^{-11}$ hartree.\textsuperscript{48,49} Infrared intensities were determined using the Berry phase approach.\textsuperscript{50} Quasi-harmonic approximation (QHA) simulations were performed by simulating the optimised structures and vibrational properties at four volumes corresponding to a $-2\%$, $0$, $+2\%$, and $+4\%$ contraction/expansion relative to the equilibrium structure.\textsuperscript{51-54}

3 Results and discussion

3.1 Terahertz time-domain spectroscopy

In order to determine the vibrational response of PCB over a wide temperature range, THz-TDS spectra were acquired from 100–350 K and the results are shown...
in Fig. 2. At low temperatures, there is at least one distinct feature at 1.23 THz, with a number of potential features present at higher frequencies, which is characteristic of a well-ordered crystalline solid. As the temperature is increased, the main absorption feature significantly broadens and shifts to lower frequencies, likely due to thermal expansion leading to a softening of the vibrational potential energy and an increased number of thermally-activated vibrational relaxation pathways, the latter of which leads to spectral broadening. It is important to note that while many materials experience these phenomena upon heating, the magnitude of the broadening observed here is rather large in comparison to most molecular crystals.\textsuperscript{27,55} The origins of the spectral broadening might be related to the ordered solid deviating from an ideal crystalline geometry, as minor displacements from equilibrium positions would lead to slightly different vibrational potentials for each unit molecule. This would manifest in the experimental spectra as broadened features, as observed in the continuous phase transition of crystalline \(N\)-methyl-4-carboxypyridinium chloride.\textsuperscript{7} Additionally, a decrease in the intensity of the spectra can also be attributed to the increased vibrational motion with increasing temperature, as the IR intensity is proportional to the change in dipole moment with respect to the atomic displacement, \(I \propto \frac{\partial \mu}{\partial Q}\).\textsuperscript{27} Overall, it is likely that the experimental spectral broadening is due to a combination of all of these phenomena, which results in the large effect observed.

![Fig. 2](image-url) Experimental THz-TDS spectra of PCB at various temperatures ranging from 100 K (blue) to 350 K (red). There is a marked transition between 310 K and 320 K, corresponding to the order–disorder transition, with all spectra corresponding to the \(\alpha\)-form coloured blue, while all spectra corresponding to the \(\gamma\)-form are coloured red. The inset shows the absorption at 1.5 THz as a function of temperature, with the experimental transition temperature of 317 K noted by a dotted vertical line.
Upon increasing the temperature above 310 K, there is a clear change in the vibrational response of the material, with the spectra exhibiting a noticeable increase in intensity across the entire spectral region that continues to increase with rising temperature, a common trait of disordered solids and in contrast to crystalline solids, which typically undergo a decrease in absorption as temperature is increased. While there is apparently little difference in the shape of the individual spectra (i.e. both spectra appear to be featureless with an increasing baseline), there is an obvious difference in the temperature-dependence of the spectra. This is highlighted in the Fig. 2 inset, which shows the clear change in the absorption coefficient at 1.5 THz that is observed between 310 K and 320 K. This discontinuity in the spectral trends corresponds to the order–disorder phase transition in PCB, which is in good agreement with the published transition temperature of 317 K.\textsuperscript{32,33,56} However, unlike fully-disordered materials, which do not exhibit any resolvable low-frequency vibrational features, the spectra of the disordered $\gamma$-PCB solid seemingly exhibit at least one absorption at $\sim$1.72 THz. It is important to note that experimentally the discontinuity in the THz-TDS measurements is reproducible upon heating and cooling, indicating that the kinetics of the transformation are faster than the experimental method can probe (minutes, due to the equilibration time required for temperature changes).

### 3.2 Structural elucidation and phase transformation pathway

In order to determine the structure, and associated dynamics, of the disordered $\gamma$-PCB solid, AIMD simulations were performed. Initially, a $1 \times 3 \times 2$ supercell of the $\alpha$-PCB solid was generated and used as the starting geometry for the AIMD simulations. Fully periodic NPT simulations were performed using CP2K, with the pressure set to 1 bar and the temperature varied from 100–400 K, with a time-step of 1.0 fs. In the high temperature simulations (above 300 K), the system quickly undergoes a large-scale transformation, with all of the PCB molecules experiencing large amplitude hindered-rotational type motions about their long axis (see Fig. 3). It is important to note that the AIMD simulations underestimate the transition temperature by $\sim$20 K, however, given the limitations of the exact implementation of thermal energy in the model, this represents a relatively minor error ($20 \text{ K} \approx 0.04 \text{ kcal mol}^{-1}$).

![Bulk static structures of the two forms of PCB](image)

**Fig. 3** Bulk static structures of the two forms of PCB, the low-temperature ordered $\alpha$-form (left) and the high-temperature plastic $\gamma$-crystal (right). The main structural difference between the two crystals is highlighted in orange, along with arrows denoting the hindered-rotational motion that drives the transformation between the two forms and corresponds to the vibrations discussed later in the text.
The phase transformation can be clearly observed through analysis of the angle between the planes formed by the two distinct molecular environments in the \(\alpha\)-form. In low-temperature AIMD simulations (below 300 K) the molecules do not undergo any large-scale rearrangement, rather they simply oscillate within their crystallographic sites about their equilibrium positions, typical of an ordered molecular crystal (Fig. 4). However, at higher temperatures, there still exist oscillations, but with a much larger magnitude compared to the low-temperature case, as well as an overall trend towards a vanishing angle between the planes of the molecules (i.e. all molecules trending towards forming planar sheets). Additionally, the increased molecular motion in the high-temperature simulation results in an initial expansion of the simulation cell, which is a direct example of vibrational dynamics leading to thermal expansion. After \(\sim 10\) ps, the high-temperature simulation relaxes to a new bulk structure that generally exhibits an overall planar arrangement of all of the molecules within the system, however the individual molecules continue to undergo rather large-amplitude hindered-rotational type motions that are seemingly uncoupled from the bulk. Moreover, in the high-temperature simulation, the molecules are generally not as well-ordered as in the low-temperature simulation, with many deviations from the static crystal structure readily apparent. However, there do exist a number of local ordering events that make extracting a molecular basis possible, and this process was used to generate a crystallographic unit cell for the \(\gamma\)-form of PCB.

Six molecules (two stacked rows of three molecules each, with alternating dipole moments) were extracted from the equilibrated AIMD simulation and a unit cell was fit around them. The system was loaded into the fully-periodic CRYSTAL17 software package and optimised within the constraints of the input lattice vectors, in order to minimise any possibility of relaxation back into the \(\alpha\)-form. Upon successful optimisation, the system was then allowed to fully relax with no constraints (lattice vectors and atomic positions). The resulting structure (Fig. 3) was found to be triclinic with \(P1\) space group symmetry, lattice parameters

![Fig. 4](image-url)  
Fig. 4  AIMD simulated angles between adjacent molecular planes at 100 K (blue) and 300 K (red). A horizontal dashed line is drawn through the origin as a guide.
of $a = 4.934$ Å, $b = 5.383$ Å, $c = 13.794$ Å, $\alpha = 93.931^\circ$, $\beta = 116.421^\circ$, and $\gamma = 93.498^\circ$, and $Z = 2$ ($Z' = 1$). This structure is in good general agreement with the previously suggested static-structure of $\gamma$-PCB (bond, angle, and dihedral angle RMSDs of 0.035 Å, 0.656$^\circ$, and 2.552$^\circ$, respectively), although with slightly contracted lattice vectors due to the s-DFT simulations effectively simulating a 0 K crystal.

In both simulations, the individual molecules undergo predominately rocking motions with respect to their neighbours, which is evident in the periodic fluctuations present in Fig. 3. Even in the plastic crystal, in which the molecules generally move freely within their sites, there is a clear correlated rocking-type motion present. Interestingly, these oscillations have periods of about 1–2 ps, which is on the order of the period of terahertz vibrations (1 THz = $10^{12}$ Hz = 1 ps). With the structures of the two forms known, a more rigorous analysis of the vibrational dynamics occurring within the solids can be performed.

### 3.3 Vibrational dynamics

The vibrational dynamics of both PCB solids were predicted using the AIMD simulations, and the results are shown in Fig. 5. In both cases, the AIMD simulations generally reproduce the experimental spectra, yielding a number of features that correspond to those experimentally observed. However, the AIMD spectra provide little specific atomic-level detail surrounding the nature of each individual vibrational mode, leaving further analyses necessary. In this regard, s-DFT simulations are able to determine the precise atomic-motions that produce each vibrational transition, and this method was employed once the static structure of the $\gamma$-form was determined. The static crystal structures of both forms of PCB were fully optimised with no constraints using CRYSTAL17, and

![Fig. 5](https://example.com/f5.png)

**Fig. 5** Experimental THz-TDS spectra (blue) and s-DFT simulated IR spectra (black) for both PCB solids. The $\alpha$-PCB spectrum (80 K) is predicted to have a number of IR-active modes which primarily correspond to hindered-rotational motions of the individual molecules within the solid. The $\gamma$-form contains fewer IR-active modes (due to the smaller static unit cell compared to the $\alpha$-form), however there are additional IR-inactive modes (dotted lines) predicted that might be activated in the experimental disordered structure. In both panels, the simulated AIMD spectra are also shown as dotted red lines, and are in good general agreement with the experimental spectra. Note that the experimental spectra have been offset by +1.5 cm$^{-1}$ for clarity.
subsequently the phonon properties were calculated using a finite difference method within the harmonic approximation. The results of the vibrational simulations are shown in Fig. 5 for both crystals.

In the α-form, there are a number of low-frequency vibrations predicted that result in good agreement with the experimental spectrum. Overall, the predicted spectrum is slightly over-estimated in terms of frequency, which is likely due to the simulations being performed at 0 K while the experimental spectrum was recorded at 80 K, as in some cases it has been shown that spectra continue to shift and sharpen upon cooling to temperatures as low as 4 K. Indeed, the s-DFT simulations are also blue-shifted compared to the 100 K AIMD simulations, further indicating that the spectrum is strongly influenced by temperature. Additionally, AIMD vibrational analysis performed at higher temperatures confirms that the spectra become much more diffuse and red-shifted as the transition temperature is approached (Fig. 6). The temperature-dependent AIMD-simulated vibrational spectra generally reproduce the experimental results, predicting a red-shift of most features, as well as an increase in absorption intensity between ~1.25 THz and 1.85 THz, which originates from the combination of spectral shifting and broadening.

The vibrational mode-types are mainly hindered rotations of the individual molecules with respect to one another, along both the long molecular axis (i.e. the Cl-ring bond, see Fig. 3) as well as librations orthogonal to the plane of the molecule, with the exception of the weak predicted feature at 1.645 THz which is a translational-type motion. The well-resolved experimental transition at 1.23 THz, and predicted at 1.337 THz, involves a coupled hindered rotation of all of the molecules within the solid along their long-axes (see Fig. 3), which at its maximum displacement yields a totally planar arrangement of all of the molecules within the solid. Thus, this mode corresponds well to the phase-transformation pathway predicted from the AIMD simulations. Interestingly, this mode is strongly influenced by temperature both experimentally (see Fig. 2) and theoretically (Fig. 6), and this assignment helps to explain the significant

Fig. 6 AIMD-simulated IR spectra of α-PCB at 100, 200, and 250 K (blue, purple, and red, respectively). The spectra exhibit a significant red-shift and spectral broadening as the temperature is increased.
broadening and shifting that occurs with increasing temperature, as the vibrational potential likely becomes much softer and more anharmonic (leading to more relaxation pathways) with increasing thermal expansion (and thermal energy).

In the γ-form, there are fewer IR-active modes predicted due to fewer molecules within the crystallographic unit cell. The resolvable features at 1.72 THz can be assigned to an intense mode predicted at 1.755 THz. This is a surprising result given most disordered materials do not show discernible low-frequency absorption features, and it is even more surprising that the static-model is able to reproduce the disordered experimental results. Investigation of the vibrational mode type highlights that the vibrational motion is an asymmetric rocking of two molecules about their long axes with respect to one another. This directly corresponds to the coupled oscillations present in the AIMD simulations between pairs of neighbouring molecules (see Fig. 4), and also corresponds well to the oscillation period, indicating that this particular feature is indeed the local hindered-rotational motion suggested. Furthermore, the observation of this mode experimentally confirms that this vibration is not a long-range collective vibration, which would lead to a very broad experimental absorption, but rather is predominantly a local effect, being primarily dependent on a single molecular neighbour.

However, the s-DFT predicted spectrum fails to reproduce the correct IR density of states in the terahertz region as shown by the experimental and AIMD results. This is not surprising, as the static model is not a true representation of the disordered solid. However, there are a number of IR-inactive modes predicted which could become activated upon the removal of crystalline symmetry, and interestingly these transitions are predicted at similar frequencies to those predicted by the AIMD simulations. These modes, shown in Fig. 5 as dotted sticks, also correspond to hindered-rotational motions, with the lowest-frequency mode (1.296 THz) corresponding well with the mode type of the 1.337 THz vibration in the α-form. Indeed, the occurrence of a transition in both the experimental and AIMD-predicted spectra at ~1.17 THz confirms that in the absence of true crystalline symmetry this vibration can become activated.

In order to further predict the role that thermal expansion plays in the structures and vibrational dynamics of the PCB crystals, QHA simulations were performed. The QHA method performs volume-constrained geometry optimisations (all lattice vectors and atomic positions were allowed to relax while maintaining a constant volume) and frequency analyses at four distinct volumes corresponding to the equilibrium (no volume constraint) structure, and −2, +2, and +4% contracted/expanded volumes. Based on these results, the temperature dependence of the vibrational features can be estimated within the context of thermal expansion effects. The results indicate that all of the low-frequency vibrations in both crystals are dependent on the volume to a large extent, with most modes experiencing shifts on the order of 10 cm⁻¹ between the two extreme volumes. This is also reflected in the temperature-dependent AIMD simulations (see Fig. 6), which also predict significant red-shifting upon increasing the temperature. Remarkably, the vibrational modes that involve motions corresponding to the phase-transformation mode (i.e. hindered rotations about the molecular plane) involve even larger shifts, for example the mode at 1.337 THz in the α-form is
predicted to have a 26 cm$^{-1}$ red-shift. These data highlight the importance of unit cell dimensions in the low-frequency vibrational potentials in molecular solids.

### 3.4 Thermodynamic analysis

The accurate modelling of the vibrational spectrum by the s-DFT simulations lends confidence in the theoretical methodology employed, and enables the prediction of thermodynamic parameters to be performed. It is important to note that while the s-DFT predicted IR (and Raman) activities might not be completely accurate for certain modes in the disordered-crystal, thermodynamic functions depend more simply on the correct identification of the vibrational states, regardless of their symmetry. The harmonic canonical vibrational partition function was determined, and related quantities such as the entropy and free energy were calculated. All the energies discussed have been corrected for basis set superposition error using the counterpoise correction method.$^{38}$ When strictly considering the electronic energy, which has no intrinsic temperature or pressure dependence, the $\alpha$-crystal is the more stable system by 0.56 kJ mol$^{-1}$. However, when the vibrational results are used to determine the temperature-dependent entropic and free energy parameters, the results suggest that the $\gamma$-solid becomes the more thermodynamically stable crystal above 301 K, close to the experimental transition temperature of 317 K (Fig. 7).

In an attempt to increase the accuracy of the calculated thermodynamic constants, the QHA vibrational results were used to determine the temperature-dependent free energies. Because these simulations explicitly take thermal expansion into account, they are able to provide a more physical description of the thermodynamic forces involved in these materials. The simulated QHA free

![Fig. 7](image)

**Fig. 7** Harmonic (top) and quasi-harmonic (bottom) free energy curves for the $\alpha$- and $\gamma$-PCB crystals (red and blue, respectively). The vertical dotted line is drawn at the intersection of the two curves, occurring at 301 K and 326 K for the harmonic and quasi-harmonic simulations, respectively. In both charts the data have been offset relative to the value of the $\alpha$-form free energy at 50 K.
energy curves, also shown in Fig. 7, not only show a larger deviation in energy between the two solids, but also provide a more accurate description of the phase-transition temperature, predicted at 326 K, only 9 K higher than the experimentally observed temperature. The greater accuracy achieved when explicitly considering the thermal expansion properties of the solids, while not surprising, highlights the importance of taking into account these forces when attempting to describe the thermodynamics of weakly bound molecular crystals.

3.5 Interpretation and further developments of proposed method

The combination of experimental and theoretical results enables a great deal of information surrounding the phase transition behaviour in molecular solids to be understood. Thus, such a methodology is generally applicable to a large variety of materials, particularly those that undergo diffusionless transformations. The sensitivity of THz-TDS measurements to the bulk packing arrangement, and any minor deviations from ideal crystalline ordering, leads to it being a powerful probe of the processes and dynamics occurring within solid materials. While X-ray diffraction is often used for interpreting this type of behaviour, it is in reality a complement to the THz-TDS experiment, as the former provides information related to the average structure, while the latter probes molecular dynamics. The addition of computational results provides a means of interpreting the experimental spectra, indicating what types of motions are occurring within the solids. Additionally, the accurate reproduction of the experimental THz-TDS spectra indicates that the simulations are correctly reproducing the forces, including the weak intermolecular interactions, providing a high level of confidence in them. However, not all systems are well suited for study using this methodology, particularly in predicting large-scale structural reorganisations, which would require much longer AIMD simulations in order to capture the effect. Nonetheless, the proposed methodology is well suited for order–disorder transitions, particularly in molecular solids where such transformations occur near ambient conditions.

4 Conclusions

Overall, the proposed combination of experimental terahertz time-domain spectroscopy and theoretical ab initio molecular dynamics and static-solid-state-density functional theory methods provides a complete means to elucidate the structures, phase transition mechanisms, and bulk properties (e.g. thermodynamics and mechanochemical effects such as thermal expansion, and other related quantities) of molecular solids. The results shed light on the importance of low-frequency vibrational modes in many aspects of the properties of disordered crystals, and the atomic-level details provided by the s-DFT simulations enable experimental observations regarding temperature-dependent spectral trends to be fully rationalised. And while traditional harmonic approximation vibrational analyses were shown to be a suitable means of determining the thermodynamic properties of molecular crystals, the results can be significantly improved by taking into account thermal expansion effects via the use of quasi-harmonic approximation simulations, which provide a more physical (and accurate) description of both the temperature-dependent vibrational and thermodynamical forces present within such materials.
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