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Kinetic Monte Carlo simulations of organic
ferroelectrics†

Tim D. Cornelissen, a Michal Biler, b Indre Urbanaviciute, a

Patrick Norman, b Mathieu Linares bc and Martijn Kemerink *a

Ferroelectrics find broad applications, e.g. in non-volatile memories, but the switching kinetics in real,

disordered, materials is still incompletely understood. Here, we develop an electrostatic model to study

ferroelectric switching using 3D Monte Carlo simulations. We apply this model to the prototypical small

molecular ferroelectric trialkylbenzene-1,3,5-tricarboxamide (BTA) and find good agreement between

the Monte Carlo simulations, experiments, and molecular dynamics studies. Since the model lacks any

explicit steric effects, we conclude that these are of minor importance. While the material is shown to

have a frustrated antiferroelectric ground state, it behaves as a normal ferroelectric under practical

conditions due to the large energy barrier for switching that prevents the material from reaching its

ground state after poling. We find that field-driven polarization reversal and spontaneous depolarization

have orders of magnitude different switching kinetics. For the former, which determines the coercive

field and is relevant for data writing, nucleation occurs at the electrodes, whereas for the latter, which

governs data retention, nucleation occurs at disorder-induced defects. As a result, by reducing the

disorder in the system, the polarization retention time can be increased dramatically while the coercive

field remains unchanged.

Introduction

Ferroelectric materials find application in a broad range of
fields, but a full understanding of the switching and especially
the depolarization kinetics on all length and time scales is still
lacking. A variety of computational models have been employed
to tackle this problem and study different aspects of ferro-
electrics.1 First-principles calculations based on Density Functional
Theory (DFT) are computationally expensive but can give detailed
insight into phase diagrams, static domain structures or ultrathin
films.2–5 Molecular dynamics (MD) simulations can predict domain
features and kinetics on intermediate length and time scales.6,7

Finally, there are Monte Carlo simulations that are mainly based
on electrostatic interactions.8–10 These simulations can address
experimental length and time scales but are often restricted to
idealized morphologies. In contrast, we develop here a 3D
electrostatic model that can reproduce ferroelectric properties

and kinetics on experimental time scales taking realistic, dis-
ordered morphologies as input.

The field of ferroelectrics has for long been dominated by
inorganic materials such as barium titanate (BTO) and lead
zirconate titanate (PZT), with the notable exception of the
polyvinylidene fluoride polymer (PVDF) and its various copolymers.
Recently, a new class of organic ferroelectrics has been explored, the
small molecular liquid crystals. Whereas there have been numerous
experimental works on the ferroelectric behavior of these
materials,11,12 there is only a basic understanding of the under-
lying processes and kinetics.

As a prototype small molecular ferroelectric, we focus here
on trialkylbenzene-1,3,5-tricarboxamide (BTA). Although BTA
has received extensive interest for its self-assembly properties,13

it has only recently been experimentally proven to be ferro-
electric.14–16 Most previous theoretical work on this material
has thus been focused on the self-assembly properties and the
dipole moment of single stacks.17–20 Recently, Zehe et al. used a
simple 2D Ising model to investigate the geometrical frustration
between the hexagonally packed columns and the different roles
of nearest and next-nearest neighbor interactions on the nature
of the ground state.21

Here we develop an electrostatic model that takes the full 3D
morphology of BTA into account and reproduces experimentally
observed ferroelectric properties using kinetic Monte Carlo
simulations. We examine polarization hysteresis loops and retention,
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and we can rationalize the obtained parameter dependencies in
the framework of thermally activated nucleation limited switching.
We find an antiferroelectric ground state that in practice is not
reached due to high activation energies leading to extremely slow
depolarization kinetics. Structural disorder is found to be a critical
parameter for polarization retention. The results show good
agreement with experiments, and not only provide detailed
insight into the mechanism of polarization switching in organic
ferroelectrics, but also concrete guidelines to further improve the
performance of organic, and possibly inorganic, ferroelectric devices.

Model

The molecular structure of BTA is shown in Fig. 1. It consists of
a benzene core to which three chains are attached composed of
a dipolar amide group and a flexible alkyl tail whose length can
vary. Driven by p–p stacking interactions between the benzene
core and the formation of hydrogen bonds between the amide
groups, these discotic molecules self-organize into supramolecular
columnar structures (Fig. 1(c)). In each column, the dipolar amide
groups form a triple helix, which results in a macrodipole that is
oriented along the column axis. In the liquid crystalline phase, the
columns organize in a hexagonal packing (Fig. 1(d)). Due to the
flexibility of the alkyl tails, the side chains have enough mobility to
allow rotation of the dipoles under an applied electric field.
This flips the macrodipoles of the columns, and thereby the
polarization of the material. In a recent paper we established
experimentally that the bistable polarization of BTA reflects
true ferroelectricity.14

The ferroelectricity in BTA is thus caused by the collective
behavior of the dipolar amide groups. We therefore focus on
these dipoles and their interactions. The dipoles have fixed
positions given by the structure of the BTA molecule and the
morphology of the system. We assume that the permanent
dipoles m0

! only have two possible directions, up and down,
which differ only in the z-component of their dipole moment.
On top of these permanent dipoles we have to take into account
induced dipoles. These are the result of the electron clouds that

get shifted by the net local electric field Eloc
��!

. They are directed

along the local field: mind
�! ¼ a� Eloc

��!
, with a the linear polarizability.

The total dipole is the sum of the permanent and induced dipoles,
mtot
�! ¼ m0

!þ mind
�!.

To determine the flipping probability of a dipole, we calculate the
energy difference between the initial and final state based on the
dipole–dipole interactions between all dipoles within a certain cutoff
radius, as well as the interaction with the externally applied field.
Interactions outside of the cut-off radius are taken into account
using the reaction field method.22 Hence, the energy difference
between the two possible polarization states of each dipole depends
on the orientation of all other dipoles within the cutoff and has to be
updated after each flipping event. We do not consider any rotational
energy barrier between the two states as doing so would only add an
offset to all energies involved and as such be equivalent to a change
in the flipping rate prefactor. This prefactor determines the time
scale of the simulations and changing it only results in absolute
time/frequency differences in the results. The flipping rates are the
input for a kinetic Monte Carlo simulation (kMC), which allows us to
observe the dynamical behavior of the complete system and its
response to externally applied fields. More details on all energy
calculations and the simulation algorithm can be found in the ESI.†

Being a liquid crystalline material, the system is subject to
positional disorder, see Fig. 1(d). Based on previous experimental
work,14,23,24 we implement this disorder by introducing defects that
represent a break in the hydrogen-bonded triple helix. This divides a
column into subcolumns, each with their own translational offset,
rotational orientation, and handedness. We start with a fixed
amount of disorder, but in the section ‘‘The effect of disorder’’ we
will vary the amount of disorder and investigate how this influences
the ferroelectric properties. Further details about the disorder para-
meters are given in Table S1 and Fig. S3 (ESI†). We would like to
note that this disorder is the only free parameter in the simulations.
All other parameters are fixed and taken from experiment or DFT
calculations, as discussed below and in the ESI.†

Results and discussion
Hysteresis loops

The main characteristic of a ferroelectric material is its polar-
ization hysteresis loop as a function of the applied electric field.

Fig. 1 Morphology of the BTA system. The BTA molecule (a) consists of a benzene core, three dipolar amide groups, and a flexible alkyl tail. The molecule is
represented schematically in (b), and stacks into columns forming a triple hydrogen-bonded helix (c). In the liquid crystal phase these columns form a quasi-2D
hexagonal lattice, which is sandwiched between electrodes as shown in (d). Disorder is introduced by defects (red crosses) that divide the columns into subcolumns.
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An example of a simulated hysteresis loop is shown in Fig. 2(a),
with a shape that is typical for ferroelectrics. It should be noted
that the loop is corrected for a linear background, as is done for
the experimental loop in Fig. 2(a), as discussed in the ESI.† We
will discuss three features of the hysteresis loops: (saturation)
polarization, shape and coercive field.

First, the polarization of the system is simply the dipole
density and is thus determined by the position, orientation and
magnitude of all dipoles. Since our morphology is fixed, the
polarization is governed by the permanent dipole m and the
polarizability a. We determine these parameters using the results
of DFT calculations on BTA columns.17,20,21 These calculations
have shown that when forming columns, BTA molecules exhibit
a cooperativity effect, meaning that the dipole moment per
molecule increases when more molecules are added to the
column. Typically, the dipole moment per molecule will increase
from B7 D to B12 D upon column elongation from 2 to 48 BTA
units. We thus have a permanent dipole of 7 D per molecule, and
an induced dipole of 5 D. Taking m0 = 4 D per amide group and
a = 1 eÅ2 V�1 gives a good approximation with a permanent
dipole moment of 7.7 D per molecule when isolated and a total
dipole of 11.6 D per molecule when integrated in an infinite stack.
Note that m0 is the total dipole moment per amide, and not the
axial component, which is why the permanent dipole moment per
molecule is less than 3 � 4 = 12 D. In terms of polarization this
gives a total polarization Ps = 48 mC m�2 for BTA-C6, which is
slightly lower than the polarization found experimentally in
Fig. 2(b). This corresponds to our earlier observation, where we
found a higher than expected polarization which we attributed to
an enhanced interaction between columns.23 For simplicity we will
from here on only discuss the normalized polarization P/Ps.

Second, there is a noticeable difference in shape of the
hysteresis loops obtained by the simulation using the default
parameters and the experiment in Fig. 2(a). The experimental
loops are sharp and nearly rectangular, whereas the simulated

loops are more slanted. To investigate possible causes for this
discrepancy, Fig. 2(b) also shows the hysteresis loops obtained
from a simulation without disorder, and one where the BTA
columns have an enhanced separation distance. The effect of
disorder and large column separations on the hysteresis loops
has been investigated previously,25 and will be more extensively
discussed further on in the text. For now, it suffices to conclude
that the effect of disorder is too small to explain the discrepancy
in slopes between experiment and simulations.

In contrast, the simulation with the increased column
separation does show a sharp increase in the slope of the loop
and has a general shape in agreement with the experiment. For
the enhanced column separation there is essentially no inter-
action between columns. This suggests that in experiments,
even with a small column separation, the interaction between
columns is limited and we overestimate this interaction in the
simulations. This contradicts our earlier suggestion that an
enhanced interaction between columns is responsible for higher
than expected polarizations.23 The reason for this overestimation
could lie in the assumption of an isotropic dielectric medium
with er = 2 that surrounds the dipoles. In a real device this is
obviously not the case, and the columns could be more strongly
screened by for example the alkyl chains or regions of amorphous
material.

Third, we analyze the coercive field, which is here defined as
the field where the polarization is zero. Comparing the two
loops in Fig. 2(a), the simulated coercive field is about four
times higher than the experimental one – note the different
x-axes for simulated and measured curves. This is often the
case with simulations, where one usually obtains an intrinsic
coercive field several orders of magnitude above the experimental
value.1,26 The polarization switching in experiments is fully extrinsic
and based on nucleation near defects, charged impurities, and/or
interfaces.27 Evidently our model does not fully capture the complex
dynamics of a real sample, even though it does include defects,

Fig. 2 (a) Typical simulated (blue) and experimental (black, taken from ref. 23) hysteresis loops for BTA. (b) Comparison of the normalized hysteresis
loops of different simulations and the experiment. Enhanced separation corresponds to an intercolumnar distance a = 2 nm, compared to the
a = 1.67 nm used in all other simulations. Sweep frequency and sweep rate in simulations: 25 Hz, 100 GV m�1 s�1; experiment: 125 Hz, 75 GV m�1 s�1;
all at 325 K.
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disorder, and electrodes. A clear nucleation-limited behavior is
seen (see ESI† video), with slow nucleation and subsequent fast
growth of the switched domain and thereby should produce an
extrinsic coercive field. However, considering the limited thickness
of the simulation box, which is favorable for intrinsic switching,28–30

the simulated switching is likely still partly intrinsic. Simulations
with an increased box size (40 nm vs. 10 nm) yielded, on the other
hand, only a modest (B5%) reduction of the coercive field.

The coercive field is dependent on the field sweep speed and
temperature. We can describe this dependency using the theory
of thermally activated nucleation limited switching (TA-NLS)
developed by Vopsaroiu et al.,31 which gives for the coercive
field:

Ec ¼
Wb � kBT ln n0t=lnð2Þð Þ

V�Ps
; (1)

where Wb = wbV* is the flipping energy barrier, kBT the thermal
energy, n0 an attempt frequency, Ps the saturation polarization,
and V* is the nucleation volume. The waiting time t is assumed
to be inversely proportional to the field sweep frequency f.
Previously we have shown that this TA-NLS theory provides a good
description of the experimental switching kinetics in BTA.23–25

We verify the applicability of the TA-NLS model here by
simulating hysteresis loops and determining the coercive field
as a function of frequency and temperature. The results are
shown in Fig. 3, together with the fit to the TA-NLS model. The
attempt frequency is fixed at the input (phonon) frequency
of 1 THz. The energy barrier wb = 0.18 eV nm�3 agrees with
experimental values. The nucleation volume is 7.0 nm3, which
is around 8 molecules and roughly corresponds to the average
size of a subcolumn between defects.

Retention

An important but often overlooked property of ferroelectrics is
their polarization retention. Especially in organic ferroelectrics
the retention times are often poor which precludes practical
applications. Several responsible driving forces for polarization
loss have been discussed, such as the depolarization field
caused by dead interface layers or imperfect screening by the
electrodes.24 The depolarization mechanism was previously
argued to be R-relaxation, which is a collective reversal of the
amide dipole moments in ferroelectric domains.15,24

Here, we investigate the retention by starting with a fully
poled system and letting the polarization decay over time with-
out an externally applied field. The resulting depolarization
curve is generally described by a stretched exponential function:

P = P0 exp(�(t/t)b), (2)

with P0 the initial polarization, b the stretching exponent, and
t the retention time.

Fitting the simulated depolarization curves in Fig. S5 (ESI†) to
eqn (2) gives the retention times shown in Fig. 4. A good agreement
between simulations and experiment is seen when directly com-
paring the retention times. It should be noted that fitting the
depolarization curves to eqn (2) is not trivial. Especially at the low
temperatures that correspond to experimental conditions, where
there is little polarization decay, the obtained retention times and
stretch parameters can vary wildly. We therefore choose to fix the
stretch parameter b to 0.13, an average value which gives decent fits
for all temperatures (see Fig. S5, ESI†). For experimental depolariza-
tion curves the stretch parameter is usually found to be around 0.5.24

The reasons for this difference are unclear at present but might
relate to the absence of dead layers in the simulation.

Fig. 3 Coercive field as a function of frequency and temperature
calculated by the electrostatic kMC model (symbols). The surface is a fit
to the data with eqn (1) with wb = 0.18 eV nm�3, V* = 7.03 nm3, and fixed
Ps = 48 mC m�2 and n0 = 1 THz.

Fig. 4 Arrhenius plot showing the polarization retention time t versus the
inverse temperature. Retention times are obtained by fitting eqn (2) to the
simulation results with a fixed parameter b = 0.13. The blue line is a fit of
the simulation data to eqn (3) with n0 = 0.38 MHz and Wb = 0.75 eV.
Experimental data for BTA-C6 and C12 are taken from ref. 23.
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As was done for the coercive field, we use the TA-NLS model
to describe the depolarization by thermal activation over an
energy barrier Wb.31 The retention time t is then given by

t ¼ 1

2n0
exp Wb=kBTð Þ: (3)

Fitting the results to eqn (3) gives n0 = 0.38 MHz and Wb = 0.75 eV.
This depolarization activation energy is similar to what is found
experimentally.23,24 However, the attempt frequency differs orders of
magnitude from the input attempt frequency n0 that was recovered
in the analysis of the switching kinetics. A similar deviation
between the attempt frequencies found in analyzing switching
and depolarization kinetics is also observed in experiments.23 We
interpret this to indicate that for a stable nucleus to form, a single
dipole flip is not enough. Instead, multiple flips need to occur
simultaneously, leading to a reduced attempt frequency. This will
be further discussed below in the section on the effect of disorder.

Flipping modes and the 2:1 state

So far, we have assumed that when a dipole flips, only its
z-component changes. However, another mode of flipping is
possible as well, corresponding to a full inversion of the dipole
vector. Both flipping modes are illustrated in Fig. 5(a) and
will be called z-flip and full flip from here on. Fig. 5(a) shows
that the z-flip mode changes the helicity of the triple helix,
whereas the full flip mode does not. Flipping of the helicity
upon polarization reversal has consequences when investigating
switching on BTA substituted with enantiomerically pure chains,
which will be discussed in more detail in a future work.

We can artificially restrict the system to one of the modes
and simulate the hysteresis loops. We find that the coercive
field of the full flip mode is B4 times higher than that of the
z-flip mode, see Fig. 5(b). The z-flip mode is thus energetically
favored and should be the one responsible for dipole flipping in
experiments. We can also analyze the energetics of the full flip

mode by determining the coercive field as a function of temperature
and frequency, as was done in Fig. 3 for the z-flip mode. We find
(see Fig. S6, ESI†) an energy barrier of 0.78 eV nm�3 and a
nucleation volume of 3 dipoles, which is significantly higher
respectively lower than for the z-flip. The high energy barrier is
caused by the unfavorable head-to-head interaction that occurs
between neighbors when a single dipole is fully flipped. The
smaller nucleation volume is because in the full flip mode only
one helix will switch at a time, whereas in the z-flip mode all
three helices must flip nearly simultaneously.

The hysteresis loop of the full flip mode as obtained with
kMC is not perfectly square and shows shoulders at �2.5 GV m�1.
This shoulder corresponds to an intermediate state where in each
column the dipoles in one helix are pointing in opposite direction to
the other two helices, as shown in Fig. 5(a) and Fig. S7 (ESI†). This
state is incompatible with the z-flip mode, because there switching
occurs by breaking the whole triple helix structure molecule by
molecule, instead of just reversing one helix at a time. The shoulder
is therefore not observed in the z-flip hysteresis loop. The fact
that it is neither observed in experiments is further evidence
that in reality, flipping occurs through the z-flip mode. This is a
refinement of our previous conclusion where we tacitly assumed
that R-relaxation, which is the collective reversal of a domain
that is responsible for the polarization loss, would correspond
to the full flip mode.15,24

The stability of this so-called 2:1 state has been investigated
previously with DFT and MD, and it was found that for zero
applied field this state is energetically more favorable than the
3:0 state with all dipoles pointing in one direction.19,20,32 This is
mainly due to the electrostatic interaction that favors anti-
parallel alignment of the three dipole helices. The fact that
the 2:1 state is observed as an intermediate in the simulated
hysteresis loops confirms that it indeed corresponds to a (local)
energy minimum. A more detailed analysis of the energetics of
this state can be found in the ESI.†

Fig. 5 (a) Schematic of the two flipping modes. For the full flip mode, the intermediate 1:2 and 2:1 states are also shown. (b) Hysteresis loops for both
modes at 300 K and 250 Hz obtained by kMC. The apparent shoulders in the z-flip curve are an effect of the discrete field sweep steps, and do not
correspond to a specific state as in the full flip curve.
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The fact that the z-flip mode is the dominant flipping mode
has been demonstrated previously through MD simulations by
Bejagam et al.18 In these simulations, both modes of flipping
are allowed. The authors start with a BTA column polarized in
one direction and apply an electric field to reverse the polarization.
They found that upon polarization reversal, the helicity of the
triple helix also reverses, corresponding to the z-flip mode. This
behavior was attributed to a combination of electrostatic and steric
effects.33 Our current results show that the z-flip mode is favored
even when steric effects are ignored.

We have investigated the flipping process with further MD
simulations (see Fig. S10 and ESI† for a detailed description
and analysis of the MD simulations). We again find that the
z-flip mode is the dominant mode, although the differences with
the full flip mode are small. In the full flip mode, investigated
here by examining transitions from the 2:1 state, a variety of
intermediate states is possible due to thermal fluctuations.
Indeed, when we apply a low electric field of 0.28 GV m�1 on
the 2:1 state, we observe small fluctuations, i.e. one of the BTA
residues in the stack twists in the xy-plane resulting in an
interchange of the values of two dihedral angles while keeping
the same helicity, since this electric field is not high enough to
induce the full flip in the time of our simulation. When a higher
field of 0.36 GV m�1 is applied on the same 2:1 stack, both
M- and P-helicities are observed. Some intermediate states do not
even keep the favorable H-bonding network, and the H-bonding
helix is disrupted for a short time. With increasing value of the
electric field, the self-assembled stack is fully switched from
2:1 to 0:3. On the other hand, when we apply an electric field
of 0.22 GV m�1 on a fully polarized 3:0 state, the dihedral angles
flip through a value of 01 and consequently the helicity changes,
without going through any intermediate states. This z-flip is
therefore energetically more favorable since it requires a lower
electric field than the full flip.

The effect of disorder

In our previous experimental work we have observed that the
morphology and more specifically the degree of disorder can
have a major influence on the ferroelectric properties of
BTA.23,25 Therefore we will now study the effects of disorder
on the simulated hysteresis loops and retention. We control the
disorder in the system by changing the average length of the
subcolumns between defects. At each defect there is a translational
shift and randomization of the rotational angle, as discussed
before and shown in Fig. S3 (ESI†). We consider four different
cases: high, medium, low and no disorder, corresponding to a
mean subcolumn length of 7, 15, 20, and infinite molecules,
respectively. Note that all results reported above were obtained
for the system with medium disorder.

Comparing the hysteresis loops for high, medium and no
disorder in Fig. 6(a) shows that there is only a very minor
decrease in the coercive field upon increasing the disorder.
This holds for the whole range of frequencies and temperatures
as shown in Fig. S11 (ESI†). The change in shape of the loops is
more significant, with more slanted loops for higher disorders.
To explain this, we consider the hysteresis loop of our system as

the sum of the response of the subcolumns. This is the idea
behind the Preisach theory, which considers a ferroelectric to be
a collection of perfect hysterons.34 In this case, each subcolumn
can be seen as such a hysteron with a square hysteresis loop and
a well-defined coercive field. Due to the disorder in the system,
there is a distribution in these coercive fields, which causes the
total loop to become slanted. The higher the disorder, the
broader the distribution in coercive fields, and the more slanted
the loop becomes. A similar effect occurs when the distance between
columns is increased as in Fig. 2(b), because there will no longer be
any interaction between columns, as previously shown.25

In contrast to the influence on the hysteresis loops, the influence
of disorder on the polarization retention is significant. Fig. 6(b)
shows the retention times as determined by the procedure described
earlier. The retention is increased by several orders of magnitude
upon decreasing the disorder. In the case of no disorder no
polarization loss is observed at all at lower temperatures.

The difference between the disorder dependence of the coercive
field and retention stems from differences in the nucleation
mechanism. By visual inspection of the simulation results
we identified the typical nuclei for both cases as shown in
Fig. 6(c and d). We find that for field-driven polarization reversal,
nucleation almost exclusively occurs at the electrodes, and a nucleus
of about three dipoles is required before a subcolumn fully switches.
For spontaneous polarization reversal on the other hand, nucleation
occurs mostly at defects in the bulk of the material. The nucleus is
also slightly larger, which supports our earlier speculation that the
reduced attempt frequency for depolarization is caused by a larger
nucleus, involving a higher-order coincidence. Further inspection of
the energetics of the nucleation processes reveals the reason for
these different locations of the nuclei. Nucleation at an electrode is
generally favored, but unstable without an applied electric field. In
the case of the spontaneous reversal, nucleation therefore has to
occur at defects, where it is stable without applied field. A more
detailed explanation can be found in the ESI.† The disorder has
thus little influence on the hysteresis loops as nucleation anyhow
occurs at the electrodes, whereas it heavily affects the retention
where nucleation occurs at defects.

This observation provides a way to increase performance of
(organic) ferroelectric devices. For application purposes a high
retention time is desired, whereas the coercive field should still
be low enough to allow reasonable operating voltages. In typical
(inorganic) ferroelectrics the retention time and coercive field are
usually coupled; when one increases, the other increases as well,
as both scale with the energy barrier for switching.23 Our results
show that the additional degrees of freedom offered by supra-
molecular ferroelectrics allow tailoring of the disorder. On the
one hand, improving processing and changing e.g. side chains to
promote stacking might be the key to get high retention times
while maintaining reasonable coercive fields.23 On the other
hand, increasing disorder might facilitate devices with very fast
response times that can be operated at high frequencies.

Ground state

We can investigate the ground state of our system by letting a
simulation without applied field run until an equilibrium is reached.
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Details on these simulations are presented in the ESI.† When no
disorder is present, we find that the ground state is a mixture of
up and down fully polarized columns with zero net polarization.
We can thus represent the domain structure as the 2D top view
in Fig. 7. A stripe-like domain structure is observed, which is
typical for a frustrated antiferroelectric. The electrostatic inter-
action between the macrodipoles of two neighboring columns
tends to align them anti-parallel. Due to the geometric frustra-
tion the ground state is highly degenerate, and complex domain
structures can be formed.

We can quantitatively characterize the domain structure by
looking at the correlation coefficients, which are defined as the
dot product of a dipole and the mean of its (next) nearest
neighbors (eqn S6, ESI†). The correlation coefficients for the
domain structure in Fig. 7 are shown in Fig. S13 (ESI†). We find
that indeed nearest neighbors tend to be antiparallel, and
consequently next nearest neighbors have a slight tendency to
be parallel.

When disorder is introduced into the system, columns are
no longer necessarily fully polarized, shown in Fig. S14 (ESI†).
Within a column, subcolumns can have different polarizations,
resulting in partially polarized columns and a more complicated
three-dimensional domain structure. The correlation coefficients
are now shifted towards zero (no correlation), indicating a decrease

in the tendency of (next nearest) neighbors to align antiparallel
(parallel) and thus a more disordered domain structure.

A similar antiferroelectric domain structure was previously
suggested for BTA crystals based on X-ray diffraction experi-

Fig. 6 The effect of disorder on (a) the hysteresis loop and (b) the retention time. The hysteresis loops were simulated for 250 Hz and 300 K. Retention
times were obtained by fitting the depolarization curves to eqn (2) with a fixed stretching parameter b = 0.2. No polarization loss was observed after 1 ms
for the no disorder case below 600 K. Solid lines are a guide to the eye. The two nucleation mechanisms at an electrode (c) and defect (d) correspond to
the field-driven and spontaneous polarization reversal, respectively.

Fig. 7 The ground state domain structure obtained after full depolarization
of a system without disorder. To elucidate the domain structure, a periodic
repetition of the original grid (indicated in red) is shown.
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ments.21,35 Zehe et al. studied several BTA compounds with
different side-chains to investigate the interplay between electro-
static and steric interactions. They found that compounds with
bulky side-chains, and thus larger steric hindrance, can form
mesoscale domains with a net polarization. Compounds with
smaller side-chains, such as the BTA-C6 investigated here, only
formed non-polarized domain structures as in Fig. 7 due to
the dominating antiferroelectric electrostatic interaction. The
authors support their conclusions with a simple 2D Ising model
based on two interaction constants for the nearest neighbor and
next nearest neighbor interaction where the latter are associated
with steric interactions and can cause preferential parallel
alignment when of correct sign and magnitude. However, the
relation of the interaction constants to actual materials remains
somewhat unclear since it seems unlikely that steric interactions
play a significant role for anything but the nearest neighbor
interactions.

It should be noted that our model only accounts for electro-
static interactions and ignores steric effects beyond the attempt-
to-flip frequency n0. Nevertheless, we obtain a good agreement
with experiments. From this we can conclude that steric effects
are of minor importance in the case of BTA-C6, in agreement with
the conclusion from Zehe et al. Steric effects could play a role for
other polar columnar liquid crystals of bulkier molecules,36

where the ground state will still be antiferroelectric, but where
the steric effects might allow mesoscale polar domains.

Even though the ground state of BTA is thus antiferro-
electric, this has little relevance for its practical applications
as a ferroelectric. As we have shown here and in experiments
previously, it is possible to polarize the material completely by
applying an electric field. It is then kinetically frozen in this state
due to the high activation energy for switching. Depending on the
disorder, retention times of several months and more can be
obtained.23,37 The material will thus ‘never’ reach its ground state
once it has been polarized.

Conclusions

In summary, we have developed an electrostatic model that is
used as basis for 3D kinetic Monte Carlo simulations to
describe switching kinetics in ferroelectrics. We found good
agreement between simulations and experiments for a proto-
type molecular organic ferroelectric. Since the model does not
explicitly include steric effects, this leads to the conclusion that
these must be of minor importance for this material. Both
hysteresis loops and depolarization curves could be simulated
for a large range of temperatures and timescales. We investi-
gated different flipping modes and found that the results of our
model agree with those from molecular dynamics simulations.
The theory of thermally activated nucleation limited switching
was used to analyze all results and gave an energy barrier for
switching and depolarization of around 1 eV. Even though
the ground state of the system is found to be antiferroelectric,
this state is under practical conditions never reached due to
the slow kinetics associated with this high energy barrier.

Finally, we found that nucleation occurs differently in the case
of spontaneous polarization reversal (depolarization) compared
to field-driven reversal in a hysteresis loop. During depolarization
nucleation occurs at defects caused by disorder, while during a
hysteresis loops it occurs at the electrodes. By reducing the
disorder, the retention time can thus be dramatically increased
while the coercive field remains unchanged. This provides a new
pathway for the rational design and optimization of ferroelectric
devices, specifically for memory applications.

Although these results are obtained for a specific material,
all conclusions are applicable to the whole class of columnar
organic ferroelectrics. More generally, the model itself could be
adapted to study other ferroelectric systems, such as BTO or
PVDF.8,38 For inorganic ferroelectrics however, one should take
into account an elastic term that penalizes domain wall formation,
which will increase the computational complexity. Since the model
works for any fixed morphology, including irregular ones, systems
with extended disorder, such as dipolar glasses, could also be
investigated although any increase in the degrees of freedom will
come at the cost of increased computation times. Finally, the
insight into the difference between field-driven and spontaneous
reversal kinetics, brought about by differences in the rate-limiting
nucleation site, can be expected to be relevant for disordered
ferroelectrics in general.
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