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e mobilities in organic
semiconductors by selective fluorination: a design
approach based on a quantum mechanical
perspective†
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Robert J. Twieg *a and Barry D. Dunietz *a

Selective fluorination of organic semiconducting molecules is proposed as a means to achieving

enhanced hole mobility. Naphthalene is examined here as a root molecular system with fluorination

performed at various sites. Our quantum chemical calculations show that selective fluorination can

enhance attractive intermolecular interactions while reducing charge trapping. Those observations

suggest a design principle whereby fluorination is utilized for achieving high charge mobilities in the

crystalline form. The utility of this design principle is demonstrated through an application to perylene,

which is an important building block of organic semiconducting materials. We also show that

a quantum mechanical perspective of nuclear degrees of freedom is crucial for a reliable description

of charge transport.
Organic semiconducting materials have received much atten-
tion over the last two decades due to their potential opto-
electronic applications, such as organic eld-effect transistors
(OFETs),1–3 organic photovoltaics (OPV),4–7 organic light emit-
ting diodes (OLEDs)8–11 and sensors.12–14 Charge mobility plays
a crucial role in determining device performance.15–18 Hence,
enhancing charge mobility in organic semiconducting mate-
rials is expected to improve device functionality.19,20

In this paper, we investigate utilizing selective uorination of
conjugated organic molecules as a way of enhancing charge
mobilities in organic semiconducting materials.21 Fluorinated
organic molecules have been previously employed as charge
transporting materials.22–24 Judicious introduction of polar C–F
bonds enhances intermolecular attractive forces, tightening
crystal packing, increasing molecular orbital overlap, and
thereby affecting the materials optoelectronic properties.25–29 At
the same time, uorination is oen associated with forming
a molecular dipole moment that increases the propensity for
charge trapping inhibiting charge mobility.30–33 Thus, the
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challenge is to design structures that maximize charge mobil-
ities while minimizing charge trapping. To this end, we
consider a strategy where the local polar C–F bonds are
arranged so as to give rise to tightly packed crystals despite
having vanishing overall molecular dipoles.34–40

Using dimer models,41 charge transport (CT) rate constants
are calculated within the framework of Fermi's golden rule
(FGR) based on inputs obtained from quantum chemical
calculations.42–47 The FGR rate constant is given by:42,48,49
Fig. 1 A schematic view of the charge donor (blue) and acceptor (red)
potential energy surfaces. Er and Ea are the reorganization energy and
activation energy, respectively. DE is the charge transfer reaction free
energy.
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Fig. 2 The three classes of molecules under consideration: Class I
consists of nonfluorinated and fully fluorinated naphthalenes; Class II,
consists of molecules with asymmetric partial fluorination which gives
rise to sizable dipole moments; Class III consists of molecules with
symmetrical partial fluorination and vanishing dipole moments.

Fig. 3 Class I molecules are arranged in a herringbone-like structure,
whereas Class II and III molecules are arranged in stacks due to p–p
interactions. In Class II the monomers are aligned in alternating
directions due to their dipole with an in-plane relative shift. In Class III
the molecules show a concentric 90� relative in-plane rotation about
the stacking axis.
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kFGR ¼ jGj2
ħ2

e
�
P
a

Sað2naþ1Þ

�
ðN
�N

dt F ex
r ðtÞ exp

(
� i

ħ
DEtþ

X
a

Sa

�ðna þ 1Þe�iuat þ na e
iuat
�)

:

(1)

Here, G is the electronic coupling, DE is the energy difference
between the two states at their optimized geometries, as illus-
trated in Fig. 1, {ua} are the normal mode frequencies, {Sa} are
the Huang–Rhys factors49,50 (HRFs), and

na ¼
 
exp

(
h-ua

kBT

)
� 1

!�1
are the normal mode's thermal

occupancies. Fexr (t) ¼ exp[�kBTE
ex
r t

2/ħ2] accounts for outer-
sphere solvation, where Eexr is the corresponding reorganiza-
tion energy. The inner-sphere reorganization energy is given by

Ein
r ¼

X
a

h- uaSa.

The Marcus rate constant can be obtained from the FGR
expression in eqn (1) in the high temperature and short time
limits:51–54

kM ¼ jGj2
ħ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

kBTEr

r
exp

 
� ðDE þ ErÞ2

4kBTEr

!
: (2)

here, Er ¼ Eexr + Einr is the overall reorganization energy.
The charge mobility of one-dimensional motion along the

molecular stacking axis, h, is evaluated using the Einstein–
Smoluchowski equation:55

h ¼ ea2k

kBT
; (3)

where, e, a, and k are the electron charge, the distance between
the donor and acceptor molecules, and the CT rate constant,
respectively (k is set to either kM or kFGR).
6948 | Chem. Sci., 2017, 8, 6947–6953
CT rate constants and mobilities were calculated for the
following three classes of uorinated naphthalene molecules
(see Fig. 2):

� Class I molecules have vanishing dipole moments56–58 that
may result in a herringbone-like arrangement in the crystal
phase (see Fig. 3).59 These are represented by the non-
functionalized naphthalene molecule (Naph) and the fully
functionalized molecule octauoronaphthalene (Naph-F8),
which have both been investigated experimentally.60,61 We
point out that, while mixtures of Naph/Naph-F8 may form well-
packed molecular stacks,61 in this work we consider only crys-
tals of single compounds.

� Class II molecules include polar C–F bonds that are
arranged to produce large molecular dipole moments. The
substantial attractive dipole–dipole intermolecular interaction
is expected to lead to tightly packed crystals.34–37 These are
represented by the partially functionalized 1,2,7,8- and 1,2,3,4-
tetrauoronaphthalene molecules (Naph-F4-C1 and Naph-F4-
C2, respectively). While Naph-F4-C1 has not been synthesized
(to the best of our knowledge), the Naph-F4-C2 crystals were
indeed observed to be tightly packed with a partial facial overlap
(see Fig. 3).34

� Class III molecules include polar C–F bonds that are
arranged to eliminate the molecular dipole moment. Despite of
this, substantial attractive intermolecular stacking interactions
between those molecules38–40 give rise to tightly packed crystals
(see Fig. 3). These are represented by the partially functional-
ized 1,2,5,6- and 2,3,6,7-tetrauoronaphthalene (Naph-F4-T1
and Naph-F4-T2, respectively). Another molecule of this cate-
gory considered below, is the uorinated perylene molecule
(Pele-F6-T) with a larger conjugated system and a potential to be
used in actual optoelectronic applications. To the best of our
knowledge, experimental insights into the crystal structure of
Class III molecules are not yet available (not reported in the
This journal is © The Royal Society of Chemistry 2017
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Cambridge Crystallographic Data Centre, CCDC). The Pele-F6-T
molecule is currently targeted by our experimental efforts.

We analyze these molecules using a rst-principles approach
based on density functional theory (DFT) calculations. The range-
separated hybrid (RSH) functional62 uB97X-D63 was employed.
This RSH functional addresses well the tendency of local-density-
approximation (LDA)-based functionals to underestimate the
orbital fundamental gap,64–68 and accounts for dispersion inter-
actions.69 It should be noted that the uB97X-D functional was
shown to yield highly accurate charge reorganization energies
with an error of 6.5% in a benchmark study of similar mole-
cules.70 The polarizable continuum solvation model (PCM) was
used to account for interactions with the solid-state host.68,71,72

Optimal geometries were generated with the 6-31G(d) basis set.
To conrm basis set convergence, we compare the 6-31G(d)-
based results for Naph-F4-T2 with results obtained with the
larger cc-pVTZ basis set (see Table 1).

Electronic coupling coefficients were calculated using
a dimer model at the level of conguration interaction with
constrained density functional theory (CDFT-CI).73 In the CDFT-
CI calculations, each molecule within the ionic dimer is
assigned to be either a donor or an acceptor. The two states
involved in the CI calculations are then obtained by localizing
the charge on one of the molecules M in the ionic dimer
calculations. Cation calculations, based on the states M+–M and
M–M+, are used for determining the coupling strength associ-
ated with hole mobilities and anion calculations (M�–M/M–M�)
for electron mobilities, respectively.

HRFs {Sa} were calculated using the DUSHIN program.74,75

Displacement geometries were calculated by comparing the
optimized geometries of the neutral (M) and the charged
monomer (M+). Normal mode frequencies and eigenvectors
were obtained using the optimized neutral monomer M. The
validity of the harmonic approximation was conrmed by the
very good agreement of reorganization energies evaluated using
the HRFs with their direct evaluation (see ESI, Table 2†).
Table 1 Physical properties calculated using the uB97X-D functional.
agreement with the ionization potential (IP) and the electron affinity (EA),
dipole moments (m) vanish for Class I and Class III molecules and are sizab
with the number of fluorine atoms. The intermolecular separation (a) for C
of mass (c.o.m.), and for Class II and III molecules it was set to the distan
(Finter), electronic coupling for hole transport (Gh), and hole transport
Eh,mr ) reveal significant differences between the three molecular classes

Cl. Molecule 3H [eV] 3L [eV] IP [eV] EA [eV] m [D] Qxx [D Å]

6-31G(d)
I Naph �7.73 0.84 7.75 �0.81 0.00 �62.5

Naph-F8 �8.38 �0.11 8.32 0.22 0.00 �99.8
II Naph-F4-C1 �8.00 0.33 7.98 �0.24 3.95 �75.1

Naph-F4-C2 �8.08 0.35 8.05 �0.27 2.90 �75.8
III Naph-F4-T1 �8.03 0.27 8.00 �0.20 0.00 �83.5

Naph-F4-T2 �8.35 0.27 8.58 �0.16 0.00 �89.7
Pele-F6-T �7.24 �0.71 7.04 0.93 0.03 �151.6

cc-pVTZ
Naph-F4-T2 �8.57 0.03 8.72 �0.15 0.00 �92.0

This journal is © The Royal Society of Chemistry 2017
Key electronic structure parameters calculated for Class I,
Class II, and Class III molecules are shown in Table 1. We
conrm that physically relevant Frontier orbital energies, i.e.
energies of the highest occupied and lowest unoccupied molec-
ular orbitals, HOMO (H) and LUMO (L), are typically within 0.1 eV
of the calculated ionization potential (IP) and the electron affinity
(EA), respectively.68,76 The dipole and quadrupole moments of the
different molecules are also provided. As expected, while the
molecular dipole moments of Class I and Class III molecules
vanish, Class II molecules have substantial dipole moments (3.95
D and 2.90 D). The quadrupole moments of the naphthalene
derivatives are observed to increase with the number of uorine
atoms.

The intermolecular separation a for Class I molecules corre-
sponds to the distance between the molecular centers of mass
(c.o.m.), and for Class II and III molecules it is set to the distance
between the molecular planes. While the intermolecular energies
and distances are calculated using the relatively simplied dimer
model, we nd that the calculated distances are in good agree-
ment with measured crystal structure when available. (In the case
of the known compounds Naph, Naph-F8, and Naph-F4-C2, the
root mean square deviation (RMSD) of reported crystal structures
are 0.134, 0.447, and 0.060 Å, respectively.34,36,60,61) The intermo-
lecular binding energies Finter of Class I molecules are small with
values of up to 0.34 eV, whereas for Class II and III molecules, they
are in the range of 0.43–0.59 eV.

In Class II molecules, the intermolecular interactions result in
a head-to-tail arrangement that aligns the dipole moments of
neighboring molecules in the stack at opposite directions,
thereby forming a partial facial overlap, see Fig. 3, middle panel.
For Naph-F4-C2, this arrangement is coupled with a lateral
displacement of the molecules along the long molecular axis.
This shi is in agreement with reported crystal structure andDFT
calculations performed on the crystal34,36 RMSD between the
resolved crystal structure and the calculated dimer structure of
Naph-F4-C2 is only 0.06 Å).
The Frontier orbital energies, 3H (HOMO) and 3L (LUMO), are in good
respectively, indicating physically meaningful Kohn–Sham orbitals. The
le for Class II molecules. The quadrupolemoments (Q) tend to increase
lass I molecules was set to the distance between themolecular centers
ce between the molecular planes. The intermolecular binding energies
reorganization energy (calculated using dimers, Eh,dr and monomers,

Qyy [D Å] Qzz [D Å] a [Å] Finter [eV] Gh [eV] Eh,dr [eV] Eh,mr [eV]

�50.2 �49.6 5.00 �0.337 0.001 0.266 0.236
�101.1 �89.3 5.99 �0.264 0.005 0.545 0.458
�70.2 �75.9 3.35 �0.562 0.086 0.422 0.362
�75.8 �70.1 3.37 �0.588 0.110 0.454 0.380
�67.1 �75.8 3.51 �0.563 0.380 0.424 0.394
�66.8 �75.9 3.50 �0.471 0.378 0.335 0.330
�126.9 �140.7 3.54 �1.183 0.206 0.318 0.299

�68.0 �76.7 3.50 �0.437 0.363 0.331 0.311

Chem. Sci., 2017, 8, 6947–6953 | 6949
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Fig. 4 The dimer orbitals for Naph-F4-C2 (left) and Naph-F4-T2
(right) correspond to a superposition of themonomer Frontier orbitals.
Significantly larger overlap between lobes from the HOMOs (lower
panels) than for the LUMOs (upper panels) results in an enhanced hole
mobility over electron mobilities. The in-plane rotation in Class III
molecules (lower right panel) maintains a cofacial arrangement and
yields a significantly increasedmonomer-HOMO overlap as compared
to the laterally shifted Class II molecules (lower left panel).
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In Class III molecules, a relative in-plane rotation, depend-
ing on the overall planar symmetry group, is predicted to enable
optimal facial overlap in the stacked structure, see Fig. 3, lower
panel. Finally, for the Pele-F6-T molecule, the larger conjuga-
tion plane yields an interaction energy of 1.2 eV, which is
signicantly larger than those found for the naphthalene-based
molecules. For this molecule a slight twisting deformation is
predicted, induced by H–F interactions.

Electronic couplings for hole transfer, Gh, and the corre-
sponding inner sphere reorganization energies, Eh,mr and
Eh,dr , calculated using monomer and dimer models,§ respectively,
are listed in Table 1. Class III molecules exhibit the largest
Fig. 5 (a) The Huang–Rhys factors (HRFs) for hole transport in the Pele-
the Pele-F6-T monomer. (c) Removing an electron from the system rel
coincides with the lowest frequency normal mode of frequency 33.31 c
transport, causing elongation and contraction of bonds. (e) This movem

6950 | Chem. Sci., 2017, 8, 6947–6953
electronic coupling for hole transport, �0.2–0.4 eV. Interestingly,
the electronic coupling values for electron transport are all small
((0.01 eV) except for the case of the larger perylene derivative,
where it is 0.11 eV (see ESI, Table 1†). In the following, we will
therefore address mobilities for hole transport, unless noted
otherwise.

The electronic coupling trends can be understood by
considering the relevant orbitals, since coupling values extrac-
ted directly from the orbital energies follow the same trend as
the couplings obtained via CDFT-CI.73,77 (Orbitals and orbital
energies for all molecules considered in this work can be found
in the ESI, Fig. 2–8†). Here, we restrict the discussion to the
representative cases of Naph-F4-C2 (Class II) and Naph-F4-T2
(Class III), shown in Fig. 4.

In both cases, the obtained dimer HOMOs, lower panels,
(LUMOs, upper panels) resemble a linear combination of two
monomer HOMOs (LUMOs). The pair of monomer HOMOs
feature substantial overlap within the stacked dimer models,
whereas the overlap integral within the pair of LUMOs is either
weak (for Class II) or vanishing due to symmetry (for Class III).
This can be traced back to the H lobes being oriented along the
shiing/rotating direction, whereas L lobes point in the perpen-
dicular direction. Consequently, the dimer state energy splitting
between states formed by a superposition of two monomer
HOMOs, which serves as a measure for hole coupling, is signif-
icantly larger than the dimer state L/L+1 splitting, which serves as
a measure for electron coupling, for all naphthalene cases. In the
larger perylene-based molecule, on the other hand, mixed orbital
lobe orientations occur in the monomer HOMO (see Fig. 5(d)) as
well as in the LUMO. Thus, signicant splitting related to hole
and electron coupling appears, indicating potential ambipolar
transport properties.

The larger hole coupling in Class III molecules relative to
Class II molecules can be traced back to the displacement of the
monomers with respect to each other: expectedly, the lateral
displacement in Class II molecules, leads to a loss of the
F6-T molecule. (b) Fluorination causes an out-of-plane deformation in
ieves that stress, resulting in an relaxation displacement (black), which
m�1 (red). (d) The monomer HOMO is depopulated during the charge
ent corresponds to a high frequency normal mode of 1664.45 cm�1.

This journal is © The Royal Society of Chemistry 2017
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Table 2 The Marcus rate constants, kM, and charge mobilities, hM, are
up to two orders of magnitude lower than kFGR and hFGR, calculated via
Fermi's golden rule. The symmetric selective fluorination results in
drastically increased hole mobilities for Class III molecules

Molecule kM [s�1]
hM
[cm2 V�1 s�1]

kFGR
[s�1]

hFGR
[cm2 V�1 s�1]

6-31G(d)
Naph 5.52 � 108 0.5 � 10�4 2.49 � 1010 0.0024
Naph-F8 4.75 � 109 0.6 � 10�3 1.48 � 1011 0.0205
Naph-F4-C1 4.05 � 1012 0.18 8.46 � 1013 3.67
Naph-F4-C2 5.21 � 1012 0.23 1.10 � 1014 4.83
Naph-F4-T1 5.46 � 1013 2.60 1.16 � 1015 55.3
Naph-F4-T2 1.17 � 1014 5.54 2.14 � 1015 101
Pele-F6-T 4.81 � 1013 2.33 5.55 � 1014 26.9

cc-pVTZ
Naph-F4-T2 1.37 � 1014 6.49 2.20 � 1015 104.23
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monomer HOMOs overlap as indicated in Fig. 4, lower le
panel. This shi yields a smaller splitting between the H and
H�1 dimer orbitals.30,78 In contrast, the concentric rotation in
Class III molecules achieves an overlap between the two
HOMOs, shown in Fig. 4, lower right panel, which is twice as
large as in the shied arrangements. Here the quadrupole–
quadrupole attractive interactions appear to be the driving force
for maintaining facial overlap. Finally, we stress that in all
cases, electronic coupling values are sensitive to the intermo-
lecular arrangement and thus to static and dynamic disorder
effects.47,79 Further analysis of the electronic coupling trends
and their disorder sensitivity is provided in the ESI.†

The reorganization energies Er as listed in Table 1 are within
the range of 0.2–0.6 eV. Reorganization energies calculated
using ionic dimer CDFT models are reproduced rather well by
the simpler ionic monomer models, within 0.1 eV in all cases.
We therefore proceed to calculate displacement geometries and
HRFs using monomer models.

CT is dominated bymodes with large HRFs. TheHRFs for Pele-
F6-T are presented in panel (a) of Fig. 5 (the HRFs for
naphthalene-based molecules and illustration of the key modes
are provided in the ESI Fig. 9 and 10,† respectively). The dominant
low frequency modes originate from the uorination-induced bay
region distortion, resulting in a slight twist of about 10.5� in the
otherwise at perylene molecule as shown in panel (b) of Fig. 5.
Removing an electron from the monomer during hole transport,
partially relieves that stress, initiating a twisting motion shown in
panel (c), black arrows, which essentially coincides with the low
frequency normal mode of 31.31 cm�1 (red). Such dominant low
frequency modes do not appear in the smaller and more rigid
naphthalene-based molecules without bay regions.

The high frequency normal mode of 1664.45 cm�1 provides
the dominant contribution to Einr . Similar to the cases of the
naphthalene molecules, such modes are caused by a slightly
deformed C]C stretch along the longitudinal molecular axis.
This in-plane mode is illustrated with blue arrows in panel (e) of
Fig. 5. Its dominant contribution to hole transport can be
understood in terms of molecular orbitals: depopulating the
This journal is © The Royal Society of Chemistry 2017
HOMO, depicted in Fig. 5 panel (d), yields weakened p bonds,
whereas bonds of low HOMO density contract.

Hole transport FGR rate constants and hole mobilities, as
well as their values at the semi-classical Marcus limit obtained
at T ¼ 300 K (ref. 80 and 81) are presented in Table 2.
Comparison of the FGR rate constants to their Marcus limit
reveals that while the Marcus rate constants follow a similar
trend, they are one to two orders of magnitude smaller than the
FGR rate constants. This emphasizes the deciency of Marcus
theory43,79,82 in describing charge transfer (and transport)
processes. An important nding of our work is that even in the
case of charge transport, where the vanishing reaction free
energy guarantees a setting in the Marcus-normal region,
nuclear quantum effects should not be neglected.

For estimating the transport rates we have to consider also the
external reorganization. However, the outer sphere reorganization
energy is unknown for most of the molecules considered here.
External reorganization energies are expected to be about a tenth
of the internal reorganization energies due to the predominant
contribution of low frequency modes.83 Below, we adopted the
naphthalene crystal outer-sphere reorganization energy, Eexr ¼ 35
meV, from ref. 84, for all compounds. An analysis of the rate
constant sensitivity with respect to Eexr can be found in the ESI,
Tables 3 and 4,† revealing only marginal inuence. We point out
that similar values for the Eexr have been reported for other oli-
goacenes.84–86 Larger values of up to 300 meV have been found in
few cases and only in the context of photoinduced backbone
distortions, e.g. intermolecular torsional or shiing motions,87,88

which are not expected to occur in the case of charge transport.
Class I molecules show the lowest charge mobilities, which

can be traced back to the loose packing and weak coupling. Class
II molecules exhibit higher mobilities, which can be traced back
to the tighter stacking and stronger coupling. However, the shi
between adjacent units reduces the monomer-orbital overlap.
Class III molecules exhibit the highest mobilities. This can be
traced back to the tight stacking and lack of charge traps due to
the vanishing dipole moments. In these molecules, a concentric
90� torsion in the cofacial arrangement maintains large orbital
overlap between the monomers.

Overall, uorination may enhance the mobility by more than
three to four orders of magnitude in the case of the naphthalene-
based molecules. However for Class III molecules, the stronger
electronic coupling values implies that the perturbative FGR
approachmay not be suitable. Strong electronic couplingmay lead
to delocalization, and thereby to band-like transport that could
further enhancemobilities.89,90We also point out that the diffusive
Einstein–Smoluchowski equation, eqn (3), assumes hopping-like
transport (although tunneling between adjacent molecules is
accounted for.42) In addition, entering the femtosecond regime,
transient nuclear non-equilibrium effects might arise, which are
not accounted for by the FGR approach used in this work.
However, in a recent analysis we nd that such transient effects
are only of minor inuence on the overall transition timescales.91

The molecule Pele-F6-T is predicted to exhibit a hole mobility
of about 30 cm2 V�1 s�1. For reference, the calculated mobility in
nonuorinated perylene in herringbone conguration (as in Class
I) is 0.07 cm2 V�1 s�1. Thus, uorination, in the case of the
Chem. Sci., 2017, 8, 6947–6953 | 6951
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perylene derivative, is seen to enhance the mobility by more than
two orders of magnitude. It should be noted that the measured
mobilities in perylene are 0.017 cm2 V�1 s�1 (electrons) and
0.02 cm2 V�1 s�1 (holes),92 while even higher electron mobilities
(2.0 cm2 V�1 s�1) have been reported under ultrapure conditions.93

In conclusion, the results reported in this paper shed light on
the circumstances under which selective uorination of organic
semiconducting molecules can enhance charge mobility. High
mobility is found when the functionalization is done so that the
overall molecular dipole moment vanishes. The quadrupole,
which is the leading electrostatic pole in such cases, can still lead
to tight packing, without risking the emergence of charge traps.
We also show that while Marcus rates can capture basic trends,
they differ quantitatively from the corresponding FGR rates.
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B. Lüssem and K. Leo, Nature, 2009, 459, 234–238.

10 S. Lamansky, P. Djurovich, D. Murphy, F. Abdel-Razzaq,
H.-E. Lee, C. Adachi, P. E. Burrows, S. R. Forrest and
M. E. Thompson, J. Am. Chem. Soc., 2001, 123, 4304–4312.

11 C.-Y. Kuei, W.-L. Tsai, B. Tong, M. Jiao, W.-K. Lee, Y. Chi,
C.-C. Wu, S.-H. Liu, G.-H. Lee and P.-T. Chou, Adv. Mater.,
2016, 28, 2795–2800.

12 L. E. Kreno, K. Leong, O. K. Farha, M. Allendorf, R. P. Van
Duyne and J. T. Hupp, Chem. Rev., 2011, 112, 1105–1125.

13 J. Kong, N. R. Franklin, C. Zhou, M. G. Chapline, S. Peng,
K. Cho and H. Dai, Science, 2000, 287, 622–625.

14 B. V. Harbuzaru, A. Corma, F. Rey, P. Atienzar, J. L. Jordá,
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