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bles logic via coupled automata
using a DNAzyme cascade with feedback†

S. Lilienthal,a M. Klein,a R. Orbach,a I. Willner,a F. Remacleab and R. D. Levine*ac

The concentration of molecules can be changed by chemical reactions and thereby offer a continuous

readout. Yet computer architecture is cast in textbooks in terms of binary valued, Boolean variables. To

enable reactive chemical systems to compute we show how, using the Cox interpretation of probability

theory, one can transcribe the equations of chemical kinetics as a sequence of coupled logic gates

operating on continuous variables. It is discussed how the distinct chemical identity of a molecule allows

us to create a common language for chemical kinetics and Boolean logic. Specifically, the logic AND

operation is shown to be equivalent to a bimolecular process. The logic XOR operation represents

chemical processes that take place concurrently. The values of the rate constants enter the logic

scheme as inputs. By designing a reaction scheme with a feedback we endow the logic gates with a built

in memory because their output then depends on the input and also on the present state of the system.

Technically such a logic machine is an automaton. We report an experimental realization of three such

coupled automata using a DNAzyme multilayer signaling cascade. A simple model verifies analytically

that our experimental scheme provides an integrator generating a power series that is third order in

time. The model identifies two parameters that govern the kinetics and shows how the initial

concentrations of the substrates are the coefficients in the power series.
Introduction

Modern digital logic uses the very same switching hardware to
solve a great variety of problems. Each switch has two values, on
and off. One limitation is the use of binary logic so that
a number specied to several digits in base ten needs a long
binary representation and many step processing. Physico-
chemical measurements typically provide a continuous readout
and we would like to directly use those continuous variables
without binning the readout interval into two or more discrete
regions. Therefore, ideally we would like to dene and imple-
ment logic operations on continuous variables. This will reduce
memory requirements and the number of cycles necessary to
process information. However, in addition we would like to
retain the simplicity, reliability and generality of switching (i.e.,
Boolean) hardware.

We aim here to show that a network of coupled chemical
reactions can be transcribed into a series of cascaded Boolean
logic gates. The set of gates that is provided by chemical kinetics
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is functionally complete in the sense of logic1,2 and therefore can
be used to implement any other gate. An additional signicant
point is that these Boolean gates accept and deliver continuous
variables. To demonstrate our ideas in a concrete setting we
report explicit experimental results for a physicochemical system
whose continuous change provides the numerical solution to
a problem that is usually solved using digital means. Further-
more we show that the solution can be cast in terms of Boolean
logic as used in computer architecture. We further show that the
assembled machine is a computing circuit that is modular, that
can be cascaded, that incorporates feedback and that is
programmable. It is the feedback that endows our component
logic units with their individual built-in memory.

Computing with molecules3–7 oen has a raw output that is
a continuous signal. This signal is usually binned into few
ranges, oen just two, sometimes three or four. Multilevel
logic,5,8–12 which is more compact, is enabled by discretizing into
more than two bins. However, there is an inherent loss of
information in binning continuous variables. Furthermore, with
three or more value logic variables there is the question of which
algebra to use or which set of gates is functionally complete. The
present approach, valid for networks of chemical reactions,
remains Boolean but using continuous input and output.

Computer circuits achieve their remarkable abilities by the
concatenation of small logic units. We show that for us
concatenation is possible using kinetic networks because
a species that is an output of one gate is recognized as an input
Chem. Sci., 2017, 8, 2161–2168 | 2161
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by another appropriate gate. Biochemical networks13,14 are
concatenated by the same principle. The implementation of
concatenation by chemical kinetics requires that one can reli-
ably recognize different species as being different.

To demonstrate our approach in a concrete setting we take
advantage of the exceptional recognition properties of oligo-
nucleotides.15 The structural and functional information within
the oligonucleotide sequence has been widely used to develop
computing circuits.7,15–19 Different DNA automata have been
reported using toehold-mediated strand displacement,20 the
application of DNAzymes11,21–24 or the use of sequence-specic
restriction enzymes.25,26 For example, the strand-displacement
principle has been implemented to use DNA as a universal
material for controlling the dynamic behavior of coupled
chemical reactions with non linear couplings,27 and systems
implementing large scale feedback digital logic28 and algo-
rithmic functions29 have been demonstrated.

In the present study we designed a cascade of three Mg2+-
dependent DNAzymes that act as a third order polynomial
function generator. The reaction scheme uses tailored effector
hairpins, predesigned functional sequences (see Table S1 of the
ESI,†), that exist in a stable hairpin structure at 20 �C and
include a single stranded loop to be cleaved by the respective
DNAzyme. The hybrid of the DNAzyme and the hairpin (see
Fig. 1), catalyzed by the Mg2+ ions, dissociates to regenerate the
DNAzyme.

The theoretical idea that enables continuous logic is, as we
suggested before,30 the use of the Cox point of view31–33 of
probability theory as propositional logic.34 In the simple
Fig. 1 The three layers of DNAzyme–hairpin (left) and their representatio
and H2 initially present in the system. D3 is regenerated, and this is the fee
is initially present in excess. The top layer generates D2, which is an inp
scheme. D2 reacts with H1, which needs to be present initially, preferab
hybridizes with FQ to release the fluorophore that provides the output. T

2162 | Chem. Sci., 2017, 8, 2161–2168
Boolean approach a proposition is either true or false so the
logic is two-valued. The Cox approach allows us to assign
a continuous number, the probability, to a proposition while
retaining the structure of logic. For an axiomatic approach that
allows using continuous variables for Boolean logic see ref. 35
and 36. Another route to continuous variables is to generalize
from a Boolean description, for example ref. 37 and 38.
Specically, using the Cox approach, we show how the Boolean
AND and OR logic operations1,2 applied to chemical reactions
can be assigned inputs that are continuous and which vary with
time. Our machines do not use the base sequence of DNA as
inputs or outputs and as such are different from automata
where the data structure is a base sequence.39,40 Our scheme
works with variables that are concentrations that change with
time in the manner of chemical kinetics. Each stage of the
complete machine produces an intermediate that is fed forward
to the next stage. Each stage also produces a feedback and
thereby we have a machine with a built in memory. Such
a machine can therefore be called an automaton.1 As an end
product our machines produce a uorescence that is moni-
tored, and this is the nal output.
Experimental
Implementation and readout of a three layered DNAzyme
cascade

The operation of the three layer DNAzyme cascade and its
equivalent logic circuit is schematically presented in Fig. 1.
More details are in the section Materials and methods, and in
n as three concatenated logic units (right). The reaction starts due to D3

dback that is also shown in the logic scheme. Only H2 is consumed and
ut to the second layer, and this is the feed forward shown in the logic
ly in excess. D1 is delivered to the bottom layer as a feed forward. D1

he cycle continues by the regeneration of D1. See text for more details.

This journal is © The Royal Society of Chemistry 2017
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Fig. 2 A one layer operation. The measured fluorescence at three
different temperatures, cited in degrees C (see inset) vs. time. The
straight lines are fits to the data. The kinetic scheme (eqn (1)) shows
(see Section II of the ESI†) that after an induction period the fluores-
cence increases linearly with time with a rate constant that increases
with temperature.
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Table S1 of the ESI,†. The detailed sequences corresponding to
the composite given in Fig. 1 are described in Table S1, ESI.†
Note that the colors in the respective sequence domains are
identical to the colored domains of the schematic constituents
shown in Fig. 1. The reaction system consists of three different
Mg2+-dependent DNAzymes, D1, D2 and D3, labeled (1), (2) and
(3) in Fig. 1, respectively. The reaction mixture also includes the
uorophore/quencher-functionalized ribonucleobase-modied
DNA strand FQ (4), acting as the substrate for D1 and two
hairpin structures, H1 (5) and H2 (6), acting as effector units for
the conjugation of the DNAzymes D2 and D3. In the rst reaction
layer D1 catalyzes the cleavage of its substrate, the uorophore-
modied strand (4). This cleavage results in the uorescence of
the uorophore released from the substrate (4) and provides the
readout signal. This signal is shown as F in the logic scheme.

There are two reaction paths that generate D1, as shown in
Fig. 1. D1 can be generated in the rst layer, and this is the
feedback shown in the logic scheme. This feedback is slightly
delayed because the reaction is not instantaneous, but it is fast
on the macroscopic time scale. In a second path D1 can be
generated in layer 2. In this way, D1 is the signal from layer 2
communicated to the layer 1 implementing cascade. The input
of D1 from layer 2 to layer 1 is also shown in the logic diagram
on the right of Fig. 1 as a D1 input to the lowest continuous state
machine. H1 (5) acts as the effector unit for the second reaction
layer. It is designed to implement two functions. Domains k, l
and m in the stem region correspond to the sequence of D1 and
thereby the signal to be delivered to the layer below will be
generated. Domains m, n and part of o represent the substrate-
sequence for the D2 DNAzyme. The caging of the D1 sequence in
hairpin H1 deactivates its catalytic activities. In the presence of
D2 and Mg2+ ions, the hairpin H1 is cleaved, yielding D1 and
regenerating D2. The sequence n, o is a waste product. The D2-
mediated generation of D1 delivers D1 to the rst layer. If layer 2
is operating there is no need for an initial concentration of D1 to
cleave (4). Similarly, hairpin H2 (6) includes the domains p and t
in the stem region and domains q, r and s as parts of the loop.
The domains p + q + r correspond to the caged sequence of D2,
while the domains r, s and part of t provide the substrate
sequence for D3. In the presence of D3 and Mg2+-ions, hairpin
H2 is cleaved to yield free D2 and regenerate D3, while gener-
ating the sequence s + t as waste product. The cleavage of H2

restores the concentration of D2 in layer 2 of the system.
The uorophore-labeled fragmented substrate generated in

the different DNAzyme layered structures provided a readout
signal for the activity of the respective DNAzyme cascade.

In summary, the operation of the bottom layer, layer 1, alone
provides a rst order reaction with the uorophore-labeled
fragmented substrate providing a readout signal. The directly
read uorescence output vs. time at three different tempera-
tures is shown in Fig. 2. There is a short induction time until the
concentration of D1 becomes steady and then the signal
increases linearly with time. Beyond that rst layer, layer 1 +
layer 2 couple the D2 and D1 DNAzymes and generate a second
order cascade where the uorophore-labeled fragmented
substrate generated in layer 1 provides the readout signal.
Similarly, coupling of D3 to D2 and D1 generates a third order
This journal is © The Royal Society of Chemistry 2017
catalytic cascade. The average over three replicas of the directly
read uorescence output vs. time for all three layers is shown in
Fig. 3 as dots. The continuous curves in Fig. 3 are a numerical t
using the kinetic scheme discussed below and in Section I of the
ESI.† The numerical integration of the non-linear rate equa-
tions was done using a Runge–Kutta h order scheme. In the
kinetics there are a number of conserved quantities, for
example the sum of the free and bound concentration of D3

(conserved sums are identied in the analytical results shown in
Sections II and III of the ESI†). During the numerical integration
we did not impose any of those conserved quantities but rather
used the computed sums to check that they are indeed
conserved as the integration proceeds. The time step in the
Runge–Kutta numerical integration was chosen to be small
enough that the conservation was better than one part in
a million.
Results
A kinetic scheme ts the data

The reaction scheme shown in Fig. 1 allows us to write
a conventional kinetic scheme where each layer has a bimolec-
ular hybridization step followed by a unimolecular fragmenta-
tion. The full scheme is shown in Section I of the ESI.† Shown
here in eqn (1) is the scheme for just the rst layer, where the
square brackets denote concentrations. If layer 1 is a stand-
alone as in the results shown in Fig. 2 then the feed forward
term from layer 2 is absent. In this case it is necessary to have
a nite initial concentration of the DNAzymes (1), D1, to start
the reaction. In the general case one need not do this and can
instead rely on the feed forward from layer 2. If there is no initial
concentration of D1 then the feed forward will result in an
induction time before layer 1 will uoresce. Aer this short
initial time the feedback built into layer 1 will replenish D1
Chem. Sci., 2017, 8, 2161–2168 | 2163
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Fig. 3 The experimentally measured fluorescence for the one layer
system (red diamonds), the two layer system (blue diamonds) and the
three layer system (green diamonds). Also shown as continuous curves
are numerical fits using the kinetic scheme (eqn (1)), one layer, and of
Section I of the ESI.† The numerical integration of the non-linear rate
equations was done using a Runge–Kutta fifth order scheme. The
values of initial concentrations are as in the experiments and the rate
constants are from Table 1. Each point shown as experimental is an
average over three measurements. The initial concentrations (in mmol)
are: one layer system [D1(t ¼ 0)] ¼ 0.66 and [FQ(t ¼ 0)] ¼ 4, two layer
system: [D1(t ¼ 0)] ¼ 0, [D2(t ¼ 0)] ¼ 0.66, [FQ(t ¼ 0)] ¼ 4, [H1(t ¼ 0)] ¼
4, three layer system: [D1(t ¼ 0)] ¼ 0, [D2(t ¼ 0)] ¼ 0, [D3(t ¼ 0) ¼ 0.66],
[FQ(t ¼ 0)] ¼ 4, [H1(t ¼ 0)] ¼ 4, [H2(t ¼ 0) ¼ 4].
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d½D1�ðtÞ
dt

¼ kþ½D2H1�ðtÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
feed forward from layer 2

� k�½D1�ðtÞ½FQ�ðtÞ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
hybridization

þ kþ½D1FQ�ðtÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
feedback

d½FQ�ðtÞ
dt

¼ �k�½D1�ðtÞ½FQ�ðtÞ
d½D1FQ�ðtÞ

dt
¼ k�½D1�ðtÞ½FQ�ðtÞ � kþ½D1FQ�ðtÞ

d½F�ðtÞ
dt

¼ kþ½D1FQ�ðtÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
rate of fluorescence output

9>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>;

1st layer

(1)
Table 1 Reaction rate constants of the bimolecular hybridization and
the unimolecular dissociation, see Fig. 1, eqn (1) and eqn (S1)†, ob-
tained by a fit to the experimental data as shown in Fig. 3 with the
kinetic scheme of eqn (S1)†

Layer/rate constant k� (mol�1 min�1) k+ (min�1)

Layer 1 600.0 0.02
Layer 2 1000.0 0.05
Layer 3 200.0 0.04
In the experiment the initial concentration of the uo-
rophore/quencher FQ is in excess, and in the numerical t of
the data to the kinetic scheme we allow its concentration to
depend on time. The result of the t is that layer 1 promptly
reaches a steady state where the concentration of the adduct
D1FQ reaches a steady value. Once steady state is reached the
uorescence increases linearly with time as seen in Fig. 2. The
kinetic scheme for the three layer system is discussed further in
Section I of the ESI.†

In the numerical integration of the kinetic scheme to t to
the experimental results the rate constants for hybridization
and fragmentation, k� and k+, are allowed to have different
values for each layer. The results of the numerical t for the rate
constants, given in detail in Table 1, are fairly similar values for
2164 | Chem. Sci., 2017, 8, 2161–2168
the three layers. The values of a few hundreds mol�1 min�1 for
k� and about 6 � 10�2 min�1 for k+ are consistent with esti-
mates41 based on the, here short, length of the strand that
participates in the hybridization and other known rates.41,42 The
kinetic characterization of the specic Mg2+-dependent DNA-
zyme was previously reported.41,42 The t to the experimental
data is shown in Fig. 3 as continuous curves. Possibly the t
could be improved by allowing a reaction that is the reverse of
hybridization, but the number of tting parameters becomes
excessive. For the case when the initial concentration of the
DNAzyme is not zero only for the topmost layer, the t shows
that the topmost layer is the rst to reach a steady state. A short
time later the next layer reaches a steady state, etc. When we
have three layers (green curve) as in Fig. 1, layer 3 delivers
a steady feed through of D2 to layer 2. Since layer 2 is being
pumped linearly in time it produces D1 with a rate that
increases linearly with time. Then the uorophore F is produced
with a rate that is quadratic in time. The uorescence output
rises as a cubic function.

To show analytically that the system produces a polynomial
that is third order in time and, in particular to show that
a special case is that this is an ‘integrator’ of the inputs of the
DNAzymes, we discuss a simplied model (where the rate
constants of each layer are identical, see below) that admits an
analytical solution. By an ‘integrator’ we mean that the system
integrates a function (of time) once, and then another time and
yet one more time etc. Each such integration step accepts an
input from the previous step and delivers an output to the next
step, and we have already discussed how this feed forward is
implemented, Fig. 1. For a three layer system the output in
terms of the initial concentrations of the DNAzymes and of any
initial concentration of a free uorophore is

½F�ðtÞ ¼ ½F�ðt ¼ 0Þ þ ½D1�ðt ¼ 0Þðt=sÞ þ 1

2
½D2�ðt ¼ 0Þðt=sÞ2

þ 1

6
½D3�ðt ¼ 0Þðt=sÞ3 (2)

This expression clearly shows how the different terms
depend linearly on the initial concentrations of the different
DNAzymes, concentrations that can be independently varied.
An explicit expression for the time scale s is obtained from the
kinetic model as discussed below, s¼ 1/xk. 1/k is the duration of
the induction period aer which eqn (2) is valid. So we need to
operate under conditions such that x < 1 to observe the power
series output. The numerical solution for the kinetics shows
This journal is © The Royal Society of Chemistry 2017
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that the initial concentrations govern the output of the three
layers even when the simplifying assumptions of the model are
not made, with an example shown in Fig. S1 of the ESI.† Also
shown in the ESI is Fig. S2†, which exhibits the concentrations
of the outputs of three concatenated layers at the rst seven
time steps of an Euler style integration of the differential
equations of the model. That the system acts as an integrator is
quite general; the model assumptions are necessary, however,
to get the same time scale for the three layers. The operation of
an integrator performing the same way as in eqn (2) but through
an analog electronic circuit is shown using conventional
symbols of electronic circuits in Fig. S3 of the ESI.†

An analytical model

The model is a limiting case designed to allow for an analytical
solution. We take the rate constants for hybridization and
dissociation to be the same for all three steps and take the
concentrations of the three substrates, H1, H2 and FQ to be
equal and to be in considerable excess such that effectively they
are not changing with time. The key reason for the shortcoming
of the model is the assumption that the rate constants for
dissociation and for hybridization have the same value for the
three layers. The t to the experimental data, see Table 1, shows
that this is only roughly the case.

The model identies a time constant of the problem, k,
common to all three layers

k ¼ k+ + k�[substrate] (3)

In terms of the numerical t to the experimental data we
have that k x 0.022 min�1. The model identies 1/k as the
induction time until the system settles to a steady operation.

A dimensionless variable that characterizes the steady state
is K¼ k�[substrate]/k+. In the model the value of K is taken to be
the same for all three layers. In terms of K we dene the
dimensionless fraction x,

x ¼ kþk�½substrate�
ðkþ þ k�½substrate�Þ2

¼ K

ð1þ KÞ2 (4)

x reaches a maximal value of 1/4 at K ¼ 1 and otherwise declines
rapidly (see Fig. S4 in the ESI.†) In themodel x determines the rate
of change of the long time uorescence. The smaller x is, the
longer the uorescence persists and so we prefer a value of x that is
as small as possible. In the experiment the concentration of the
substrate is only about 6 times larger than the concentration of the
DNAzyme. From the numerical t to the experimental data x x
0.1. Consistent with the analytical model, the numerical solution
of the kinetic scheme exhibits a long period of uorescence.

An analytic solution for the uorescence vs. time when only
layer 1 acts is derived in Section II of the ESI† with the nal result

Fluorescence ¼ ½F�ðtÞ
¼ ½F�ðt ¼ 0Þ þ ½D1�ðt ¼ 0Þðxð1� expð�ktÞÞ þ xktÞ

� ����!kt. 1 ½F�ðt ¼ 0Þ þ ½D1�ðt ¼ 0Þx
þ ½D1�ðt ¼ 0Þxkt

(5)
This journal is © The Royal Society of Chemistry 2017
here [F](t¼ 0) is the initial concentration of the uorophore that
is added to the system, if any. No free uorophore was added in
the experiments shown Fig. 2 and 3 above. [D1](t ¼ 0) is the
initial concentration of the DNAzyme of layer 1 and the time
scale s of eqn (2) is s¼ 1/xk. Eqn (5) for the uorescence vs. time
shows the essential features of the chemical kinetics; these
features will remain when we incorporate additional layers.
There is an induction period whose time scale is 1/k. When
exp(�kt) � 1 the steady state involving the DNAzyme and its
substrate is established and the device acts as an integrator
because it generates the adduct D1FQ at constant rate. This
longer time scale is 1/xk and it is distinguished from the
induction period when x < 1. In this regime the output is the
rst order polynomial function

Fluorescence ¼ [F](t) ¼ [F](t ¼ 0) + [D1](t ¼ 0)xkt (6)

where the coefficients of the rst order and zeroth order powers
are the initial concentrations of DNAzyme and of the uo-
rophore respectively. Under the condition that the substrate is
in excess and x, dened in eqn (4), is small, the numerical
solution of eqn (1) is in very good agreement with the model as
shown in Fig. S5 of the ESI.† When we include two layers in the
kinetics, the analytical solution of the model in the limit of
times longer that the induction is

Fluorescence���!x\1 ½F�ðt ¼ 0Þ þ ½D1�ðt ¼ 0Þxktþ 1

2
½D2�ðt ¼ 0Þx2k2t2

¼ fluorescence 1st layerþ 1 ½D2�ðt ¼ 0Þx2k2t2 (7)

2

The complete solution is given in eqn (S3) of the ESI.†
For the third layer the limit of longer times, xkt > 1 and fast

induction times, x < 1, which denes the three layer integrator
(compare to eqn (2)) is

Fluorescence/½F�ðt ¼ 0Þ þ ½D1�ðt ¼ 0Þxktþ 1

2
½D2�ðt ¼ 0Þx2k2t2

þ 1

6
½D3�ðt ¼ 0Þx3k3t3

¼ fluorescence 2nd layerþ 1

6
½D3�ðt ¼ 0Þx3k3t3

(8)

Eqn (6)–(8) show the capabilities of the integrator within the
model. Fig. S6† shows the close agreement of the analytical
model and the numerical solution. Fig. S7† shows the behavior
aer an induction period. Lastly, Fig. S8† shows the solution
when we solve the kinetic equations numerically or using the
model results in the regime that K, K¼ k�[substrate]/k+, is larger
than 1. A high value of K also leads to x < 1 as shown in Fig. S4.†
The difference between the two ranges, K < 1 and K > 1, is in the
strength of binding of the DNAzyme and its substrate. When K
is larger than 1 hybridization is favored, while when K is small
the adduct rapidly dissociates so that the substrate is in excess.
Either limiting case leads to x < 1, which is what we need for the
model to accurately mimic the real kinetics. Fig. S8† shows the
close agreement of the two for K ¼ 15.98.
Chem. Sci., 2017, 8, 2161–2168 | 2165
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The analytical solution of the model shows explicitly the
mapping of the chemical kinetics to a different mathematical
problem. In actuality, the experimental results are more robust
than the analytical model because even when the limiting
conditions, such as having the same rate constants for the
different layers, are not fullled, the output is a polynomial of
the third order with coefficients that can be controlled as shown
for example in Fig. S1 of the ESI.†
Discussion
Programmability

The computational program that the experimental system
implements is versatile because one can change both the inputs
and the kinetic parameters. In particular we have the option of
cascading different automata, leading the way tomodular design.
The diversity and generality of this paradigm are also achieved by
controlling the substrate recognition sequences and by the
implementation of many different metal ion-dependent DNA-
zymes.43–47 Different power series can be generated by varying the
initial concentrations of the DNAzymes. The concentrations of
the hairpins can also be used to change the power series. The role
of the two kinds of concentrations is by no means equivalent. As
seen from the kinetic scheme, forming a uorescing molecule
consumes a molecule of a DNAzyme and a molecule of its
substrate. But the DNAzyme is recovered and the substrate is not.
The substrate is continuously consumed and unless its initial
concentration is high enough the operation will soon cease. One
can vary initial concentrations of the DNAzyme and its substrate
independently. For the system to operate as an integrator one
needs for the variations to remain in the range where the ratio of
concentrations of DNAzyme to its substrate is small. The initial
temperature can only be varied in a limited range but (see Fig. 2)
the rate constant, the slope in the plot, shows quite measurable
variation with temperature. As discussed below the rate constant
is an input to the AND logic operation. Fig. 2 shows how
temperature provides a control variable for a system with only
one layer (eqn (6)). Ionic strength is another useful control vari-
able through its effect41 on the rate of hybridization reactions.
Scheme 1 A microscopic view of an AND between two molecules
implemented by the progress of a bimolecular event.
Continuous logic

The concentration of a species is effectively a continuous vari-
able. Typically even a small volume contains a very large
number of molecules. So a single sampling is sufficient because
a second sampling will, within experimental error, yield the
same value. Sampling measures the mean number of mole-
cules. P(A) is the probability of identifying a molecule as species
A and in chemical stoichiometry its value equals the mole
fraction of A. If the system is a pure substance P(A) ¼ 1 if all
molecules are A and P(A) ¼ 0 if none are. Chemical reactions
change the number of molecules of different species. The most
common reaction is the bimolecular reaction, which requires
the encounter of two molecules, say A and B. This very
description denes an AND operation because reaction occurs if
and only if both A and B are present. To a classical chemist
identifying a molecule as species A and identifying a molecule
2166 | Chem. Sci., 2017, 8, 2161–2168
as B are mutually exclusive events. In other words, a molecule
has an identity in the sense of the Aristotlean principle of
identity. To distinguish between the chemical symbol and the
logic proposition we use bold face characters such that A is the
proposition identifying a molecule of the system as species A.
Then, since A and B are independent the probability of identi-
fying a pair as molecule A and molecule B is P(AB) ¼ P(A)P(B).
This is a well known denition of probability theory for two
independent propositions. We show in Scheme 1 an interpre-
tation of the result P(AB) ¼ P(A)P(B) from a molecular level view
of a bimolecular reaction taking place during successive inn-
itesimal instants of time. On the macroscopic time scale many
additions take place during an innitesimal instant of time dt.
On a molecular scale, at successive instants A is a sequence of
0's and 1's. P(A) is the fraction of 1's in a very long such
sequence. On a molecular time scale P(A) uctuates between
0 and 1. On the macroscopic time scale P(A) changes mono-
tonically and slowly in time in accordance with the equations of
chemical kinetics. Similarly B is a sequence of 0's and 1's. A
Boolean logic ‘AND’ operation of A and B is shown below.
Clearly the long time fraction of 1's in the sequence C that is the
result of the multiplication is P(C) h P(AB) ¼ P(A)P(B).

Sometime ago Cox31,32 showed how to assign a continuous
number to the results of operations of Boolean algebra such as
AND within the framework of inductive logic. Cox showed that
his rules of operations on assertions are equivalent to probability
theory. In particular the probability of A and B is P(AB)¼ P(A)P(B).
Cox intended his axioms to cover the situation where probability
encodes a state of knowledge. But as Cox emphasized the most
accurate estimation of a numerical value for a probability is when
it is the frequency of realizing the proposition in a long run of
repeating identical experiments. Thereby Cox enables us to relate
the ‘and’ of kinetics to the AND operation of Boolean logic. To
conclude, P(A) is the frequency withwhichmolecule A is observed
in a long sequence of independent repeated samplings of mole-
cules. Chemical kinetics as usually understood is particularly
suitable to implement the frequency interpretation of probability
because any sample involves a very large number of molecules so
that the measured frequency of identifying a molecule as A is the
probability P(A). This is, of course, not the case for very small
systems in which case there can be uctuations.

The other binary denition that Boole used in his algebra is
OR. Boole used an exclusive disjunction or, in a current termi-
nology, an exclusive OR, denoted XOR. This excludes the two
events C and D from occurring simultaneously so that P(C + D)
¼ P(C) + P(D). The exclusive OR logic operation is just what we
need for chemical kinetics because, for example, an adduct A
can dissociate into product C or product D. Here too we use the
result, obvious to a chemist, that a molecule has an identity, it is
either C or D.
This journal is © The Royal Society of Chemistry 2017
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We also need the XOR because in general, more than one
reaction can contribute to a change of concentration. The logic
XOR and the chemical kinetics ‘or’ play corresponding roles
because the two manners of changing the concentration are
mutually exclusive, which is why the two reaction rates add as
shown in eqn (1). In the next instant of macroscopic time the
concentration of a molecule is changing by this reaction or by
that reaction.

The operation of an integrator exhibits a XOR when, say, the
concentration of a DNAzyme in the second layer, D2, is changed
either by the ongoing reactions or by an addition from the
outside. Thereby the uorescence output is a sum of terms.

Depending on the process, reactions can also act in an
opposite direction, which is how we represent the Boolean
negation. AND, XOR and NOT are together sufficient to generate
all possible logical operations.

The bimolecular reaction rate of A and B is proportional to the
product of the two concentrations, as shown for the hybridization
processes in eqn (1). Relating the reaction rate and the concen-
trations there is the reaction rate constant. This arises because
for reaction to take place, it is necessary for A and B to be both
present, but this is not sufficient. The two molecules need to
encounter and they need to react. The reaction rate constant
bears dimensions, so we need to discuss how to input it as
a proposition. Consider rst the simpler case of a unimolecular
reaction, for example the dissociation of the adduct D1FQ as
shown in eqn (1). We aim to show that the probability that D1FQ
dissociates in the short time interval dt is the dimensionless
quantity k+dt. In the kinetic scheme the only fate of D1FQ is
dissociation. So its concentration changes as [D1FQ](t + dt) ¼
[D1FQ](t)(1 � k+dt). In words, the probability of identifying D1FQ
at the time t + dt equals the probability of identifying D1FQ at
times t multiplied by (where this multiplication is equivalent to
an AND operation) the probability that it did not dissociate in the
time interval t to t + dt. In the kinetic eqn (1) the term �k+[D1-
FQ](t)dt is the probability of identifying D1FQ at the time t
multiplied by (hAND) the probability that it does dissociate in
the time interval t to t + dt. For a bimolecular reaction, say the
hybridization of D1 and FQ to form D1FQ, we can rst AND D1

and FQ and then AND the identication of the pair with the
probability k�dt to hybridize in the time interval t to t + dt. What
we conclude is that in a short time interval monitoring the
progress of a unimolecular reaction in a macroscopic system
mimics an AND gate with two inputs. Monitoring a bimolecular
reaction implements an AND gate with three inputs. In both
cases one of the inputs is determined by the relevant reaction rate
constant. Changing the rate constant by changing the tempera-
ture, as is shown in Fig. 2,is changing an input to the logic.

Conclusions

On the molecular scale of space and time, a bimolecular reac-
tion occurs when single molecules A and Bmeet and react. Such
an experiment can be realized in a crossed molecular beams
experiment.48 A single isolated A + B collision implements
a binary AND gate. On themacroscopic level a chemical reaction
is when billions upon billions of individual collisions occur
This journal is © The Royal Society of Chemistry 2017
independently and simultaneously on the macroscopic time
scale. This is the continuous AND gate that we discuss here. It is
a single macroscopic gate acting as very manymicroscopic gates
operating independently in parallel. The XOR gate is imple-
mented by a reaction branching into mutually exclusive prod-
ucts. The negation operation, NOT, is a unary gate. It is ‘not
identifying the molecule as A’. The different molecules are
mutually exclusive. Using a bar to denote negation we can write
P(Ā) ¼ 1 � P(A).

An essential ingredient in computing circuits is the ability to
transmit the output of one stage as input to the next stage.
Chemical kinetic networks are inherently able to do this feed
forward. A more specic chemical mechanism is the feedback,
which allows the system to respond taking into account its
present state. This enables a so called automaton logic opera-
tion. The feedback is also continuously variable so it mimics
a continuous state machine, rather than a nite state one. We
used the unique recognition and catalytic properties of nucleic
acids to design and implement the concatenated automata.
This allowed the construction of a machine where the output is
easily monitored and where the response of individual layers
can also be measured. We demonstrate that the cascade
implements an integrator. The continuous logic elements that
are introduced here could be implemented in biological
systems14 such as biochemical and/or signaling networks.

Experimental
Materials and methods

The operation of the third-order DNAzyme three layer cascade is
schematically presented in Fig. 1. The experiments were per-
formed in 10 mM HEPES buffer solution (50 mM NaCl, 25 mM
MgCl2, pH 7) at 20 �C (or other temperatures as indicated in
Fig. 2). The oligonucleotides were dissolved in distilled water
(pH ¼ 7) to yield stock solutions of 100 mM. All oligonucleotides
were purchased from Integrated DNA Technologies (IDT).

The concentrations of the hairpin structures, the concen-
tration of the inputs and the concentration of the substrates
were varied and specically indicated in the gure captions of
the respective experiment. The initial concentration of the u-
orophore-quencher, 4 � 10�6 M, was the same in all experi-
ments. The progress of the 1st, 2nd and 3rd order cascaded
layers was probed by following the time-dependent uorescence
changes upon cleavage of the uorophore-quencher modied
substrate (lex ¼ 494 nm lem ¼ 519 nm).

All DNA sequences were designed to minimize undesired
cross hybridization using NUPACK (http://www.nupack.org/).
The sequences are given in Table S1 of the ESI.†
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