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A method that can reliably predict protein—ligand binding free energies is essential for rational drug design.
Much effort has been devoted to this field, but it remains challenging especially for flexible ligands. In this
work, both a molecular mechanical (MM) method and a hybrid quantum mechanical/molecular mechanical
(QM/MM) method have been applied in the study of the binding affinities of methyl-a-L-fucoside to
Ralstonia solanacearum lectins. The free energy at the MM level was calculated using the double-
decoupling method (DDM) and the free energy change at each step was calculated via a series of
intermediate states using the Bennett acceptance ratio (BAR). The binding free energy agrees well with
the experimental measurement, no matter whether the general AMBER force field or GLYCAMO6j was
applied to the ligand. Nonetheless, slow convergence for some intermediate states has been observed,
which requires substantially longer simulations than were used in many other studies. The QM/MM free
energy was calculated by thermodynamic perturbation (TP) from the MM states. This strategy has been
shown to yield minimal variance for the calculated free energy without direct sampling at the QM/MM

level in a previous study. However, after this MM-to-QM/MM correction, the agreement with the
Received 3rd June 2017 imental value d d. This stud implication of the demand for substantially |
Accepted 17th July 2017 experimental value decreased. This study serves as an implication of the demand for substantially longer

simulations for the alchemical process than those that were used in many other studies and for further

DOI: 10.1039/c7ra06215] improvement of QM/MM methods, especially the description of interactions between the QM and MM

rsc.li/rsc-advances regions.

Open Access Article. Published on 07 August 2017. Downloaded on 1/21/2026 5:18:15 PM.

(cc)

Introduction

Carbohydrates, like other biomolecules such as proteins and
nucleic acids, are essential components of life. Emerging
evidence suggests a pivotal role for carbohydrate-protein
interactions in participating in and regulating a broad range of
biologically relevant processes such as cell-cell adhesion, cell
differentiation and in-cell signaling.' Aside from this, such
interactions are associated with a vast array of diseases such as
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viral> and bacterial infections,** lysosomal storage disorders,’
inflammatory processes, immune system response,” and
neurodegenerative disorders.® Carbohydrates are sorted by size
into four chemical groups, viz. monosaccharide, disaccharide,
oligosaccharide, and polysaccharide. The open-chain and the
closed-ring forms often coexist in a monosaccharide and the
latter is more common. In cells, it is found that the majority of
carbohydrates are attached to proteins or lipids.® A variety of
proteins are involved in carbohydrate interactions and recog-
nitions, including enzymes, antibodies, sugar transporters and
lectins.'® The elucidation of the mechanisms that modulate
protein recognition in the carbohydrate-combining sites is
clearly of immense importance."* Lectins hold the promise to
bind mono- and oligosaccharides reversibly with high speci-
ficity.’ Each lectin protein conventionally possesses two or
more carbohydrate-binding sites.’® Currently, carbohydrate-
based drug design presents enormous opportunities for thera-
peutic development and has become one of the novel frontiers
in pharmacology and medicinal chemistry.*>'® For instance, the
inhibition of the binding of adhesin proteins to host glycans
provides possibilities for anti-adhesion therapies."* Developing
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and improving theoretical methods to predict the binding
affinity between carbohydrates and carbohydrate-binding
proteins is currently a central issue of many studies.'>'®
Numerous investigations'’** have been focusing on the binding
free energy calculations of lectin-carbohydrate complexes, with
approaches at different levels of complexity and sophistication.

Alchemical free energy calculation methods are widely
employed in the calculations of both relative and absolute free
energies. For the calculation of absolute binding free energies,
the most widely used method nowadays is the double decou-
pling method (DDM).**?* The free energies of binding are
achieved by switching off the interaction of the ligand with its
surroundings progressively. Based on a non-physical thermo-
dynamic cycle, the binding free energy is computed as the sum
of multiple intermediate steps during the cycle. However, it is
impractical to leverage this method directly as the decoupled
ligand can drift away from the binding site and move around in
the simulated system. Thus, the endpoint and the intermediate
standard states of the ligand cannot be defined correctly, which
is detrimental to convergence.”** To solve this problem,
intermediate alchemical states with restraint potentials on the
translational and rotational degrees of freedom relative to the
protein are introduced. Then, the free energy contribution
associated with these restraints can be subtracted analyti-
cally.®** It is evident that both geometrically unbinding
methods using the potential of mean force (PMF) and alchem-
ically unbinding methods can be used for the calculations of
free energies associated with ligand—-protein binding.*®* Gener-
ally, geometrically unbinding methods are employed with
a superiority for charged ligands.”® Whereas, alchemically
unbinding methods are more suitable for ligands deeply buried
in the interior of a receptor.?® Recent reviews on alchemical free
energy calculation methods can be found in ref. 26 and 29-33.

Over the past decade, a variety of carbohydrate force fields
such as AMBER,* CHARMM,*? GLYCAM,** GROMOS,**
OPLS,*"*> TRIPOS,* and MM4 (ref. 44-46) were developed with
different functional forms and components, and have been
applied to a wealth of studies related to glycans as well as
carbohydrate-protein binding complexes.””™* Most of the
carbohydrate force fields (CHARMM, GLYCAM, GROMOS,
OPLS, etc.) are developed to be compatible with simulations in
the wider context of biomolecular (proteins, lipids, and nucleic
acids) force fields in order to avoid the differences in force field
parameterization protocols and/or functional forms between
them. Therefore, these carbohydrate force fields adopt similar
functional forms as biomolecular force fields including energy
components of bonds, angles, torsion, Lennard-Jones interac-
tions, electrostatic interactions and improper torsion.*
However, the development of carbohydrate force field parame-
ters is hampered by several difficulties. (1) The structural study
of carbohydrates is complicated by virtue of their exceptionally
high number of chiral centers.”® (2) Subtle electronic effects
occur during conformation changes such as the anomeric, the
exo-anomeric, and the gauche effects.”** These electronic
features make the prediction and modeling of the structural
and electrostatic landscapes quite challenging.”® (3) The
monosaccharide units can be connected in a variety of ways.
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Therefore, oligosaccharides and polysaccharides have the vast
majority of achievable linear and branched conformations.
Additionally, the glycosidic linkages and the ring conforma-
tions are highly flexible, resulting in an enormous conforma-
tional space and a huge number of possible low-energy
conformations.* (4) It would be fairly difficult to mimic the
situation by classic force fields where the open-chain form and
the closed-ring form coexist in the monosaccharide.*® Overall,
carbohydrate force fields appear to be reaching a limit in terms
of what is possible within its conventional functional
form.****»>* This implies that carbohydrate force fields are in
need of improvement in order to predict the ring conformation
preferences, describe the electrostatic characteristics, and treat
the flexible glycosidic linkages. However, force field refinement
is a time-consuming process, and it normally takes years to
validate the new parameters.

The hybrid quantum mechanical/molecular mechanical
(QM/MM) method has become a sought-after tool, which has
been extensively applied in the studies of enzyme catalysis, drug
design, and protein engineering.”> QM/MM calculations
circumvent the need for parameterization and explicitly
consider polarization, charge transfer, and many-body
effects.®®> QM/MM approaches have been applied to the
calculations of protein-ligand interaction frequently by
combination with associated free energy estimators.***®
However, in order to calculate ensemble averaged properties
such as free energy, uncorrelated samples are necessary. For
biological systems in the condensed phase, the energy correla-
tion time is usually on a scale of picoseconds. In order to obtain
a reliable ensemble average, the simulation time should not be
shorter than one nanosecond, which requires 10° propagations
with a normal time step on the femtosecond scale. For most
cases, direct QM/MM simulations are not feasible for free
energy calculations because of the enormous computational
expense. Therefore, reference-potential methods were devel-
oped,® in which energy and probability corrections are applied
to a restricted number of structures from a low level simulation,
and the free energy difference between the low level and the
high level Hamiltonians is obtained by reweighting the snap-
shots from low level simulations with the energy difference
between these two Hamiltonians.*® This process can be ach-
ieved using various methods, namely, non-Boltzmann thermo-
dynamics perturbation (NBTP),>** non-Boltzmann Bennett
acceptance ratio (NBB),*** MBAR® and BAR + TP.**® It has
been proved both analytically and numerically that the BAR + TP
method provides more precise results than NBB with only half
of the expense of QM/MM calculations.®® BAR + TP is a special
case of MBAR.*

In this work, the absolute binding free energy of Ralstonia
solanacearum lectins (RSL) in complex with methyl-a-L-fucoside
was calculated using the double-decoupling method. The
structure is shown in Fig. 1. Both the general AMBER force field
and GLYCAM were applied to methyl-a-L-fucoside and the
results were compared. At each step in the double-decoupling
process at MM level, the free energy change was calculated
using BAR. Finally, the binding free energy at the QM/MM level
was estimated from the MM level via thermodynamic
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Fig.1 (A) Structures of RSL bound with methyl-a-L-fucoside. (B) Residues within 5 A of methyl-a-L-fucoside are highlighted. The aromatic side-
chain of Trp76 is parallel to the two apolar faces of methyl-a-L-fucoside, and is stabilized by the CH—-m interaction between them. The larger
apolar face is defined by the C3, C4, C5, and C6 atoms on the sugar ring, and the smaller apolar face is created by the C1, C2, and O5 atoms. (C)

Methyl-a-L-fucoside forms six hydrogen bonds with the receptor.

perturbation, without running formidably expensive QM/MM
dynamics.

Method

Free energy calculation

For protein-ligand binding, the equilibrium constant can be
expressed as*

Lmd(L) Jd(X)e*’U

m_J@g@mmm—ﬂﬁanW’

1)

where L and X are the coordinates of the ligand and the
remaining molecules (protein and solvent), respectively. U is the
energy of the whole system. § is the inverse of kgT, kg is the

38572 | RSC Adv., 2017, 7, 38570-38580

Boltzmann constant and 7 is the temperature. r.,, is the
position of the center of mass (COM) of the ligand and r* is an
arbitrary location in the bulk region. The denominator is the
partition function of one state where the COM of the ligand is
fixed at 7*, far away from the binding site, and the numerator is
the partition function of the other state where the ligand resides
in the binding pocket of the protein. Calculating the free energy
difference between these two states directly is impractical. One
efficient strategy is the DDM and the corresponding non-
physical thermodynamic cycle is shown in Fig. 2. In this ther-
modynamic cycle, the interaction between the ligand and the
bulk solvent is turned off in the first step, of which the free
energy cost equals to the solvation free energy. Then, extra
potentials are added to restrain the translational and rotational
degrees of freedom of the ligand in the gas phase with the

This journal is © The Royal Society of Chemistry 2017
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Fig.2 Alchemical thermodynamic cycle utilized in the calculation of the absolute binding free energies. In the first row are the states under the
QM/MM Hamiltonians, with the ligand in either bulk water (a) or in the binding pocket (h). Other states are under the MM Hamiltonians. The MM to
QM/MM free energy changes are carried out using one-step thermodynamic perturbation in both bulk water (AGRM_, am/mm) and the binding
pocket (AGRHE _, qmymm)- In state ¢, the ligand is decoupled from the water solvent and the free energy for decoupling (AGPY™ is calculated using
BAR. In state d, the ligand is clipped in space by adding restraints on six degrees of freedom, and the free energy penalty for applying these
restraints (AGPYY) is calculated analytically. In state e, the ligand is decoupled from its environment in the binding pocket but is clipped in space by
restraints of the same strengths. At state g, the ligand is fully coupled to its environment without any restraints applied. The free energy difference
(AGSEe — AGS') between state e and state g was calculated directly, bypassing state f where the ligand is fully coupled to its environment and the
restraints are also applied.

restrained coordinates defined as shown in Fig. 3A. In the
binding pocket, the interaction between the ligand and its
surrounding environment is turned on gradually. Finally, the
added restraints on the ligand are removed in the binding site.
Therefore, the absolute binding free energy can be
expressed as*

[KbCO] _ AG§ite _ AG-bUlk _ AGSite + AGbulk [2)

int int t+r t+r

1
AGgiud = _E In
where C° = 1/1660 A*. When the ligand has a symmetry number
(which is denoted as o) larger than 1, a correction term should
be added to fix the error caused by the restraint. The standard
concentration C° and symmetry number ¢ have been included

(A)

Fig.3 (A) Restraints on the ligand. Ly, L, and Lz are ligand atoms. The atom which is the closest to the center of mass of the ligand was chosen as
Ly. Py, P», and P3 are protein atoms which are picked randomly. (B) Illustration of the employed BAR + TP method.
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into the calculation of AGPYX? which can be estimated
analytically. AGHYT, AGEY* and AGH can be calculated via
a series of intermediate states and post-processed by BAR.

The free energy difference between adjacent states, of which
the potential energies are denoted as U, and U; respectively, can
be estimated by BAR as

_ 1 f(=U+ U+ O)),
M= T o o,

where fdenotes the Fermi function 1/(1 + exp(6x)), n, and n, are
the number of configurations sampled on the U, and U;
surfaces respectively, and

+C, (3)

1 np
C=A4A+-=1In—. 4
5 (4)

The absolute binding free energy obtained on a MM poten-
tial can be corrected to a QM/MM Hamiltonian by the TP
method. The correction term can be estimated by the following
equation

AG™" = —% ln<e4wbids>MM, (5)

where (...)mm denotes the average over the conformations
harvested under the MM potential. V" is the biasing potential
defined as the energy difference between the QM Hamiltonian
and MM Hamiltonian. When the total energy difference is used
as the biasing potential, it is difficult to obtain convergent
results. Although not theoretically rigorous, using the interac-
tion energy difference as the biasing potential (denoted as

irﬁsr) accelerates the convergence of results and the polariza-
tion effect in the quantum mechanical treatment of the solute
molecule has already been taken into consideration explicitly.*®
In Fig. 3B, the final corrected absolute binding free energy can
be expressed as

M/MM MM bulk it
AGININM = AGhiNine — AGRIN —ommm + AGMM — ommm- (6)

Molecular dynamics simulations

Simulation setup. The initial structure of RSL complexed
with methyl-a-i-fucoside was obtained from the protein data
bank (entry 2BT9). The structures of RSL bound systems are
shown in Fig. 1. Six methyl-a-1-fucoside molecules bind to three
monomers of RSL in this crystal structure, all of which were
kept in the simulations. Methyl-a-L-fucoside was modeled with
both GAFF and GLYCAMO6j force fields.>” The protein was kept
as a trimer and was parameterized with the Amber14SB force
field. The complex was solvated in a TIP3P* water box with the
minimum distance between the solute and the boundary of the
box no less than 15 A. All molecular simulations were carried
out with AMBER 14 (ref. 68) suites of the program.

In order to remove close-contact in the system, an energy
relaxation with 3000 steps was carried out using a steepest
descent algorithm. Then, the entire system was heated up from
0 to 300 K in 100 ps, followed by an equilibration simulation for

38574 | RSC Adv., 2017, 7, 38570-38580
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Table 1 The length of MD simulations (in a unit of ns) in the DDM
calculations. Shown in parentheses are the number of snapshots
utilized in the TP calculations

bulk site site bulk site
Force field AGine: AGind — AGHy  AGum—ommm  AGum—ommm

GAFF 50
GLYCAM 50

>50
>50

200 (10 000)
200 (10 000)

300 (6000)
300 (6000)

400 ps. The production run was carried out in an NPT ensemble
with isotropic periodic boundary conditions at 300 K. The
temperature was regulated using the Langevin dynamics with
a collision frequency of 1 ps—". The integration time step was set
to 1.0 fs and SHAKE® algorithm was applied. The particle mesh
Ewald””* method was used to calculate the long-range elec-
trostatic interactions, and the cutoff on non-bonded interac-
tions in real space was set to 12 A. The trajectories were saved
every 10 ps. Varying simulation lengths, which are collected in
Table 1, were utilized for each step of the transformation in the
thermodynamic cycle determined by the convergence rate.
Double-decoupling free energy simulations. Alchemical
double decoupling calculations were performed using the non-
physical thermodynamic cycle illustrated in Fig. 2 (see states
b to g). For the calculations from state b to ¢ and those from e to
f, the van der Waals and the Coulomb interactions of the ligand
with its environment were turned off gradually using an
alchemical pathway. A total of 21 windows were used in the
transformation from state e to state g, in which the ligand is
decoupled from the binding pocket in the receptor, and 12
windows were used in connecting state b to state c, where the
ligand is decoupled from the bulk solvent (see Table S17 for the
specific 1 values). For these calculations, A = 0 stands for the
state where the ligand has full interaction with its surround-
ings, while A = 1 represents the state with the ligand decoupled
completely from its surroundings. In order to reduce the
statistical error, state e was directly converted to state g,
bypassing state f. The translational and rotational restraints
(shown in Fig. 3A) were added using harmonic potentials. This
translational restraint potential has the following form

1 1 1
Ui(r,0,¢) = Ekl (r—ro)’ + zkz(o —00)° + §k3(¢ —¢)°, (7)

where k;, k, and k; are the associated force constants. For
rotational restraints, the restraint potential is defined as

1 1 1
Ur(a,8,7v) = §k4(0‘ — )’ + §k5(5 —Bo)’ + §k6(7 -7’ (8)

The free energy changes in the processes (b to c, e to g) were
estimated using the BAR method. The free energy in terms of
the change of state c to d was estimated by the same formula
used in ref. 23 analytically.

Quantum mechanics/molecular mechanics calculations. In
the QM/MM calculations, the ligand was treated by QM
methods, and the rest were studied with MM force fields. The
differences in the interaction energies, instead of the total

This journal is © The Royal Society of Chemistry 2017
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energies,*® between the QM/MM and the MM Hamiltonians
were used as the biasing potential (V°*%), which is defined as

o = AR AEQMN - AR, ()

where AEMM and AESM™M gre the electrostatic energies of the
ligand interacting with its surroundings at the MM and QM/MM
levels respectively, and AEQ}™™ stands for the wave function
distortion energy. This approximation is based on the
assumption that the MM Hamiltonian can well reproduce the
internal energy of the molecule under the QM Hamiltonian. In
order to calculate the interaction energy at the QM/MM level,
single-point energy calculations were performed twice, ie.,
under vacuum and in the embedding potential. All the QM/MM
single-point energy calculations were performed at the BLYP/6-
31G* level”” using Gaussian 09,”* which showed competitive
accuracy against some more sophisticated functionals in
a recent study, even though a part of the accuracy could have
resulted from a cancellation of errors.” The simulation lengths
of methyl-a-i-fucoside for the TP calculations in the bulk solu-
tion and in the binding site were 200 ns and 300 ns, respectively
(see Table 1). The quantum mechanical calculations were per-
formed for states b and g, which are the endpoints of the MM
simulations. The illustration of the alchemical double decou-
pling method in conjunction with the TP method is presented
in Fig. 3B. During the QM/MM calculations, the periodic
boundary condition was not applied and the molecules in the
central unit cell were considered. The ligand was placed at the
center of the box and was described at the QM level. The protein
and water molecules were described at the MM level. For the
QM/MM corrections, 10 000 frames were used in bulk water and
6000 frames were used in the binding pocket.

Results and discussion

Force constants of the applied restraints

In this work, the strengths of the six restraints in GLYCAM and
GAFF simulations were carefully chosen in order to make the
distributions of the restrained distance and angles/dihedrals at
state e consistent with the distributions of the degrees of
freedom at state g (see Fig. 2 for the definition of states). This is
critical to guarantee sufficient overlaps between these two
states. The force constants utilized are listed in Table S3.f
Because of the difference in the parameters of GAFF and GLY-
CAM, different force constants were used for the restraint
potential. Fig. S1 shows the RMSD fluctuations of the heavy
atoms of the protein (solid black line) as well as the ligand (solid
red line) during the simulations, implying that the simulated
system under both GAFF and GLYCAM force fields was fairly
stable and methyl-a-i-fucoside possessed some flexibility in the
pocket. The distributions of the six coordinates associated with
the translational and rotational degrees of freedom (DOF)
(namely, r, 6, ¢, «, 8 and v) in the simulations are shown in
Fig. S2.7 Their means and root mean square fluctuations
(RMSFs) are collected in Table S4.f Employing GAFF for the
ligand, in the decoupled but restrained state e, the means of the
six DOF can well reproduce those in the unrestrained but
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coupled state g. The RMSFs show small deviations, which are
acceptable. The largest deviation is seen for « (1.32°). Similar
results can be observed in the simulations using GLYCAM, with
the largest deviation seen for ¢ (1.30°). Sufficient overlap in
these distributions is critical for the free energy calculation
between state e and state g.

Long autocorrelation time for the weak binding intermediates

The decay of auto-correlation functions over time for several
intermediate states in the binding site is quite slow under both
GAFF and GLYCAM force fields. The plots of time correlation
functions from the simulations employing GAFF and GLYCAM
force fields are presented in Fig. S3 and S4f respectively.
Correlation may reduce the effective number of the samples,
because when two samples are not independent of each other,
the second sample can only be taken as a fractional one.
Therefore, the number of uncorrelated samples is smaller than
the actual number of samples, which may increase the variance
of the calculated means. The number of uncorrelated samples is
defined as N/g, where g is defined in eqn (20) in ref. 76. The
number of uncorrelated samples for windows 9 (A = 0.4), 10 (A =
0.45),11 (A =0.5), and 12 (A = 0.55) was 9, 8, 8, and 91 when the
ligand was parameterized by GAFF. While employing the GLY-
CAM force field, the number of uncorrelated samples for
windows 9 (2 =0.4), 10 (A = 0.45), and 15 (A = 0.7) was 6, 13, and
8. Such small numbers of uncorrelated samples can be ascribed
to the multiple binding modes of the ligand in the pocket when
the interaction between the ligand and the receptor is weak.
Evidence can be partly found in the displacement of the
restrained distance (7) as shown in Fig. S5.f When A = 0.4, 0.45,
0.5, and 0.55, the restrained distance has remarkable fluctua-
tions implying that when its interaction with the protein is
weak, the ligand explores the phase space and searches for more
favorable binding patterns within the pocket in order to lower
the free energy. However, the seeking process requires
a considerably long time to assess various binding positions
and orientations, leading to a long correlation time (even
reaching a time scale of ns), especially when the ligand is
trapped in several favorable regions in the pocket. The GLYCAM
force field has similar behavior as shown in Fig. S6.1 It can also
be observed that these long-time-correlation trajectories appear
constantly for A around 0.4 and 0.7, which is caused by the
implementation of soft-core potentials and has been reported
elsewhere.”” The restrained angles and dihedrals presented
similar trends for these intermediates (data not shown). The
MD simulation time of these windows was lengthened to over
70 ns. Before calculating the free energies of AGLE — AGEY, we
discarded the first 30 ns for A = 0.4 and 35 ns for A = 0.5 in the
trajectories employing GAFF, and discarded the first 20 ns for
A = 0.4 and 25 ns for A = 0.45 in the trajectories utilizing the
GLYCAM force field, which were considered as the time for the
ligand to search for more favorable binding modes.

Alchemical binding free energies

Because long time simulations were conducted and the
ensemble means were calculated over large samples, the

RSC Adv., 2017, 7, 38570-38580 | 38575
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standard errors of AGh X and AGE™ — AGE™ are very small with
the largest one being 0.07 kcal mol~'. With these negligible
uncertainties, all the free energy components are unambigu-
ously determined. AGh™ is the energy penalty in turning off the
interaction between the solute and the solvent in aqueous
solution, which is the solvation free energy of the solute mole-
cule. Employing GAFF, the solvation free energy of methyl-o-1-
fucoside is —15.92 keal mol . While employing GLYCAM, the
solvation free energy of this ligand molecule is slightly larger
(more negative), which is —16.52 kecal mol~". The difference is
only 0.6 kcal mol " and is within 5 percent of the total solvation
free energy. For homogeneous environments such as water and
vacuum, AGPYX can be calculated analytically.® Because
restraints with different strengths were utilized, there is a small
difference (0.4 kcal mol™') in AGPY under the two force fields,
which are 11.84 kcal mol ' for GAFF and 11.41 kcal mol " for
GLYCAM. These two force fields yielded very close results for
AGSY — AGS, which are —37.32 kecal mol™* and —37.27 kcal
mol ™" for GAFF and GLYCAM respectively. The difference is
only 0.05 kcal mol . With these free energy components and
the thermodynamic cycle in Fig. 2, the binding free energy at the
molecular mechanical level can be calculated, and is —9.56 kcal
mol ' and —9.34 kcal mol ™ *. These calculated binding affinities
are slightly stronger than the experimentally measured binding
affinity (—8.4 £ 0.3 kcal mol™" (ref. 77)). This difference may
have originated from the many approximations adopted during
the calculations, one of which is the representation of methyl-a-
t-fucoside.

The free energies (see Table S5t) calculated from short
simulations may deviate from those from the long simulations.
When only 5 ns trajectories were used in the calculations of
AGH. the results differ by nearly 2 keal mol~* for GAFF from
that based on the 50 ns trajectories. But for the GLYCAM force
field, these 5 ns trajectories already provided converged results
for AGPY%, The different behaviors of the GAFF and GLYCAM
force fields may come from the different ruggedness of their
corresponding potential energy surfaces (PES) when the ligand
is in the binding pocket. This can be attributed to the difference
between the GAFF and GLYCAM force fields, especially the
difference in atomic charges. The partial charges of the GLY-
CAMO6 force field are calculated by restrained fitting to the
electrostatic potential (ESP) from QM -calculations but are
scaled to reproduce crystal unit-cell geometries. Unique charge
sets are also provided for a-anomers. Besides, in order to
reproduce molecular ESPs properly, GLYCAMO06 adopts
ensemble-averaged partial charge sets which are specific for
each anomer. Moreover, restraints are employed to ensure that
the charges on aliphatic hydrogen atoms are zero." The van der
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Waals parameters in GLYCAMO6 are taken from AMBER
PARM94. The parameters for torsion terms are obtained by
fitting to QM rotational energy curves.*® As shown in Fig. S7,}
the atomic charges from the GAFF and GLYCAM force fields
have evident differences. The methyl hydrogen atoms have no
partial charge in the GLYCAM force field, which may smooth
the PES. These differences have a great influence on sampling,
which further leads to the differences in the calculated free
energies. GLYCAM serves as a specialized force field for carbo-
hydrates, showing its superiority while conducting the simula-
tions involving carbohydrates. GAFF is a general force field for
most organic molecules but is not specialized for carbohy-
drates. For the solvation free energy, however, it is relatively
easier to reach convergence. Thus, long-time simulations and
short-time simulations have only negligible discrepancies. For
instance, under the GLYCAM force field, the solvation free
energy was —16.66 kcal mol ! in a 10 ns simulation. A more
lengthy simulation (50 ns) provided a slightly smaller solubility
(—16.52 kcal mol ™). Such a small difference suggests that the
calculation of the solvation free energy of methyl-a-L-fucoside
has reached convergence. Similarly, GAFF achieves convergence
quickly with the evidence that the solvation free energy has only
a slight change (0.06 kcal mol ') while increasing the MD
simulation time from 10 to 50 ns.

In our QM/MM calculations, methyl-a-i-fucoside is
described using quantum mechanics at the BLYP/6-31G(d)
level, in which the discrete point charges are replaced by
continuous electron densities and its Coulomb interaction with
the environment is calculated at the QM level. However, in order
to avoid expensive QM/MM molecular dynamics simulations,
the QM/MM free energies were calculated using thermody-
namic perturbations from the MM Hamiltonian to the QM/MM
Hamiltonian. The results are listed in Table 2. The corrected
free energies from GAFF to QM/MM are smaller than those from
GLYCAM to QM/MM, which may be because atomic charges in
GAFF are fitted from electrostatic potentials at the QM level and
are more compatible with QM methods. For the solvation free
energy in bulk water, the correction from GAFF to QM/MM
(AGhm— oummm) is only 0.44 keal mol ™, while that from GLY-
CAM to QM/MM is —1.21 kcal mol ™. After the MM to QM/MM
correction, the solvation free energies at the QM/MM level are
—15.48 keal mol™* and —17.73 kcal mol . Although both of
these solvation free energies are at the same QM/MM level, this
difference is not unexpected. The van der Waals interactions
between the QM and MM regions in the QM/MM Hamiltonian
were borrowed from the force fields in this work. Besides, the
biasing potential was not rigorously calculated. Instead, the
biasing potential was calculated as the difference in the

Table2 The binding free energies of RSL when in a complex with methyl-a-L-fucoside at the GAFF and GLYCAM force fields. All data are in units
of kcal mol™. The experimental binding free energy is —8.4 + 0.3 kcal mol™*

Ligand FF AG]iDr:Jtlk AGgurlk AGisri.tte - AGfitre AGmnMding AGE/}K/][;QM/MM AGgllclleM AGls\thlxea—>QM/MM AGSi]\rfz/ilivxllg
GAFF —15.92 £+ 0.05 11.84 —37.32 £ 0.03 —9.56 + 0.06 0.44 £ 0.06 —15.48 £+ 0.09 —1.04 £ 0.13 —11.04 £ 0.15
GLYCAM —16.52 4+ 0.07 11.41 —37.27 £ 0.03 —9.34 + 0.08 —1.21 £+ 0.06 —17.73 £ 0.12 —4.10 + 0.07 —12.23 £ 0.12
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interaction energies by assuming that the potential energy
surfaces of the isolated QM region were the same under the QM
and MM Hamiltonians. Therefore, the exact Hamiltonians
corresponding to these two QM/MM solvation free energies
were not the same. In the binding pocket, the correction free
energy from GAFF to QM/MM is —1.04 kcal mol ', and that
from GLYCAM to QM/MM is —4.10 kcal mol . The difference is
over 3 keal mol . The final binding free energies at the QM/MM
level are —11.04 kcal mol™* and —12.23 kcal mol™*, which
deviated further from the experimental measurement.

It might be surprising that this QM/MM method yielded
worse results than the MM method, although the former one is
far more demanding than the latter one. It can be explained that
the MM method used in this study has been well parameterized
but the QM/MM method is yet to be calibrated. Albeit there is
rigorous treatment of the intramolecular interaction for the QM
region at the density functional theory level, the intermolecular
interaction between the QM and MM regions has not been well
parameterized. In this QM/MM study, like in most of the QM/
MM studies, the interaction between the QM and MM regions
included only electrostatic and vdW interactions. The QM
region was embedded in the point charges of the MM atoms
and the electrostatic interaction between the MM and QM
atoms was calculated as the interaction between the point
charges and the diffusive electron density. Since no Pauli
repulsion is considered, there are no forces that can prevent
electron density from spilling out into the MM region.”®” It is
well know that this undamped Coulomb interaction over-
estimates the interaction because a point charge is not a good
approximation for the atoms in the vicinity of the QM
region.®**® This Coulomb interaction can be corrected by
introducing a damping factor or by smearing the charge
distribution on the MM atoms. Moreover, the vdW interaction
between the QM and MM regions is not calibrated consistently
with the Coulomb interaction. Instead, the vdW interactions
were calculated at the MM level, which does not depend on the
electron density of the QM region. Although this vdW scheme is
inexpensive, it can introduce considerable errors into the
results.> "

Conclusion

In this work, the binding affinity of methyl-a-L-fucoside to RSL
was studied at both molecular mechanical and quantum
mechanical/molecular mechanical levels and further with TP
correction at the QM/MM level. The free energy at the MM level
was calculated using the double-decoupling method and the
free energy change at each step was calculated via a series of
intermediate states using Bennett’s acceptance ratio (BAR). The
QM/MM free energy was calculated by thermodynamic pertur-
bation from the MM Hamiltonians. The main observations of
this study are:

e Molecular mechanical methods with fine calibration can
well describe the binding affinity of methyl-a-L-fucoside to RSL
with errors around 1.0 kcal mol™~'. However, the convergence of
the free energies is very slow. Normally very long simulations
are required for the real states as well as some intermediate

This journal is © The Royal Society of Chemistry 2017
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states in the alchemical path. Careful checking of the correla-
tion of the potential energy along the trajectory is critical.

e Simulations using GLYCAM converge much faster than
those using the general AMBER force field, due to the ensemble-
averaged atomic charges and the null charges for the aliphatic
hydrogen atoms in GLYCAM.

e Although the hybrid quantum mechanical/molecular
mechanical methods provide more accurate presentation of
the charge distribution and the response of the molecule to
external fields, the accuracy of these methods is limited by the
approximations in the description of the interaction between
the quantum mechanical (core) region and the molecular
mechanical region (environment). These limitations include
the over-polarization by the point charges nearby and the van
der Waals interaction being incompatible with the wave-
functions of the quantum mechanical region, which have been
observed in some other studies.®** %
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