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n the excited state characteristics
of adenine–thymine base pairs†

S. Saha * and H. M. Quiney

The ability to dissipate electronic excitation and thus prevent photo-induced damage and provide natural

protection and photo-stability is, perhaps, the most significant characteristic of DNA bases as the building

blocks of life on Earth. Therefore, it is understandable that studies of the excited states of DNA bases have

attracted remarkable research interest. The challenge of experimental studies of DNA photo-physics stems

from the intrinsic complexity of the dynamical behaviours of the excited states. In this regard, quantum

mechanical methods for studying excited electronic states provide helpful insight. In this study we utilize

time dependent density functional theory (TDDFT) to analyse the excited states of the DNA base-pair

adenine–thymine in both the canonical Watson–Crick and stacked configurations. The excited state

wavefunctions are analysed and visualized in terms of the one-electron transition density matrix (1TDM)

and natural transition orbitals. The environmental effect on the excited states is considered by using

a non-empirical effective fragment potential method. The extent of de-localization and the charge

transfer character of the excited states in the near- and far-ultraviolet region of the electromagnetic

spectrum are identified. It is also shown that the environmental effect on the de-localization is significant

and varies with the configuration. Additionally, localized Frenkel type states, as well as de-localized states

involving multiple molecular fragments, are also identified.
1 Introduction

The major cause of damage to the genetic code and, eventually,
processes that lead to mutagenesis, carcinogenesis and
apoptosis, can be identied as a cascade of photochemical
processes that are triggered by the strong absorption of ultra-
violet (UV) light by DNA. The other factors that may induce DNA
damage include ionizing radiation and reactive chemical
species such as genotoxic chemicals and free radicals.1 Oxida-
tive damage of DNA is the result of direct interaction with
ionizing radiation or with free radicals and reactive oxygen
species that are induced by UV radiation.2 The reactivity of DNA
bases in their excited states is consequently of the utmost
importance. Despite the strong absorption of UV light, DNA
bases were naturally selected as the building blocks of life
because of the high photo-stability of the isolated nucleobases.
It is now well established that the photo-stability of these
molecules stems from the existence of efficient non-radiative
relaxation mechanisms1,3 that support ultra-fast (few ps) decay
from the lowest excited singlet states to the electronic ground
states. However, long-living excited states are found in DNA
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strands, particularly in stacked domains.4,5 A study using pico-
second time-resolved infrared spectroscopy found that the
single-stranded cytosine polymer has a longer excited state
lifetime than that of the monomer, due to nearest neighbour
interactions.6 Such base–base interactions, which lead to longer
lived excited states, are more prone to excited state damage.
These excited states are charge-separated states and the charges
are delocalized in the stacked domains.5 The delocalization of
charges over a few bases and decay by charge recombination to
the neutral ground state on the 100 ps time scale may have
biological implications for photo-mutation and localisation of
damage.

Therefore studies of the excited states of DNA bases in their
various congurations and, in particular, determination of the
extent of de-localization and its temporal changes, are funda-
mental for understanding the photo-stability of the DNA
molecule.7

The photo-stability of nucleobases leading to themechanism
of self-protection from UV-damage is further enhanced by the
interactions in their excited states through inter-strand
hydrogen bonding and intra-strand stacking.8–10 These inter-
and intra-strand interactions lead to different excited state
dynamics than those of the isolated DNA bases. Experimental
studies11 utilizing structurally sensitive transient IR spectros-
copy have shown how base–base interactions lead to extended-
lifetime electronic excited states of the nucleic acid bases. In
general, the close proximity of multiple chromophores can
This journal is © The Royal Society of Chemistry 2017
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trigger the formation of a combination of excited states.
Consequently, the excited states of a DNAmolecule are expected
to be dependent on the sequence as well as on the relative
positions of the nucleobases. Experimental studies utilizing
time-resolved spectroscopy also support the existence of
different excited state dynamics of bases with stacking inter-
actions, in contrast with the dynamics of isolated DNA
bases.12,13 The nature of these interactions and their effect on
the characteristics of the excited states are still not fully
understood. In order to interpret experimental spectra, a deep
understanding of how intra-strand excimer formation is linked
to charge-transfer (CT) character is essential. Furthermore, the
role of de-localized excitons cannot be ignored.10

In this regard, a number of issues are still open for discus-
sion, including (i) a detailed characterization of the excited
states during the UV absorption process, (ii) the degree of de-
localization, (iii) the effect of the solvent on the nature of an
excited state, (iv) the CT effect on the excited state dynamics and
(v) the role of dark states.

The excited states of an adenine (A):thymine (T) system in
two different arrangements, canonical Watson–Crick hydrogen
bonded (AT-WC) and stacked (AT-S), are investigated in this
study. Research on the de-localization of the excited states of
multiple chromophores (exciton states) in DNA can be traced
back to the 1960s.14,15 Experimental and theoretical investiga-
tions have, however, only been carried out over the past few
decades.16 In particular, recent advances in ultra-fast time
resolved technologies have helped to provide insight into photo-
induced dynamic processes17 as well as information about the
structural modications that occur during the rapid processes
associated with deactivation of the photo-induced excited
states.18

Nonetheless, there are still some limitations to both experi-
mental and theoretical methods. Experimentally, it is relatively
easy to prepare samples and carry out experiments on single-
stranded poly-DNA base systems. In contrast, the effect of H-
bonding, separate from the effect of stacking interactions,
could not be studied until recently due to the instability of
a single Watson–Crick pair in solution. Authors of recent
studies, however, were able to stabilize individual guanine–
cytosine (GC)19 and AT20 Watson–Crick base pairs in chloroform
and study the involvement of electron driven proton transfer
(EDPT) in the deactivation dynamics, excluding any possible
participation of excimer states induced by p-stacking. More-
over, the fast decay of excited states and the limited resolution
of experimental techniques mean that measuring properties,
which can be connected to the calculated extent of de-
localization of the excited state, is very complicated.21 There-
fore, theoretical simulations provide a complimentary set of
tools for modelling the properties of complicated molecular
congurations and help explain the features of experimental
spectra (see, e.g., ref. 22).

Despite advances in the development of quantum mechan-
ical (QM) methods, as well as increased computational power,
studying the excited electronic states of DNA bases remains
challenging.23 Recent methodological and computational
advances have played an important role in clarifying the
This journal is © The Royal Society of Chemistry 2017
mechanisms of photo-stability of DNA bases.24 Advances in
computational methods and hardware enable simulations of
the excited state behaviours of molecular systems containing up
to 100–150 atoms, with fairly good accuracy observed. Contin-
uous advances in methods and computational power have also
allowed the tackling of a direct simulation of photo-induced
non-adiabatic dynamics in nucleobases and small DNA frag-
ments, thus providing a fundamental tool for studying photo-
activated dynamics in DNA.1,25

Numerous theoretical studies have been carried out in recent
years on DNA base systems composed of different congura-
tions and at various levels of theoretical modelling. A compre-
hensive review on these studies was published recently.24 High-
level multi-reference methods such as complete active space
self-consistent eld, CAS with perturbation theory to second
order (CASPT2), and multi-reference conguration interaction
have been used26–30 to study the excited states of single nucle-
obases. The approximate coupled cluster singles-and-doubles
method CC2 (ref. 31) has also been used to study the excited
states of single nucleobases. However, the extensive use of such
highly correlated methods for systems beyond single bases is
computationally prohibitive. Ab initiomethods at the CASSCF/3-
21G level of theory and mixed quantum/classical (QM/MM)
molecular dynamics simulations have been used to study the
detailed structural and dynamical characteristics of the ultra-
fast radiationless deactivation mechanism of a photo-excited
C–G base pair in the gas phase and embedded in DNA.32

Currently, the highest level theoretical methods used for excited
state calculations of stacked dimers andWatson–Crick pairs are
EOM-CCSD and EOM-CCSD(T).33,34 A natural choice for theo-
retical modelling of the excited states of large systems is time
dependent density functional theory (TDDFT), due to its
computational efficiency and accuracy, subject to the choice of
functional. A recent benchmark study of two stacked dimers,
adenine–thymine (AT) and guanine–cytosine (GC), has been
carried out using a number of density functionals to elucidate
the local excitation and charge-transfer (CT) characteristics.35

Clear evidence of the importance of solvent effects on the
excited state processes of DNA bases has been found experi-
mentally. The role of environmental effects leading to signi-
cant changes in the orbital energies of DNA is discussed in ref.
36. Moreover, it was shown that solvent effects inuence the
relative energy of the charge transfer state (CT) with respect to
the bright state.37 Previous studies on the excited states of
nucleobases have addressed the effect of solvent on the excited
state characteristics with some approximations. The approxi-
mate methods used were limited to either QM/MM models,
where the solvent effects are considered with molecular
mechanics (MM) models,38 or polarization continuum
models.35,39 An explicit solvent model was also included in a QM
calculation.40 The number of explicit water molecules included
in this model was extremely limited and their relative positions
were selected arbitrarily. Some molecular dynamics studies
were also carried out in order to full the sampling require-
ments.40–44 In this study we use an effective fragment potential
(EFP) based model to include the effect of solvent on the excited
state properties. EFP is effectively a quantum mechanical based
RSC Adv., 2017, 7, 33426–33440 | 33427
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potential that requires no empirical parameters to build the
polarizable force eld.45 Furthermore, in contrast to the stan-
dard QM/MM model, the excited state implementation of EFP
includes the polarization responses of the environment to the
excited state properties.

The vast majority of quantum mechanical studies of the
electronic excitations of many-particle molecular systems are
usually limited to computing the electronic excitation energies
and oscillator strengths of the molecular systems based on ab
initio methods (e.g. ADC, CC or EOM-CCSD) or time-dependent
linear response density functional theory (TDDFT). However,
a signicant amount of information on the excited state char-
acteristics can be obtained by analysing the wavefunctions.
Conventional descriptions of excited states wavefunctions
involve analysing the response vectors of the excited states in
terms of the ground-state molecular orbitals. The ground state
occupied (hole) and virtual (particle) orbitals of small molecules
involved in an excitation are considered separately. The excited
states are then dened based on the shapes of these orbitals
and are consequently classied according to their character, e.g.
np* or pp*. For large molecular systems the description of an
excited state might involve contributions from many ground-
state molecular orbitals, thus making analysis very compli-
cated. Furthermore, some properties of interest may not be
directly deduced from the shapes of the orbitals at all and may
require decisive information that lies in the phases of their
superpositions. For example, in the case of dimers only a sign
change differentiates between the charge resonance and exci-
tonic states.38,46 For multimers the situation becomes even more
intricate.

Despite extensive research on DNA bases and their various
congurations, a comprehensive analysis of the excited state
wavefunctions of base pairs, and particularly the effect of
solvent on the excited state characteristics, is still missing. In
this study, we utilize wavefunction-based analysis to study the
excited state characteristics of AT base pairs, where the orbital
representation of the excited state is replaced by a representa-
tion of a correlated electron–hole wavefunction. The central
idea is to move away from the molecular-orbital picture to the
quasi-particle exciton representation. Such a quasi-particle
exciton representation can be constructed in a quantum-
chemical context by using a one-particle transition density
matrix (1TDM) representing the transition between the ground
and excited-state wavefunctions.47,48 Recently, a one-particle
transition density matrix (1TDM) based tool, for analysis of
charge resonance and excitonic correlation phenomena in
quantum chemical calculations, has demonstrated signicant
potential in this eld.49,50 The aim of this study is to provide
a more accurate description of excited states, thus giving more
insight into the photo-induced charge transfer and de-
localization problem.

2 Methods and computational details

A reliable theoretical prediction of the electronic spectra and
excited state properties of large molecular complexes demands
the right balance of accuracy and tractability in terms of
33428 | RSC Adv., 2017, 7, 33426–33440
computational resources. In this regard, time-dependent
density functional theory (TDDFT) turns out to be one of the
most efficient tools developed so far. TDDFT predicts the exci-
tation energies for the low lying excited states of some cases
with good accuracy.51–53 However, TDDFT with conventional
DFT functionals yields severely underestimated excitation
energies54,55 for electronic excitations with charge transfer
characteristics, or polarizabilities in conjugated systems.56 The
primary limitation of conventional DFT functionals stems from
their inability to address the correct asymptotic behaviour of the
exchange–correlation potential that is sensitive to long distance
orbital–orbital interactions. Hybrid GGA functionals such as
B3LYP and PBE0 improve the asymptotic behaviour of the
exchange–correlation potential but still fall short of predicting
the correct charge transfer states. Consequently, a series of
long-range corrected (LRC) density functionals has been devel-
oped57,58 which exhibit the correct asymptotic behaviour and
improve the description of the Rydberg and charge transfer
excited states. In particular, the family of uB97 functionals
developed by Head-Gordon and co-workers59 demonstrates
overall excellent performance in the prediction of long-range
charge-transfer excitations. A recent application of the uB97X
functional to compute the electronic spectra of photo-active
organometallic complexes showed a very good agreement with
the available experimental results.60 Therefore, in the present
research the LRC DFT functional uB97X along with the
Dunning’s correlation consistent basis sets of cc-pVTZ61 were
used.

Although signicant progress has been achieved in the
explicit treatment of vibrational effects in theoretical electronic
spectra,62,63 these applications demand a careful assessment of
the affordability of the computational cost for medium-to-large
molecules. In our case, the protocol for a simulation process
that accounts for the explicit vibrational effects along with
reliable solvent effects had not yet been developed. Therefore,
the theoretical band shapes of the TDDFT electronic spectra
were generated by approximating the vibrational effects in
terms of Gaussian convolution techniques. For each electronic
transition a Gaussian function was assigned, where the ampli-
tude of each Gaussian was equal to the value of the oscillator
strength of the transition. The Gaussian FWHM was set to
0.5 eV. The nal convolved band shape was created by summing
all of the Gaussians for each particular energy value.

The reference geometries of the AT base pair in the stacked
and canonical Watson–Crick congurations were taken from
a benchmark data set of JSCH-2005.64 The geometries of the
complexes considered were calculated from the ground state of
the B-DNA structure and optimized at the RI-MP2 level by using
the TZVPP basis set.65

The effects of solvent on the electronic spectra were treated
by using one of the most sophisticated approaches, the effective
fragment potential (EFP) method.66 Gordon and co-workers
developed the EFP method where each solvent molecule is
represented by an effective fragment (EF). A parameter set for
each unique type of solvent is determined from a preparatory ab
initio calculation without tting to any empirically determined
parameters. This parameter set, consisting of distributed
This journal is © The Royal Society of Chemistry 2017
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multipoles and polarizability tensors, is then used to create
a polarizable model potential. The advantage of the EFPmethod
stems from the fact that the method includes self-consistent
polarizability, which allows the solvent to respond to the
changing electron density of the solute upon excitation. Hence,
EFP is a viable approach for predicting and interpreting the
effects of solvents on the properties of electronically excited
states. In this work we surrounded solute base pairs with
hundreds of water molecules as effective fragments. The initial
geometry of the solute–solvent complex was then optimized by
applying a universal force eld implemented in IQMol.67 The
optimized structure of the complex was then used in further
TDDFT calculations.

A detailed analysis of the excited states was carried out by
applying a scheme based on the one particle transition density
matrix (1TDM).68 Such an analysis is capable of identifying
charge resonance and excitonic correlation effects and, subse-
quently, quantifying a number of the properties of electron–
hole pairs.47

Direct interpretation of the excited states by quantum
chemical calculations, expressed in terms of the energy and
a set of amplitudes which represent the contribution of
multiple states, is oen difficult. Therefore, in order to obtain
a simple orbital interpretation of “what got excited to where”,69

natural transition orbitals (NTOs) can be constructed by
carrying out a singular value decomposition (SVD)70 of the
1TDM.68,69

However, in the case of large and complex molecular systems
with multiple chromophores, several NTO pairs are oen
needed to describe an excited state. Thus for a quantitative
description of the excited states, further analysis of the transi-
tion density matrix is needed. A tool for such analysis was
recently proposed by Plasser et al.47 By applying this analytical
procedure, one can assign numerical values to various proper-
ties describing the extent of contribution from participating
fragments to the excited state, extent of de-localization, and
charge transfer characteristics.

The localization of charge during excitation is characterized
by the type of electronic transition. When the hole and particle
orbitals are on the same fragments, this constituents a Frenkel-
type transition. Otherwise, the transition is of a charge-
separated type, as the hole and particle orbitals are spread
over a number of fragments. Both types can be localized or de-
localized, depending on the number of fragments that are
contributing to the excitation.

The charge transfer matrix, U, obtained from the transition
density matrix, is the central quantity of the 1TDM based
analysis. In principle, the U matrix is obtained by integrating
the hole/particle density over all space. For an orthonormal (e.g.
MO) basis, U is the squared Frobenius norm of the transition
density matrix expressed within the MO basis.47 For practical
purposes, the U matrix can be partitioned into contributions
from different molecular fragments, thus giving a picture of the
electron–hole distribution. In our analysis we dened adenine
and thymine of the base pair as fragments 1 and 2, respectively.
The quantied parameter, charge transfer number, of such an
analysis is given by the elements of the matrix UAB, which is
This journal is © The Royal Society of Chemistry 2017
obtained from the 1TDM by using a procedure analogous to that
of Mulliken population analysis.47 The element of matrix UAB

gives the probability of nding the hole on fragment A while the
excited electron is on fragment B. An electron–hole pair corre-
lation plot can be constructed by using the magnitudes of these
matrix elements to directly visualize the electron–hole pair
correlation. The diagonal elements of this matrix correspond to
Frenkel-type excitations, while the off-diagonal elements
correspond to the contribution of charge separated states to the
studied excited state.

Alternatively, from these matrix elements some other quan-
titative statistical descriptors can be devised that represent
charge transfer, de-localization and other excited state
characteristics.

In order to identify the charge transfer state, the weight of
the charge transfer congurations can be determined38 as the
charge transfer character (CT). For a Frankel type excitonic
state, this measurement is either 0 or 1 for completely charge-
separated transitions.

The extent of de-localization of the excitation over fragments
can be formulated by using the concept of a participation ratio
(PR) to compute the number of fragments that participate in the
excitation. For a state that is localized only on one fragment or
a complete charge transfer state between two fragments, PR¼ 1,
otherwise, for de-localized states or charge resonance states PR
can be as large as the number of fragments.

The extent of mixing between Frenkel-type and charge-
separated states is given by the coherence length (COH). This
gives the average electron–hole separation. If the excitation is
purely of one type then COH ¼ 1, otherwise, the COH is less
than 1. The average position of the exciton is given by a single
quantity, POS. POS can take values between 1 and the number
of the fragments.

Another important quantity for excited state analysis is the
number of how many different NTOs are participating and thus
how many transitions are necessary to describe the excited
state. This quantity is dened by a value, PRNTO. In fact, PRNTO

quanties the number of non-zero singular values (SVs) ob-
tained from the SVDs of the 1TDM. PRNTO is an intrinsic
measure that provides information about electronic resonances
and does not require the denition of any fragments.38 In order
to obtain all of the aforementioned statistical descriptors from
analysis of the 1TDM, TheoDore47,71 is used.

All of the ab initio calculations were carried out using the Q-
Chem72 package. The Jmol73 program was used for visualization.

3 Results and discussion
3.1 Electronic spectra

The response vectors of the excited state congurations of the
rst twenty singlet states were calculated using TDDFTmethods
with a long range corrected density functional, uB97X. The
orbital energies and oscillator strengths obtained from these
calculations were used to construct the electronic spectra of the
A–T base pairs. The complete set of data of the vertical elec-
tronic excitation energies, oscillator strengths and some
statistical descriptors of the AT base pair in both the stacked
RSC Adv., 2017, 7, 33426–33440 | 33429
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and WC congurations in the gas phase and in solution (both
relaxed and constrained base pair structures) is presented in the
ESI.† The computed spectra for both the canonical and stacked
congurations are shown in Fig. 1. There are a few generic
features of these spectra. First, there is no absorbance in the
visible region of the electromagnetic spectrum and the absor-
bance in the UV region is intense. All congurations have two
distinct electronic bands.

A comparison of the TDDFT computed electronic spectra of
the AT-S conguration with the available spectra from the
literature33,35 is shown in Fig. 1a. The comparison shows that the
long range-corrected uB97X functional qualitatively reproduces
the band shape of the spectra. An explicit consideration of the
vibrational structures of single electronic transitions74 could
potentially reproduce a more realistic shape of the band enve-
lopes that usually vary strongly between transitions (broad
versus narrow peaks). However, as mentioned above, we used
a uniform symmetric Gaussian convolution function instead of
Fig. 1 Simulated absorption spectra of AT-S (a) and AT-WC (b)
computed using TDDFT methods with the long range-corrected
uB97X functional. The oscillator strengths are not normalized and the
absorption bands are represented by FWHM ¼ 0.5 Gaussians. A
comparison of the electronic spectra computed using various ab initio
and DFT methods is depicted in (a). The electronic spectra with the
solvent effect computed using the TDDFT and EFP formalism are
presented by the solid red and dashed red lines.

33430 | RSC Adv., 2017, 7, 33426–33440
explicit vibrational frequency calculations to produce the band
envelope in order to keep the computational cost tractable.

The band peak of the AT-S conguration is red shied and
blue shied by about 0.2 eV from the band peak computed
using the CCSD33 and ADC(2)35 methods, respectively. The
amplitude of the absorption band computed using the TDDFT
uB97X functional agrees very well with the results obtained
from CCSD calculations. The results of the other DFT func-
tional, M06HF, presented in Fig. 1a, show a very good agree-
ment with the CCSD results for the band shape and band
energy, although they overestimate the amplitude. The spectra
computed using ab initio methods and DFT functionals cover
only the rst ten singlet excited states. Our TDDFT computed
spectra provide data for the rst twenty singlet states in the
excitation energy range of the far ultraviolet region. There is
a signicant absorption band in this energy domain. Detailed
analysis shows that there are at least 3 bright transitions in this
region. The nature of these transitions is discussed in section
3.4.

The electronic spectra of AT-WC are presented in Fig. 1b. The
overall features of the spectra are analogous to those of the AT-S
spectra. The AT-WC electronic spectra, composed of the rst
twenty excited states, also show that there are two distinctive
absorption bands; one is in the mid-ultraviolet range and the
other is in the far-ultraviolet energy range. Detailed analysis of
the electronic spectra of AT-WC along with a quantitative
analysis of the excited state based on the natural transition
orbital is given in section 3.4.

The effect of solvent on the electronic spectra of the AT base
pairs in two different congurations is distinct but analogous
for congurational variations. Overall, there is a solvent-
induced red shi in the electronic spectra of both the stacked
and canonical congurations, as represented by the solid red
and dashed red curves in Fig. 1. This kind of red shi is pre-
dicted for individual DNA bases when applying different theo-
retical methods.24

As in the gas phase, the solvated AT base-pairs show two
distinct absorption bands within the mid- and far-ultraviolet
energy ranges of their respective electronic spectra. However,
the solvent effects signicantly affect the intensity and broad-
ening of the spectra. The intensities of the absorption bands of
both AT-S and AT-WC are lowered by the solvent effects. The
solvent effects also broaden the electronic spectra of both AT
base-pair congurations, particularly in the far ultraviolet
energy range. The other distinguished feature of the solvent
effect is the broadening of the spectral line, which is in agree-
ment with previous studies.35 The broadening of the spectra in
solution can be attributed to the hydrogen bonding interactions
between the solvent molecules and DNA bases.
3.2 Effect of geometry relaxation in solution

The excitation energy spectra in solution obtained in this study
exhibit some discrepancies with some of the existing studies in
the literature. In particular, our results for the AT-S system do
not agree with the results presented in ref. 35. According to the
data presented in ref. 35, the np* states of AT-S are signicantly
This journal is © The Royal Society of Chemistry 2017
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Table 1 Excitation energies (DE, eV) and oscillator strengths (f) for the excited states of AT-S in the gas phase (AT), in solution (ATS) and in solution
with the geometry optimized (ATS(O))

State

ADC(2)/6-31G uB97x/cc-pVTZ

AT ATS ATS(O) AT ATS ATS(O)

DE
(eV) f DE (eV) f DE (eV) f DEa (eV) f DE (eV) f DEa (eV) f

S1 4.83 0.00 5.06 0.00 4.45 0.00 5.23 (np*) 0.01 5.23 0.042 4.84 (np*) 0.00
S2 5.07 0.00 5.29 0.01 4.52 0.00 5.24 (np*) 0.04 5.43 0.199 4.96 (pp*) 0.03
S3 5.28 0.08 5.36 0.07 4.79 0.17 5.40 (pp*) 0.24 5.48 0.032 5.10 (np*) 0.04
S4 5.45 0.03 5.39 0.01 5.19 0.16 5.48 (np*) 0.031 5.54 0.05 5.12 (pp*/np*) 0.27
S5 5.52 (pp*) 0.02 5.69 0.044 5.41 (pp*) 0.02
S6 5.97 (pp*) 0.01 5.70 0.005 5.65 (np*) 0.00
S7 6.11 (np*) 0.00 6.04 0.002 5.69 (pp*) 0.03
S8 6.40 (np*) 0.00 6.4107 0.053 6.17 (np*) 0.00
S9 6.62 (np*) 0.003 6.51 0.00 6.36 (np*/pp*) 0.06
S10 6.64 (pp*) 0.002 6.55 0.17 6.37 (pp*/np*) 0.22
S11 6.87 (pp*) 0.24 6.69 0.216 6.62 (pp*) 0.03

a Transition types are given in parentheses.
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destabilized when going from the gas phase to water solution.
In contrast, our results show a signicant stabilization of the
np* states in water. In ref. 35 the solvation effect on the excited
state of the AT stacked conguration was considered in terms of
a PCMmodel. In this study, the solvent effect was accounted for
only in terms of bulk electrostatic effects, and does not consider
geometry relaxation in solution. There is another study by
Dargiewicz et al.37 that looked into the effect of solvent on the AT
Watson–Crick base pair. This study also modelled the bulk
solvent using the PCM approximation. Moreover, they
acknowledged that the presence of explicit solute–solvent
hydrogen bonds is very important for the excited states with
np* character. The effect of geometry relaxation in the presence
of solvent molecules is not considered in this study either. On
the other hand, our study considers the solvent effect by
applying an effective fragment potential where explicit solute–
solvent interactions are calculated. The effect of geometry
relaxation in solution in our study is included by optimizing the
whole cluster geometry (the geometry of the base pair along
with the surrounding water molecules) by using a universal
forceeld. Therefore, a careful verication of the role of geom-
etry relaxation in solution is needed to clarify the discrepancies
between the results in these two studies.

In order to further verify our results, we carried out a series of
ab initio ADC(2)/6-31G calculations of the stacked AT system in
the gas phase, in water without relaxing the base pair geometry,
and in water with optimized geometry. To limit the computa-
tional expense we calculated only the rst 4 excited states of the
system with this computationally expensive method. The results
are presented in Table 1 along with the results obtained by
applying the uB97x/cc-pVTZ model for the same structural
congurations. Table 1 shows that the np* states of the stacked
AT system are destabilized in water if the geometry is not
relaxed, which agrees with the trend observed in previous PCM
calculations.35 However, if the base pair geometry is relaxed in
solvent, the np* states are stabilized due to dipole interactions.
This journal is © The Royal Society of Chemistry 2017
Furthermore, geometry relaxation has a signicant inuence on
other excited state characteristics such as charge transfer states
and UV bright states. We assume that the relaxation of the
larger stacked or longer DNA strand congurations might not
be as signicant as that of the dimer stack considered here,
because the geometry of large stacked or long DNA strands is
already constrained by neighbouring bases and sugar moieties.
However, our results show that a mean eld type solvent model
such as PCM without any consideration of geometry relaxation
is not adequate to address the effect of solvent on the excited
state characteristics of DNA bases in particular and any stacked
congurations in general.
3.3 Frontier molecular orbitals

Frontier molecular orbitals of AT-S and AT-WC both in the gas
phase and in an aqueous environment are depicted in Fig. 2 and
3. In both congurations, the electron densities in the Frontier
orbitals are mostly localized on one fragment of the base pair.
In the gas phase AT-S conguration the major contribution to
the HOMO�1 and LUMO is from the np orbitals localized on
thymine. However, the major contribution to the HOMO and
LUMO+1 is from the p and np orbitals, respectively, which are
localized on the adenine fragment of the base-pair.

Solvent effects are signicant for the Frontier molecular
orbitals of AT-S. The solvent effects shi the electron density in
the Frontier molecular orbitals from one fragment to the other.
For example, the electron density in the HOMO of the AT-S in
the aqueous phase is localized on thymine. In contrast, the gas
phase electron density of the HOMO is localized on adenine.

Analogous to the AT-S conguration, the electron densities
of the HOMO�1 and LUMO are localized on thymine. However,
both of these orbitals exhibit p characteristics. Similarly, the
electron densities of the HOMO and LUMO+1 are localized on
adenine.
RSC Adv., 2017, 7, 33426–33440 | 33431
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Fig. 2 Three dimensional plots of the representative Frontier molec-
ular orbitals (FMO) of the AT-S system in the gas phase (a) and solvated
in a water droplet (b), computed using the uB97X functional. The
orbital energies are given in parentheses.

Fig. 3 Three dimensional plots of the representative Frontier molec-
ular orbitals (FMO) of the AT-WC system in the gas phase (a) and
solvated in a water droplet (b), computed using the uB97X functional.
The orbital energies are given in parentheses.
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Unlike for the AT-S conguration, solvent effects do not shi
the electron density localization from one fragment to the other
in the AT-WC congurations.
33432 | RSC Adv., 2017, 7, 33426–33440
3.4 Analysis based on transition density matrix (1TDM)

AT-S. Characterization of the rst eleven singlet excited
states of the AT-S conguration in the gas phase can be carried
out using the data presented in Table 2. The extent of de-
localization was analysed using the quantitative information
given by the values of POS and PR in Table 2. The PR values
presented in Table 2 show that the singlet state S1 and the S4 to
S9 states of AT in the gas phase are highly localized. The PR
values of these states do not exceed 1.09. The S1 and S9 states are
localized on thymine, which is dened as fragment 2. Accord-
ingly, the POS values of these states are close to 2.0. States S4, S5,
S7 and S8 are localized on adenine. The extent of de-localization
of the S2, S3 and S10 states is given by the PR values 1.37, 1.31
and 1.57, respectively. However, the POS values of these states
indicate that the major part of the hole and particle density of
the S2, S3 and S10 states is on fragments 2, 1 and 1, respectively.

Among the rst eleven singlet excited states of the AT-S
conguration, one state is identied as the charge transfer
state. The CT value in Table 2 convincingly shows that the S6
state (CT ¼ 0.94) is the charge transfer state. The NTO pair and
the electron–hole correlation matrices (U matrices) in Fig. 4a
show that this is a complete charge transfer state from adenine
to thymine. The hole density is localized on the ground state of
adenine, whereas the particle density is localized on the excited
This journal is © The Royal Society of Chemistry 2017
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Table 2 Statistical descriptors (e.g.U, POS, PR, CT and COH, see the text for details) for the first 11 excited states of AT-S in the gas phase (AT) and
in solution (ATSOL)

State

U POS PR CT COH

AT ATSOL AT ATSOL AT ATSOL AT ATSOL AT ATSOL

S1 0.83 0.90 1.97 1.02 1.06 1.04 0.06 0.04 1.06 1.04
S2 0.86 0.91 1.84 1.75 1.37 1.61 0.10 0.09 1.14 1.16
S3 0.89 0.84 1.14 1.85 1.31 1.34 0.06 0.10 1.07 1.13
S4 0.86 0.90 1.02 1.32 1.03 1.78 0.03 0.08 1.03 1.15
S5 0.84 0.87 1.04 1.05 1.09 1.11 0.08 0.06 1.09 1.07
S6 0.96 0.92 1.50 1.02 1.08 1.04 0.94 0.04 1.07 1.04
S7 0.84 0.91 1.02 1.48 1.04 1.07 0.04 0.93 1.04 1.07
S8 0.89 0.84 1.02 1.01 1.04 1.02 0.04 0.02 1.04 1.02
S9 0.80 0.69 1.96 1.81 1.08 1.43 0.07 0.09 1.08 1.12
S10 0.78 0.78 1.24 1.33 1.57 1.79 0.18 0.23 1.29 1.47
S11 0.87 0.86 1.73 1.74 1.64 1.64 0.19 0.51 1.34 1.69
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state of thymine. The value of PR, being close to unity, also
indicates that there is no de-localization involved in this charge
transfer state. The charge transfer characteristics of the S6 state,
identied by the uB97x/cc-pVTZ model, agree with earlier
calculations.35

Generally, the charge transfer state appears higher in energy
in comparison with that of the rst bright state. This trend is
also observed in AT-S. In the gas phase the rst bright state is S3
at a vertical excitation energy (VEE) of 5.4 eV. The charge
transfer state, S6, is 0.57 eV above the bright state, S3. This
agrees well with earlier calculations that used various theoret-
ical models. For example, when using the CC2 method the state
of A/ T charge transfer was found to be above the bright state
by values of 0.6 to 0.8 eV.3,40,75 Other DFT functionals with long
range corrections, such as M05-2X and LRC-PBE0, also correctly
predicted the CT state to be above the bright state by 0.5 eV 39

and 0.7 eV,40 respectively.
The effects of hydration on the excited state characterization

were also analysed using the data presented in Table 2. As
mentioned earlier, the overall electronic spectrum of AT-S is red
shied in an aqueous environment. The rst bright state in an
aqueous environment is S4, and is found to be 0.28 eV below the
rst bright state of the gas phase AT.

The effect of hydration on de-localization is signicant. Five
states, S2, S3, S4, S9 and S10, are de-localized and their PR values
range from 1.34 to 1.79 (see Table 2). In comparison, there are
only three states de-localized in the gas phase. All four localized
states are localized on adenine.

As in the gas phase, there is only one CT state in aqueous AT-
S. The CT state, S7, is 0.57 eV above the bright state in an
aqueous environment and 0.28 eV below the bright state in the
gas phase. The NTO pair and the electron–hole correlation
matrices (U matrices) are shown in Fig. 4b. Unlike in the gas
phase, charge transfer in the aqueous phase is from the ground
state of thymine to the excited state of adenine. This result is in
stark contrast with the results presented in ref. 35 and 37. Their
calculations, using a PCM model that did not consider any
geometry relaxation, did not show any change of direction in
charge transfer. Our calculations show that this is an effect of
This journal is © The Royal Society of Chemistry 2017
the geometry relaxation of stacked base pairs in solution and
consequential dipole interactions with the solvent molecules.
Furthermore, in order to clarify the role of geometry relaxation
in solution, we calculated the constrained gas phase base pair
structure in solution, using the same uB97X/cc-pVTZ model. In
this case, the charge transfer direction is from the ground state
of adenine to the excited state of thymine, as in the gas phase.
An electron density plot of the charge transfer state of this
conguration along with the electron–hole correlation plot
analogous to the plot in Fig. 4b is provided in the ESI.†However
in both cases the states are highly localized in one fragment.
Our results once again show that structural relaxation inu-
ences the excited state characteristics of the base pair signi-
cantly, and that a bulk solvent model such as PCM is incapable
of capturing this effect.

Ab initio calculations and systematic analysis in ref. 76
showed that non-radiative decay, via conical intersections with
the ground state potential energy surface, is the low energy
pathway of photo-deactivation of the individual DNA bases
thymine, cytosine, adenine and guanine following UV excita-
tion. In base-pairs in both the WC and stacked congurations,
electron driven proton transfer (EDPT) has been identied as an
efficient deactivation pathway following photoexcitation.76 The
driving force of EDPT is the CT state, where charge separation
between the fragments leads to exited state proton transfer. A
series of ab initio studies have identied CT states in AT-
WC,3,37,77 guanine–cytosine WC19 as well as in AT-S35 base pairs.
Here we identify the CT states of the AT-S base pair both in the
gas phase and in solution. EDPT via a CT state can provide an
efficient non-radiative path to the ground state aer UV
excitation.76

There are signicant excitonic coupling states of AT-S in the
gas phase. Excitonic couplings are essential to the under-
standing of the photophysics of multichromophoric systems
such as DNA bases, because the magnitude of the coupling
determines the rate of excitation energy transfer between the
donor and acceptor. The upper limit for coupling can simply be
estimated78 as 0.005 eV. Our results overestimate the magnitude
of excitonic coupling compared to the data obtained by more
RSC Adv., 2017, 7, 33426–33440 | 33433
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Fig. 4 Charge transfer states of AT-S in the gas phase (a) and in
solution (b). The symbol above the arrow indicates the singlet excited
state that is described by the NTO pairs presented in the figure. The
panel to the left of the arrow shows the hole density and the panel to
the right of the arrow shows the particle density. The symbol, l, below
the arrow gives the weight of the respective configuration. Electron–
hole correlation plots (Umatrix) of the charge transfer excitation states
are presented at the bottom of each figure. The U matrix is a 2 � 2
matrix here as the AT dimer is divided into two fragments. Adenine and
thymine are defined as fragments 1 and 2, respectively.
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sophisticated MS-CASPT2 calculations.78 Such a trend for TD-
DFT calculations, which overestimate the magnitude of exci-
tonic coupling, has also been found for stacked DNA base
homodimers.78,79 Interestingly, the solvation effect signicantly
lowers the magnitude of excitonic coupling between the S1 and
S2 states in AT-S, but shows signicant coupling between the S3
and S4 states. The excitonic coupling between S9 and S10 is
signicant in both the gas phase and in solution.

AT-WC. The excited states of the AT-WC conguration in
both the gas phase and in an aqueous environment were
characterized by the quantitative descriptors presented in Table
3. The rst eight excited states of the gas phase AT-WC base
33434 | RSC Adv., 2017, 7, 33426–33440
pairs are highly localized and their PR values do not exceed 1.13.
In contrast, the S9 and S10 states are highly de-localized, with the
transition involving both fragments. In particular, S10 is a state
that involves around four pairs of NTOs (PRNTO z 3.52).
However, all of these transitions are local Frenkel-type transi-
tions and there is no mixing with the CT type transition, as
reected by the low COH values (z1). In contrast, S9 is
a mixture of Frenkel-type and CT-type transitions (COH z 1.3).

Fig. 5a shows that the S11 state is a CT-type state (CT ¼ 0.99)
where charge is transferred from the ground state of adenine to
the excited state of thymine. Both of the ground and excited
state orbitals are p orbitals. Hence this is an Ap / Tp* tran-
sition. This CT state is described by one pair of NTOs, as shown
in Fig. 5a. This CT state is immediately (0.06 eV) above the
bright state. However among the 1st eleven states there are two
more (S1 and S3) bright states.

Hydration affects the excited states of the WC conguration
of the AT base pair somewhat differently than the stacked
conguration. All of the rst eleven excited states of AT-WC in
an aqueous environment are localized and their PR values do
not exceed 1.06 (see Table 3). In comparison, two excited states
in the gas phase are highly de-localized, as discussed above. S10
is the CT state in the aqueous environment. Like the CT state in
the gas phase, this is an Ap/ Tp* transition state (see Fig. 5b),
with the hole and particle densities localized on the ground
state of adenine and excited state of thymine, respectively. As in
the gas phase, the CT state in the aqueous environment is
0.06 eV higher than the bright state. However, the CT state in
the aqueous environment is 0.37 eV lower than the bright state
in the gas phase, as hydration forces a red shi on the overall
electronic spectrum. The identied CT state could lead to viable
non-radiative deactivation pathways via EDPT.37,76,77

Overall, hydration affects the charge de-localization in the
excited states of the AT-S and AT-WC congurations in different
ways. The number of inter-fragment de-localized states (i.e.
states in which the charge is de-localized over both molecular
fragments) increases signicantly in the aqueous phase in
comparison with the gas phase AT-S. However, in AT-WC most
of the states remain localized in one molecular fragment. A
close visual inspection of the hole and particle density distri-
bution in terms of the NTOs suggests some intra-molecular de-
localizations as a result of the hydration effects. The discrep-
ancies in the number of de-localized states of AT-S and AT-WC
in an aqueous environment can be explained by considering the
number of potential hydrogen bonding interactions that is
plausible for each conguration. In AT-S both the purine in
adenine and the pyrimidine ring in thymine are available for
potential hydrogen bonding interactions in an aqueous envi-
ronment. On the other hand, adenine and thymine in the AT-
WC conguration are already involved in three hydrogen
bonding interactions through adenine’s ve-membered ring
and thymine’s pyrimidine ring and methyl group.

There is no signicant excitonic coupling between the low
lying excited states of AT-WC both in the gas and condensed
phase. The magnitude of coupling between S3 and S4 in the gas
phase and S2 and S3 in solution can be estimated as 0.01 eV and
0.005 eV, respectively.
This journal is © The Royal Society of Chemistry 2017
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Table 3 Excitation energies (DE, eV), oscillator strengths (f) and statistical descriptors (e.g. U, POS, PR, CT and COH, see the text for details) for
the first 10 excited states of AT-WC in the gas phase (AT) and in solution (ATSOL)

State

DE (eV) (transition type) f U POS PR CT COH

AT ATSOL AT ATSOL AT ATSOL AT ATSOL AT ATSOL AT ATSOL AT ATSOL

S1 5.34 (pp*) 4.83 (pp*) 0.19 0.00 0.94 0.92 1.95 1.01 1.12 1.02 0.01 0.02 1.01 1.02
S2 5.43 (np*) 4.98 (np*) 0.00 0.00 0.91 0.92 1.98 1.99 1.05 1.02 0.05 0.02 1.05 1.02
S3 5.50 (pp*) 4.99 (pp*) 0.31 0.17 0.91 0.92 1.06 2.00 1.13 1.00 0.00 0.00 1.00 1.00
S4 5.52 (pp*) 5.13 (pp*) 0.04 0.29 0.92 0.88 1.00 1.00 1.01 1.00 0.01 0.00 1.01 1.00
S5 5.72 (np*) 5.49 (np*) 0.00 0.02 0.92 0.87 1.04 1.02 1.08 1.04 0.08 0.04 1.08 1.04
S6 6.27 (np*) 5.53 (np*) 0.00 0.00 0.91 0.89 1.04 1.02 1.09 1.05 0.08 0.05 1.08 1.05
S7 6.57 (np*) 6.24 (np*) 0.00 0.00 0.81 0.92 2.00 1.03 1.01 1.06 0.01 0.06 1.01 1.06
S8 6.62 (np*) 6.32 (np*) 0.00 0.00 0.89 0.86 1.04 1.99 1.09 1.03 0.08 0.03 1.08 1.03
S9 6.72 (pp*) 6.48 (pp*) 0.05 0.41 0.85 0.86 1.58 1.01 1.92 1.03 0.14 0.03 1.31 1.03
S10 6.91 (pp*) 6.54 (pp*) 0.29 0.01 0.94 0.96 1.54 1.50 1.99 1.00 0.01 1.00 1.01 1.00
S11 6.97 (pp*) 6.65 (pp*) 0.01 0.06 0.80 0.92 1.50 2.00 1.01 1.01 0.99 0.01 1.01 1.01

Fig. 5 Charge transfer states of AT-WC in the gas phase (a) and in
solution (b). The symbol above the arrow indicates the singlet excited
state that is described by the NTO pairs presented in the figure. The
panel to the left of the arrow shows the hole density and the panel to
the right of the arrow shows the particle density. The symbol, l, below
the arrow gives the weight of the respective configuration. Electron–
hole correlation plots (Umatrix) of the charge transfer excitation states
are presented at the bottom of each figure. The U matrix is a 2 � 2
matrix here as the AT dimer is divided into two fragments. Adenine and
thymine are defined as fragments 1 and 2, respectively.

Fig. 6 Natural transition orbitals (NTOs, upper panel) that describe the
brightest excited states of the AT-S absorption spectrum in the gas
phase along with the simulated absorption spectrum (lower panel).
The symbol above the arrow indicates the singlet excited state that is
described by the NTO pairs presented in the figure. The panel to the
left of the arrow shows the hole density and the panel to the right of
the arrow shows the particle density. The symbol, l, below the arrow
gives the weight of the respective configuration. The electronic tran-
sitions, quantified by the oscillator strengths, are shown as vertical red
bars in the lower panel.
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3.5 Natural transition orbitals (NTOs)

Natural transition orbitals create a compact representation of
an electronic excited state.47 Natural transition orbitals can be
obtained by carrying out a singular value decomposition of the
one-particle transition density matrix (1-TDM).48,71 The concept
This journal is © The Royal Society of Chemistry 2017
of natural transition orbitals helps in the understanding of the
physical principles underlying the electronic transition. The
number of congurations required for an adequate description
RSC Adv., 2017, 7, 33426–33440 | 33435
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Fig. 7 Natural transition orbitals (NTOs, upper panel) that describe the
brightest excited states of the AT-S absorption spectrum in solution
along with the simulated absorption spectrum (lower panel). The
symbol above the arrow indicates the singlet excited state that is
described by the NTO pairs presented in the figure. The panel to the
left of the arrow shows the hole density and the panel to the right of
the arrow shows the particle density. The symbol, l, below the arrow
gives the weight of the respective configuration. The electronic tran-
sitions, quantified by the oscillator strengths, are shown as vertical red
bars in the lower panel.

Fig. 8 Natural transition orbitals (NTOs, upper panel) that describe the
brightest excited states of the AT-WC absorption spectrum in the gas
phase along with the simulated absorption spectrum (lower panel).
The symbol above the arrow indicates the singlet excited state that is
described by the NTO pairs presented in the figure. The panel to the
left of the arrow shows the hole density and the panel to the right of
the arrow shows the particle density. The symbol, l, below the arrow
gives the weight of the respective configuration. The electronic tran-
sitions, quantified by the oscillator strengths, are shown as vertical red
bars in the lower panel.
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of the features of a transition can be signicantly reduced with
NTOs. The response vectors of the excited state congurations
of the rst twenty singlet states were calculated using time
dependent density functional theory.

Fig. 6–9 show the electronic spectra and NTOs with signi-
cant transition strengths. The symbols and numbers above and
below the arrows in the NTOs in Fig. 6–9 represent the corre-
sponding excited states and the weights (li) of the transitions,
respectively. Signicant oscillator strengths of the singlet states
are indicated by the red vertical lines in the electronic spectra.
The electronic spectra were generated using the Gaussian
convolution with 0.5 FWHM.

The rst signicant transition in the AT base pair with
a stacked conguration is the transition to the S3 singlet excited
state (see Fig. 6) at 5.40 eV (229.6 nm). This transition is
described by two sets of NTOs with weights of 0.78 and 0.10. In
both sets of NTOs the hole and particle densities are on the
same fragment, i.e. on adenine for the NTO pair with l ¼ 0.78
and thymine for the NTO pair with l ¼ 0.10. This type of tran-
sition thus constitutes a Frankel type local transition. The next
two signicant excited states, S10 at 6.64 eV (186.7 nm) and S11
at 6.87 eV (180.5 nm), are also described by two pairs of NTOs.
There is some de-localization of the hole densities spread on
33436 | RSC Adv., 2017, 7, 33426–33440
both the adenine and thymine fragments in both of these
excited states. All three of these bright transitions are of a pp*

type. There are two more, S5 and S6, pp* states with low oscil-
lator strengths that are below the energy range of 6.64 eV. All
other states, except for S1, are localized np* states.

The effect of the solvent environment on the excited state of
the AT base pair is presented in Fig. 7. As mentioned above,
solvation effects broaden the electronic spectra in the UV range.
Signicant excited states with high oscillator strengths are the
singlet states S4, S10, S18 and S19. The dominant NTO pairs of the
S4 and S10 states are shown in Fig. 7. The S4 state is represented
by two transitions. These transitions involve orbitals that are
localized on either adenine (NTOs with l ¼ 0.67) or thymine
(l ¼ 0.23). The S10 state is represented by two NTO pairs with
almost equal weight, l ¼ 0.34 and l ¼ 0.31. The transition with
l ¼ 0.31 involves orbitals that are localized on adenine.
However, the other dominant transition in the S10 state involves
particle orbitals that are de-localized over both the adenine and
thymine fragments. This sort of partial charge transfer is facil-
itated by the presence of solvent water molecules.

NTOs that describe the excited states of the AT base pair in
the canonical Watson–Crick conguration are presented in
Fig. 8. The electronic spectrum of this conguration has at least
four signicant excited states with high oscillator strengths. The
rst (S1) and third (S3) excited states are completely described by
This journal is © The Royal Society of Chemistry 2017
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Fig. 9 Natural transition orbitals (NTOs, upper panel) that describe the
brightest excited states of the AT-WC absorption spectrum in solution
along with the simulated absorption spectrum (lower panel). The
symbol above the arrow indicates the singlet excited state that is
described by the NTO pairs presented in the figure. The panel to the
left of the arrow shows the hole density and the panel to the right of
the arrow shows the particle density. The symbol, l, below the arrow
gives the weight of the respective configuration. The electronic tran-
sitions, quantified by the oscillator strengths, are shown as vertical red
bars in the lower panel.
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a single set of NTOs. Both of these states are described by
a transition that involves an orbital localized on a single frag-
ment of the base pair. The NTO pair representing the rst (S1)
and third (S3) states is localized on thymine and adenine,
respectively. The excited states S10 and S12 involve two pairs of
dominant NTOs. In both states and both NTOs, hole and
particle orbitals are localized on the same fragment, i.e. either
on thymine (S10, l ¼ 0.36 and S12, l ¼ 0.78, 0.08) or on adenine
(S10, l ¼ 0.27).

The four most signicant excited states with high oscillator
strengths that dominate the electronic spectrum of the AT base
pair in the Watson–Crick conguration and surrounded by
water molecules are S3, S4, S9 and S13. NTOs representing these
states and the electronic spectrum are shown in Fig. 9. Like the
solvent effects in the stacked conguration, the electronic
spectrum of the canonical base pair conguration is also
broadened near the 7 eV energy band. The S3, S4 and S13 states
are described by a single pair of NTOs. However, two NTO pairs
are needed to describe the S9 state.

The inclusion of solvent effects by an effective fragment
potential signicantly stabilizes both the np* and pp* states of
AT dimers in both of the congurations considered here. Our
results agree with the data presented in ref. 37, where the bulk
solvent effects were modelled using PCM and it was found that
the bright pp* states of the AT-WC conguration were stabi-
lized by a polar solvent. However our results disagree with the
This journal is © The Royal Society of Chemistry 2017
data presented in ref. 35 and 80. The discrepancies with the
results in ref. 35 were already discussed above. In ref. 80, vertical
excitations of 4-aminopyrimidine were investigated by means of
microsolvation using two- and four-water models and
continuum solvation models. Therefore, the effects of stacking
and WC hydrogen bonding, as well as the effect of the geometry
relaxation of base pairs in solution, are absent in this model. We
assume that the strong stabilization effect of excited states in
solution in our study is due to dimer relaxation and hydrogen
bonding interactions in solution. Such interactions affect the
energies of both np* and pp* type excitations.

4 Conclusion

A systematic analysis of the excited state characteristics of the
DNA base pair adenine–thymine in stacked and Watson–Crick
hydrogen bonded congurations has been carried out in this
study. The analysis based on the one-electron transition density
matrix (1TDM) demonstrates its advantages for quantitative
characterization of the excited state. A compact representation
of the characteristics of the excited states was provided by
a number of descriptors. Analysis of the bright states in terms of
natural transition orbitals showed that each state can be
described by at most two sets of NTOs.

We have thoroughly analysed the extent of de-localization
and the charge transfer character of excited states in the near-
and far-ultraviolet region of the electromagnetic spectrum. Such
an analysis and accurate identication of the charge transfer
states are essential for understanding the photo-stability of
DNA, as these properties inuence the interactions of DNA
bases in the aermath of ultraviolet photo-excitation. Analo-
gous studies on core-excitation will shed light on the interac-
tions in high energy X-ray excitation. Additionally, localized
Frenkel type as well as de-localized states involving multiple
molecular fragments were also identied.

The effect of hydration on the excited state characteristics of
DNA bases was also analysed. It was found that hydration
inuences de-localization in different ways for the AT-S and AT-
WC congurations. In AT-S, the hydration effect results in
signicant inter-fragment de-localization, whereas in AT-WC
de-localization is intra-fragment. A thorough understanding of
the defect dynamics in DNA is highly dependant upon such
assignments of electronically excited states in terms of their
localized or de-localized characteristics. Our results further
support the experimental and theoretical ndings that the
effect of solvent on excitation in the mid and far ultraviolet
energy ranges results in a red shi as well as a lower absorbance
in the electronic spectra.

Signicantly, we identied that geometry relaxation in
solution plays a very important role in dening the excited state
characteristics of base pairs in both the stacked and WC
congurations. In contrast to the results obtained using a bulk
solvent model such as PCM, our results show that in the solu-
tion phase the charge transfer direction can be changed
compared to that of the gas phase. This effect is a result of the
changing dipole in the relaxed structure in solution and explicit
solute–solvent interactions that we considered through the use
RSC Adv., 2017, 7, 33426–33440 | 33437
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of effective eld potentials. We conclude that implicit solvent
models that exclude non-electrostatic solute–solvent interac-
tions are not adequate for excited state characterization of DNA
base pairs.

Additionally, the long-range corrected hybrid density func-
tional uB97X was tested for simulation of the excited states of
DNA bases and was found to be a reasonable option for large
scale TDDFT calculations, since it predicts charge transfer
states rather accurately.
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77 J. P. Gobbo, V. Sauŕı, D. Roca-Sanjuán, L. Serrano-Andrés,
M. Merchán and A. C. Borin, J. Phys. Chem. B, 2012, 116,
4089–4097.

78 L. L. Blancafort and A. A. Voityuk, J. Chem. Phys., 2014, 140,
095102.

79 D. Nachtigallova, P. Hobza and H.-H. Ritze, Phys. Chem.
Chem. Phys., 2008, 10, 5689–5697.

80 J. J. Szymczak, T. Müller and H. Lischka, Chem. Phys., 2010,
375, 110–117.
This journal is © The Royal Society of Chemistry 2017

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c7ra03244g

	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g

	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g
	Solvent effects on the excited state characteristics of adeninetnqh_x2013thymine base pairsElectronic supplementary information (ESI) available. See DOI: 10.1039/c7ra03244g


