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ing of an enzyme reaction
pathway: a lesson from gas phase simulations

Jernej Stare

This work addresses the sampling issue commonly accompanying the simulation of chemical reactions.

Very often the sampling is severely limited by complexity of the phase space, possibly leading to poorly

converged or inaccurate free energy profiles. We explored the factors governing the completeness of

reaction path sampling for the rate limiting step of phenylethylamine oxidation by lumiflavin in the gas

phase, a reaction important for the pharmacology of the central nervous system. The simulations utilize

the free energy perturbation sampling technique together with the empirical valence bond methodology

for the free energy calculations. The simplicity of the system allows for the acquisition of fully converged

free energy profiles, even for simulation free of restraints. The bottleneck for convergence is in the

noticeably poorer sampling statistics in the transition state region, which is resolved by performing

sufficiently long simulation to ensure reversibility of all processes accompanying the reaction. In the

present case, convergence is attained in microseconds of simulation, but the required simulation time

generally depends on the complexity of the potential energy surface pertinent to the reaction.

Accordingly, the use of restraints reduces the complexity of the phase space, decreasing the required

time by about an order of magnitude. In the case of elementary nucleophilic substitution with even

simpler potential energy surface convergence is reached already at a timescale of few nanoseconds. For

related biomolecular reactions embedded in an enzyme, significantly longer simulation times may be

needed, rendering the sampling problem exceedingly difficult and representing a challenge for advanced

sampling techniques. Accordingly, suggestions are given for optimal simulation of biomolecular

reactions based on the presently employed techniques and under the aforementioned limitations.
1. Introduction

“Throwing ropes over rough mountain passes, in the dark,”1 is the
picturesque description of the long-standing problem of
sampling of reaction pathways on complex, multidimensional
potential energy landscapes in the transition state region. This
metaphor comprises the title of a highly cited review article on
the transition path sampling (TPS) approach,1 a special class of
techniques aimed at acquiring reliable information character-
izing the poorly accessible transition state regions and there-
with associated mechanistic aspects of chemical reactions and
physical processes as well as their thermodynamic and kinetic
parameters.

The sampling issue derives from the fact that the barrier
regions separating the minima on potential energy surfaces are
oen high enough in energy to render the presence of the
system near the top of the barrier an extremely rare event. For
instance, a barrier typical of enzymatic reactions (�18 kcal
mol�1) converts into a 13 orders of magnitude (10-trillion-fold)
reduced probability (relative to the minimum energy region) for
and Drug Design, National Institute of

a, Slovenia. E-mail: jernej.stare@ki.si
the system to spontaneously nd itself atop the barrier. To date,
unbiased simulation protocols are by several orders of magni-
tude short at providing adequate statistics for chemical reac-
tions and physical conversions accompanied by such barriers.
In addition, the extreme complexity of the potential energy
surfaces (involving thousands of degrees of freedom for
macromolecular systems in the condensed phase) makes the
sampling of relevant phase space areas exceedingly difficult.
Not surprisingly, a formidable effort has been put in over-
coming these problems, resulting in a diverse array of meth-
odologies targeting the reaction path sampling that have been
developed in the last decades – for example, metadynamics,2

local elevation,3 umbrella sampling,4 parallel tempering,5

replica exchange molecular dynamics,6 nudged elastic band,7

replica path,8 the aforementioned TPS,1 andmany others. These
methods differ greatly both in fundamental and technical
aspects, but in general they facilitate efficient sampling of the
reaction pathways at affordable computational expenses using
a reduced set of variables/coordinates. Nevertheless, they all
share the problem that the complexity issues can never be
entirely circumvented. An a priori knowledge about the struc-
tures or coordinates involved in the reaction is most oen
required. For instance, metadynamics relies on a small set of
This journal is © The Royal Society of Chemistry 2017
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collective coordinates related to the process, but the denition of
these coordinates in terms of internal structural parameters has
to be specied in advance, which can be all but trivial for complex
systems. In contrast, rather than requiring information on
coordinates, TPS methods use a priori information on the
structures taking part in the process, but the acquisition of this
information can be a similarly challenging task. Therefore, for
depicting issues related to the simulation of chemical reactions
embedded in a complex condensed phase environment, the
introductory metaphor can be regarded as universal and generic.

Biomolecular reactions and processes are among the most
popular topics strongly affected by the “ropes over mountains”
sampling issues, because many of them occur at timescales of
milliseconds to seconds and involve sizable geometric changes
of high complexity. Arguably the best known such example is
protein folding, which has been posing challenges for simula-
tion studies for decades. To date, it has been possible to accu-
rately simulate by unbiased molecular dynamics (MD) folding
processes of small proteins consisting of 10–80 residues at
approximate timescales of 0.1–3 milliseconds, yielding valuable
information on the mechanism and kinetics of the process.9,10

Such long simulations were made possible by a specially
designed supercomputer that reportedly features over 100 times
higher performance than general purpose supercomputing
facilities.11,12 Nevertheless, despite the respectable computational
power invested, these cases are regarded as simple and fast-
folding, and the associated barriers are estimated to be below 3
kcal mol�1. Recent experience with conformational dynamics of
proteins also includes TPS simulations, but has been limited
to moderately sized proteins due to timescale issues.13 The
immense complexity of folding and side chain dynamics has
been elucidated experimentally by NMR spectroscopy.14

This work focuses on a comparably complex topic, namely
enzymatic reactions. Virtually all life processes are made
possible by enzymes that provide considerable speedup by
lowering the free energy barrier of chemical reactions involved
in these processes. It is therefore not surprising that enormous
efforts have been made to elucidate numerous aspects of
enzymatic reactions from the theoretical standpoint. The most
fundamental one addresses the origin of catalytic activity of
enzymes, which has been a source of a vivid debate for
decades.15–24 The key issue in this debate has been whether or
not dynamical effects in enzymes (i.e., motions facilitating the
crossing of the barrier, hence not obeying Boltzmann statistics
in the transition state region) contribute to their catalytic power.
There has been growing evidence that these effects at best play
minor role in the enzyme kinetics, and that the crucial part of
the catalytic activity originates from evolutionary optimized
preorganized electrostatics ensuring that the transition state is
stabilized to a greater extent than the state of reactants, thereby
reducing the free energy barrier.23,24 According to this concept,
the transition state theory is valid and Boltzmann statistics
takes effect in the transition state region. These aspects and the
related issues have been recently reviewed by the author of the
hypothesis of preorganized electrostatics.24

Although the role of presumed dynamical coupling between
the chemical and conformational coordinates (i.e., the one
This journal is © The Royal Society of Chemistry 2017
ascribing the chemical reaction and the ones dening the
conformation of the enzymatic environment) in enzyme catal-
ysis has been refuted, at least by those supporting the view that
the catalysis is due to preorganized electrostatics,24 it is evident
that the coupling between these coordinates exists via the
potential energy surface. This coupling is not dynamical in
nature and does not require time-resolved techniques (e.g., it
could be treated by Monte Carlo sampling). Nevertheless, since
conformational uctuations of the enzyme can affect the
chemical reaction taking place in the enzyme, the simulation of
the reaction should in principle include adequate sampling of
conformational uctuations. This can be a very challenging task
because it oen happens that neither the coordinates governing
conformational uctuations nor the structures of involved
conformers are known in advance, hence making the popular
biased sampling techniques difficult to use. In addition, the
corresponding timescales related to conformational shis can
be exceedingly long.

Another challenging aspect of enzyme reactions is the
sampling of conformational degrees of freedom within the
reacting moiety, i.e. the alignment between the substrate and the
reacting residue or cofactor. These degrees of freedom are
evidently important for the reaction, but they are usually
hindered by the surrounding enzymatic environment, making
their sampling a challenging task. To ensure reasonable
convergence of free energy proles without the necessity of
running exceedingly long simulations, a common practice has
been established with EVB simulations to restraint the torsional
alignment between the reacting molecules.25–28 In this way,
convergence of free energy proles is ensured at the expense of
conning the conformational phase space, thereby disregard-
ing the “ropes over mountains” issue. With restraints, precision
of �0.5 kcal mol�1 in the computed free energy barriers is fairly
easily achieved, whereas deviations between the proles can be
much larger without restraints. However, the impact of such
practice is poorly understood and requires further analysis. In
the rst place the inuence of the intermolecular degrees of
freedom between the reacting molecules would have to be
examined by performing a thorough sampling of the phase
space along these coordinates, but for a fully featured enzymatic
environment this can be a tedious task.

Simulation of chemical reactions imposes an additional
requirement, namely accuracy. The substantial changes of the
electronic structure associated with the breaking and formation
of chemical bonds suggest that the principles of quantum
mechanics need to be employed for a correct treatment. At the
same time, the methodology must allow for sufficiently long
timescales in order to properly explore the chemical and
conformational phase space. Multiscale QM/MM methods
combine both the accuracy of quantum chemistry as well as the
ability to treat large systems, but the high computational cost of
the quantum part of the protocol usually limits the accessible
timescale to tens or hundreds of picoseconds of simulation,
which severely limits thermal averaging capability. In this
regard the Empirical Valence Bond (EVB) methodology devel-
oped by Warshel29–31 has a noticeable performance advantage
over most of its peers, because the quantum treatment is
RSC Adv., 2017, 7, 8740–8754 | 8741
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imposed on the empirical valence states rather than on the
electronic structure, thus avoiding the costs of electronic
structure calculations. As such, EVB facilitates simulation of
chemical reactions at expenses typical of classical simulations.
Additionally, the EVBmethod has been developed and tuned for
chemical reactions embedded in macromolecular environment
and has evolved into a robust and reliable tool for the treatment
of enzymatic reactions.23,29,32–39 An interesting note should be
made here on exploring the precision of QM/MMmethods. Two
very recent studies scrutinize the convergence of free energy
proles of an enzymatic reaction computed by QM/MM simu-
lation with respect to the size of the QM region, reaching
different conclusions despite they are considering the same
reaction in the same enzyme,40,41 indicating complexity of
enzymatic reactions and their simulations.

One of the most fundamental aspects of the EVB approach is
the principle of reference reaction.29 Prior to application to the
reaction of interest (e.g., in the enzyme), the tunable EVB
parameters have to be calibrated on the reference reaction, that
is, the same reaction proceeding by the same mechanism,29 usually
(but not mandatory) in the gas phase or in aqueous solution.
This concept has been implemented not only in EVB simula-
tions, but also in the underlying postulates about the origins of
enzyme catalysis. Technically, in EVB simulations the mecha-
nism is pre-determined and patched in the force elds and
atomic charges depicting the two valence states (reactants and
products) involved in the reaction (see Section 2). But whether
this is enough to claim mechanistic equivalence between the
investigated and reference reaction is rather unclear, requiring
investigation of the role of conformational degrees of freedom.

A straightforward but illustrative simplication facilitating
clarication of the aforementioned issues is to use gas phase
models, thereby removing all conformational degrees of
freedom of the surroundings (but keeping those within the
reacting system). Such models easily allow for very long simu-
lations, possibly reaching completeness of sampling – that is,
that the resulting free energy proles become independent of
the initial conditions. The gas phase approach also allows for
in-depth investigation of factors governing the convergence of
proles and assessment of mechanistic aspects. Additionally, as
the gas phase model is oen used for the calibration of EVB
parameters,25,42 the sampling in gas phase simulations can
already determine the accuracy of the entire EVB treatment,
making detailed studies of biomolecular reactions in the gas
phase highly relevant.

The scope of this work is to investigate factors governing the
completeness of sampling of a biomolecular reaction. Using EVB
simulation with gas phase models, we explored the conditions at
which full convergence of free energy proles is achieved. We
considered the role of restraints commonly used in enzyme
simulations. Our ndings are supported by geometric aspects
derived from trajectories. The inuence of conformational
degrees of freedomwithin the reactingmoiety on themechanism
is analyzed, particularly in the sense that the gas phase reaction
can be used as reference for the enzyme reaction. Additionally,
this work provides guidelines for optimally designed simulations
of maximum reliability within given conditions.
8742 | RSC Adv., 2017, 7, 8740–8754
As model reaction we chose oxidation of phenylethylamine
(PEA) by monoamine oxidase enzyme (MAO). MAO enzymes
catalyze oxidation of primary amines in the central nervous
system, mainly neurotransmitters such as dopamine, serotonin
and noradrenalin, thereby regulating their levels. Additionally,
endogenous neuromodulators such as PEA (also known as
endogenous amphetamine) are also substrates of MAO. De-
cient or elevated activity of MAO enzymes is a source of various
neurological and psychiatric disorders and diseases.44 For
example, an increased activity of MAO may lead to decreased
levels of neurotransmitters, which is related to depression.
Additionally, MAO activity is an inherent source of oxidative
stress, ultimately leading to neuron death and development of
neurodegenerative diseases such as Parkinson or Alzheimer
disease. Due to their high clinical relevance, MAO enzymes
have been subject of extensive experimental and theoretical
studies.45–54 MAO enzymes exist in two isoforms, A and B.55,56 In
the active site both include the avin adenine dinucleotide
(FAD) cofactor covalently bound to the cysteine residue. FAD
acts as an oxidizing agent, converting primary amines to imines
(Fig. 1) which are further hydrolyzed nonenzymatically to
aldehydes and ammonia.45 The rate limiting step of oxidation is
the cleavage of the a-C–H bond adjacent to the amino group of
the substrate leading to the transfer of hydrogen atom to the N5
atom of the avin ring (Fig. 1). The mechanism of this step is
still debated,47,57–63 but quantum calculations give strong
evidence in favor of the hydride transfer mechanism, i.e. the
hydrogen atom most likely migrates to the avin ring as an H�

entity.43 A very recent 13C NMR isotope effect study provides
experimental evidence that the same mechanism is operational
in a related polyamine oxidase enzyme.64 Since many enzymes
catalyze the cleavage of C–Hbonds, the presently studied reaction
may be regarded as benchmark for an entire class of enzymes.
The published computational experience on MAO includes
mechanistic studies based on quantum treatment of cluster
models embedded in an implicit solvent,43,65–67 and large-scale
QM/MM treatments68 as well as a two-layer ONIOM approach
combining DFT and semiempirical methods.59,63 In contrast, our
recent work on MAO kinetics25,28,42 uses the EVB approach which,
while retaining reasonable accuracy, allows for signicantly
better thermal averaging than other QM/MM techniques.

To a great extent this work relies on the methodology and
models used in our recent EVB study of the point mutation
effect on PEA oxidation by MAO A.28 The model was proved to be
reliable and correct by delivering accurate prediction of the
increase in the free energy barrier for the rate limiting step on
mutating one of the residues that was in an excellent match
with experimental observations.69 However, the sampling issue
related to restraints was not examined, although it was noticed.
The reference reaction problem was largely circumvented,
because rather than using the reaction in the gas phase or
aqueous solution (as is normally the case), we chose the reac-
tion in the wild type enzyme as reference for the calibration of
EVB parameters. We were able to do so because our research
focused specically on the enzyme mutation effect and because
good experimental data exists for the selected reference reac-
tion.69 However, such a choice is not very common.
This journal is © The Royal Society of Chemistry 2017
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Fig. 1 (a) Flavin moiety of FAD and atomic labels; (b) amine oxidation reaction scheme following the hydride transfer mechanism with the rate
limiting step indicated (reproduced from ref. 43).

Fig. 2 Scheme of halogen exchange reaction between hexyl bromide and chloride ion proceeding by the SN2 mechanism.
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Since virtually all properties of chemical systems, including
reaction dynamics, are governed by the potential energy surface,
it can be assumed that convergence of reaction simulation is
critically dependent on the complexity of the surface, possibly
resulting in quite different simulation lengths for different
reactions. While this aspect can already be elucidated by using
restraints, thereby reducing the complexity of the surface and
possibly achieving convergence with shorter simulations, it is
reasonable to impose the same investigation on another reac-
tion. We chose a bimolecular nucleophilic substitution (SN2
reaction), namely halogen exchange between hexyl bromide and
chloride ion proceeding through a bimolecular transition state
structure, as shown in Fig. 2. This is an elementary SN2 reaction,
and reactions of this kind are routinely described in organic
chemistry textbooks;70,71 they have also been elucidated by
simulations72–76 and used for educative purpose.77,78 Although
this reaction does not occur in enzymes in identical form, it is
a good prototype of many enzymatic reactions that proceed by
the SN2 mechanism. An interesting class of such reactions is the
conversion of haloalkanes to alcohols catalyzed by haloalkane
dehalogenase enzymes;79,80 these reactions have signicant
impact on environmental chemistry in efforts to reduce pollu-
tion caused by halogenated compounds.81 Evidently, the
potential energy surface of this SN2 reaction is likely to be
noticeably simpler than the one mainly focused by the present
study, hence we expect the convergence of EVB free energy
proles would be achieved faster.

Summarizing the above outlined issues, this work addresses
the following questions: (1) at what timescales the free energy
proles acquired from gas phase EVB simulations converge, i.e.
become independent of initial conditions; (2) how these
requirements vary with different reactions or with restrained
simulations; (3) which factors critically determine the sampling
This journal is © The Royal Society of Chemistry 2017
quality and thus the convergence; (4) what is the inherent
conformational freedom between the reacting molecules and
how is this freedom limited by the enzyme; (5) what is the role of
restraints commonly used in simulations of related reactions in
the enzyme; (6) in the context of EVB, are the restrained and
unrestrained gas phase simulations mechanistically equivalent
and, when used as reference for the investigated enzymatic
reaction, what impact has the use or omission of restraints in
the gas phase simulations on the resulting free energy proles
in the enzyme.

2. EVB simulations

The EVB methodology encompasses quantum treatment of
a reacting system embedded in a classical environment
(solvent, enzyme active center). In essence EVB belongs to the
group of multiscale QM/MM methods. However, in contrast to
most of the popular techniques, the peculiarity of EVB is in that
it uses quantum principles on empirical valence states rather
than on the electronic structure. Consequently, EVB benets of
high efficiency whilst retaining accuracy, albeit at the expense of
not including explicitly the electron density. For a thorough
overview of EVB, the reader is referred to ref. 29 and to our
recent work for an example of using EVB in a similar context.28

The two-state EVB Hamiltonian assumes the form of a 2 � 2
matrix, with the diagonal elements denoted as H11 and H22

representing the classical Hamiltonians of valence states of
reactants and products, respectively, and the off-diagonal term
H12 representing the quantum coupling between the states. In
this work H12 has been simplied to a constant, which is
common in EVB calculations. The ground state EVB free energy
(Eg) is derived from the secular equation pertinent to the
Hamiltonian, yielding the expression:
RSC Adv., 2017, 7, 8740–8754 | 8743
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Eg ¼ 1

2
ðH11 þH22Þ � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðH11 �H22Þ2 þ 4H12

2

q
: (1)

While H11 andH22 are pre-determined by the respective force
elds, H12 must be determined empirically. Additionally, the
potentials dening H11 and H22 need to be brought to the
common origin, because the reactant and product state typi-
cally have different heats of formation. By convention, this is
achieved by adding an empirical constant named origin shi
(a02) to the Hamiltonian representative of products, i.e., in
addition to the common force eld terms the formulation ofH22

also includes the origin shi.
The values of H12 and a02 are typically obtained by calibration

using a reference reaction. The reference reaction is usually
simulated in the gas phase or in aqueous solution, but the only
prerequisite for the reference reaction is that it proceeds by the
samemechanism as the investigated reaction, and that its barrier
and free energy are known in advance – either measured experi-
mentally or determined by quantum calculations. Calibration is
a tting procedure in which the parameters H12 and a02 are tuned
such that the barrier and reaction free energy of the computed Eg
prole match the reference values. It is also possible to run the
simulation of a reference reaction in parallel batches yielding
several free energy proles and use the match of the average
barrier and average free energy as the tting criterion; this was
also the case in the present work. The calibrated EVB parameters
can then be used with simulations of the same reaction in any
medium (e.g., in the enzyme), yielding free energy proles. It is
postulated that the EVB parameters of a given reaction are inde-
pendent of the environment, but the mechanism should remain
unchanged. This aspect will be investigated and discussed below.

The common practice of EVB simulations of enzymatic
reactions is that the simulations are performed in batches of
several (typically 10) independent runs (replicas) generated by
randomization of initial velocities, and in that the conforma-
tional exibility of the reacting moiety is limited by position
restraints. In line with the performance of the employed
simulation packages, the simulation length is usually of the
order of a few nanoseconds. The resulting free energy proles
obtained from the replicas typically differ by up to 1 kcal mol�1

in the barrier region,28,82 which is usually considered to be
satisfactory. When the restraints are omitted, deviations
between the proles become several times larger and the
proles become noisy, indicating sampling and timescale
issues. By restraining the reacting moiety and computing the
free energy proles from several independent simulations with
slightly different initial conditions, the proles become appre-
ciably smooth and similar to one another in reasonably short
time, but within an arbitrarily conned phase space.
3. Computational details

The setup of the model was essentially the same as in our
recently published work,28 except that the present work uses
a truncated version of the FAD prosthetic group, namely lumi-
avin (LFN), and that all the simulations were done in the
8744 | RSC Adv., 2017, 7, 8740–8754
absence of solvated protein. The classical model consisted of
two states, namely reactants (LFN and PEA) and products (semi-
reduced LFN and PEA with hydride ion abstracted). The simu-
lations utilized the OPLS-AA force led83–85 and were performed
in a spherical cell with a radius of 20 Å centered at the avin N5
atom (Fig. 1a). The parameters were acquired by the ffld_server
utility assisted by the Maestro v. 9.7 graphical interface.86 The
force eld of both states was tuned to support reactivity; among
the rest, the breaking of the C–H bond and the formation of the
N–H bond was facilitated by replacing the corresponding
harmonic bond stretching potentials by Morse functions, and
the Lennard–Jones potential was replaced by a less proximity-
prohibitive Buckingham-type potential (“so-core repulsion”)
on the reacting C/H and N/H atom pairs. The atomic charges
were determined by tting to the electrostatic potential (RESP
scheme) computed by quantum calculations at the HF/6-31G(d)
level of theory using Gaussian09 package.87 Inputs for quantum
calculations were generated by the AmberTools15 package.88

The reader is referred to ref. 28 for further details about the
model. All the simulations were performed by the qdyn module
of the program package Q v.5.89

The reaction phase space was sampled by the free energy
perturbation (FEP) approach using the Hamiltonian H(l) con-
structed from the Hamiltonians representing the state of reac-
tants (H11) and products (H22) using the coupling parameter l:

H(l) ¼ lH11 + (1 � l)H22. (2)

The simulation proceeded in a series of 101 consecutive
molecular dynamics (MD) simulations (named FEP steps) in
which l was changed from 1 (reactants) to 0 (products) in 0.01
steps. In other words, at each successive FEP step the Hamil-
tonian lost 1% character of reactants and gained 1% character
of products. The total simulation length was controlled by
duration of the individual FEP steps that ranged between 100 ps
and 100 ns, resulting in 10.1 ns to 10.1 ms of total simulation
time. When necessary, extended sampling was performed in the
transition state region, prolonging selected FEP steps up to 2 ms
and the total simulation length up to 22 ms. All reaction simu-
lations were performed in batches of 16 independent runs
(“replicas”). Starting from the common initial structure, the
velocities were randomized and for each replica the system was
equilibrated for 1 ns before proceeding with FEP simulation,
ensuring that any correlation between the replicas disappeared.

The role of restraints as a tool controlling the reaction path
sampling was examined by using two simulation strategies,
namely ‘unrestrained’ and ‘restrained’. Both strategies included
three-point position restraints involving ring atom C8 and C-
atoms of methyl groups bound to C7 and C8 to prevent the
system from gaining rotational kinetic energy at the expense of
internal degrees of freedom. Otherwise, for unrestrained
simulations, only a light a-C/N5 distance restraint with
a harmonic force constant of 0.5 kcal (mol Å2)�1 was retained
for PEA/LFN separations exceeding 8 Å, in order to prevent the
complex from disintegrating due to thermal motion. These
restraints do not limit the possibility to explore the entire phase
space relevant for the reaction, hence the term ‘unrestrained’.
This journal is © The Royal Society of Chemistry 2017
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For restrained simulations, position and distance restraints
were used to ensure torsional rigidity between the reacting
molecules, exactly as was done for simulations in the enzyme.28

Position restraints with a force constant of 0.5 kcal (mol Å2)�1

were imposed on all heavy atoms, and the molecules were kept
in a reaction-plausible orientation by the C/N5 and H/N5
distances restrained with a force constant of 5 kcal (mol Å2)�1

for values above 3 and 2 Å, respectively.
Simulations of the halogen exchange SN2 reaction (Fig. 2)

were prepared and executed in the same way as with the reac-
tion between PEA and LFN, using the same procedures. The
three-point restraint preventing the system form gaining
excessive angular momentum was imposed on hydrogen atoms
bound to three different carbons of the hexyl chain most distant
from the reactive carbon. In addition, light restraint with a force
constant of 0.5 kcal mol�1 was imposed on C/Br and C/Cl
distances greater than 5 Å. The duration of FEP simulations was
between 101 ps (101 � 1 ps) and 1.01 ms (101 � 10 ns).

The EVB reaction proles were extracted from the simulation
energy data by the qfep module of the Q package.89 As this work is
focused on the efficiency of reaction path sampling, only cali-
bration of EVB parameters was performed, yielding the coupling
term of the EVB Hamiltonian (H12) and the relative shi between
the two states (a02). The reference values of the barrier and reaction
energy (31.4 and 25.0 kcal mol�1, respectively, for the reaction
between PEA and LFN) targeted by EVB calibration were obtained
Fig. 3 Free energy profiles obtained from unrestrained simulations of d

This journal is © The Royal Society of Chemistry 2017
by gas-phase M06-2X/6-31+G(d,p) optimization of entities corre-
sponding to reactants, products and the transition state by using
standard protocols implemented in the Gaussian09 program.87

The reference barrier and reaction energy for the SN2 reaction
were calculated to 15.61 and �3.01 kcal mol�1, respectively. The
procedures related to FEP simulations and calibration of EVB
parameters were facilitated by scripts written by Miha Purg.28

4. Results and discussion
4.1. Unrestrained simulations: convergence of free energy
proles

Simulation free of restraints allows the reacting system to fully
explore the reaction phase space, including torsional alignment
between the reacting molecules. Wemonitored the convergence
of free energy proles with the increasing simulation length.
Fig. 3 displays the free energy proles obtained from simula-
tions of different length (10.1 ns to 22 ms) aer calibrating the
EVB parameters to the reference values of 31.4 and 25.0 kcal
mol�1 for the barrier and reaction energy, respectively. Standard
deviations of the barrier and reaction free energy are summa-
rized in Table 1. Please note that all the displayed proles have
exactly the same average value of barrier and reaction free
energy. Also note that the reaction coordinate is represented by
the energy gap between the Hamiltonians dened as 3 ¼ H11 �
H12. This formulation facilitates efficient mapping of the
ifferent length. The transition state region is magnified in the inset.
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Table 1 Calibrated EVB parameters (H12, a
0
2) for reaction between PEA and LFN, derived from FEP simulations of different length and different

use of restraints. All simulations were done in batches of 16 replicas, hence standard deviations of the barrier and reaction free energy are also
reported. In addition, the range of l-values pertaining to the transition state is listed for each set of replicas

FEP steps Total length H12 [kcal mol�1] a02 [kcal mol�1] s‡ [kcal mol�1] sR [kcal mol�1] l at TS

Unrestrained simulations
101 � 100 ps 10.1 ns 66.45 108.76 0.47 1.03 0.28–0.32
101 � 1 ns 101 ns 70.09 111.89 0.24 0.75 0.31–0.34
101 � 10 ns 1.01 ms 72.92 114.38 0.19 0.63 0.33–0.35
101 � 100 ns 10.1 ms 74.15 116.07 0.22 0.42 0.34–0.36
101 � 100 ns + 2 ms at l ¼ 0.36 12 ms 74.78 116.22 0.03 0.30 0.36
101 � 100 ns + 12 ms at l ¼ 0.32–0.37 22 ms 75.18 116.87 0.07 0.09 0.35–0.36

Restrained simulations
101 � 100 ps 10.1 ns 81.45 108.47 0.66 1.69 0.38–0.44
101 � 1 ns 101 ns 81.99 110.11 0.52 1.00 0.39–0.43
101 � 10 ns 1.01 ms 83.07 111.66 0.14 0.25 0.40–0.42

Fig. 4 Reaction profiles of the same 10.1 ms (101� 100 ns) batch of simulations, with the profiles brought to the common origin either in the well
of reactants (left) or products (right).

Fig. 5 Sampling statistics for a FEP simulation (101 � 100 ns), given as
the number of counts along the discretized (binned) reaction coordinate
for different (indicated) values of l. Regions pertaining to reactants (R),
transition state (TS) and products (P) are indicated. Note that only every
fifth profile is displayed (l ¼ 1.00, 0.95, 0.90, .) for the sake of clarity.
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multidimensional free energy surface onto a single coordinate
and has been routinely used with the EVB methodology.

With the increasing simulation time, differences between
proles within the batch diminish (Fig. 3a–f), indicating that
the reaction pathway sampling approaches completion. Yet, not
all the areas of the prole converge at the same pace. While in
large part the proles become indistinguishable from one
another much earlier, at latest with the 1.01 ms simulation
(Fig. 3c), noticeable difference in the transition state region
persists even with 10 times longer simulation (Fig. 3d), the
standard deviation in the barrier being around 0.2 kcal mol�1

(Table 1). Evidently, all the difference between the replicas
builds up in the close vicinity of the transition state, which is
trivially demonstrated by shiing the common point of the
proles from reactants to products (Fig. 4).

The persistent difference between the proles (Fig. 3a–d)
indicates that the reaction path sampling in the transition state
region is insufficient. Perhaps the most illustrative insight into
the transition state sampling issue is provided by the sampling
statistics along the prole displayed in Fig. 5. During a FEP
simulation, for each value of l a part of the reaction coordinate
(reected in adjacent intervals on the discretized 3-axis) is
sampled and the number of counts for each interval (bin) on the
3-axis is recorded; the counts are then converted into the EVB
free energy prole according to the postulates of the FEP
8746 | RSC Adv., 2017, 7, 8740–8754
approach and the fundamental expression of EVB ground state
energy (eqn (1)). The bits of the phase space sampled at
subsequent values of l largely overlap, and the coverage is fairly
This journal is © The Royal Society of Chemistry 2017
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Fig. 6 Profiles of characteristic interatomic distances during the
reaction (101 � 10 ns unrestrained FEP simulation).
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good along most of the prole, reected in several thousands
(or tens of thousands) of counts at almost all values of 3.
However, there is an exception in that the sampling statistics is
noticeably poorer in the TS region, as can be seen as a “gap” in
the number of counts at 3 z 50 kcal mol�1. The TS region
features about two orders of magnitude smaller number of
counts than the rest of the prole, implying an order of
magnitude larger statistical noise. Thus, in order to ensure
convergence of proles in the transition state region, extended
sampling is in the rst place required for the values of l that
contribute mainly to the transition state. For the 101 � 100 ns
simulation (Fig. 3d), the transition state is sampled at l-values
between 0.32 and 0.37, with the largest contribution at l¼ 0.36.
As we extend the simulation time at l¼ 0.36 from 100 ns to 2 ms,
the proles become virtually indistinguishable in the transition
state (Fig. 3e) and the standard deviation of the barrier nearly
diminishes (0.03 kcal mol�1, Table 1). However, deviations
between proles past the transition state persiss, resulting in
barely reduced standard deviation of the reaction free energy
(0.30 kcal mol�1, Table 1). But when the extended 2 ms sampling
is also used with l-values of 0.32, 0.33, 0.34, 0.35 and 0.37
(additional 12 ms of simulation altogether, Fig. 3f and Table 1),
the proles become reasonably converged along the entire
reaction pathway. At that point the replicas effectively collapse
into one single prole. The sampling of the pathway in parallel
replicas, as is commonly done in enzymes, becomes irrelevant.

In support of the above discussion, standard deviations
characterizing the diversity of proles are listed in Table 1. The
average barrier reaches precision of �0.2 kcal mol�1 already at
101 ns simulation, but microseconds of extended sampling are
needed in order to bring the deviation below 0.1 kcal mol�1.
Such precision standards are much tighter than those of
enzyme simulations (typically 0.5 kcal mol�1),25,28 but one
should note that the typical precision of kinetic measurements
converts into a �0.1 kcal mol�1 precision in the barrier due to
the exponential relation between the barrier and the rate
constant. For that sake it is difficult to reproduce the experi-
mental precision by simulations.

In the context of reaction kinetics most oen targeted by
such simulations, deviations in the reaction free energy are
much less important, even more so due to the fact that in the
cascade of reactions only the rate limiting step has been
considered and no experimental data is available on thermo-
dynamics of that particular step. In addition, uncertainties in
the reaction free energy have been proved to have negligible
effect on the computed barrier.28

With prolonging simulation time, the maximum of the
proles gradually shis to the le (smaller value of 3), which can
be tentatively seen in the insets of Fig. 3. An equivalent measure
is the value of l with largest contribution to the transition state
listed in Table 1. With longer simulations the value increases,
meaning that the transition state occurs earlier. This is
reasonable, because longer simulation ensures better relaxation
at each FEP step, therefore the system is sooner ‘prepared’ for
the oncoming crossing of the barrier.

The transition state sampling issue appears to be the key to
the acquisition of fully converged reaction proles. But why is the
This journal is © The Royal Society of Chemistry 2017
sampling of the transition state so signicantly poorer? In order
to answer this question, one needs to address geometric aspects.
4.2. Geometric aspects and relation to convergence

Simulations free of restraints allow the PEA and LFN molecule
to assume a myriad of different mutual orientations. The
torsional exibility of the complex is very high, particularly in or
near the state of reactants where the PEA molecule almost freely
orbits all the area around LFN (see also Fig. 9). Approaching the
transition state, the exibility is reduced, as the a-carbon atom
of PEA prefers to reside close to the plane of LFN rings, facili-
tating the hydride ion to be in-plane transferred to LFN from
underneath N5. At the same time, uctuations in interatomic
distances are reduced, as well as torsional exibility (Fig. 9). The
proles of interatomic distances directly involved in the reac-
tion (Fig. 6), namely the C/H distance (breaking bond), the
N/H distance (forming bond) and the donor–acceptor C/N
separation reveal a peculiar feature, namely an abrupt jump in
the C/H and C/N distance which always occurs at the value of
l pertaining to the transition state and is accomplished in less
than 3 picoseconds.

What is the driving force for such a jump? It appears to be
related to the rearrangement of hydrogen bonding involving the
NH2 group of PEA as donor and either of the two ring C]O
groups of LFN as acceptor, as shown in snapshot structures in
Fig. 7 and in distance proles in Fig. 8. With the only exception
of the rst �10% of the simulation, the NH2 group of PEA is for
most of the time involved in a moderate hydrogen bond to
either the C4]O (HB1) or the C2]O (HB2) ring carbonyl group.
The swap between HB1 andHB2 occurs simultaneously with the
abrupt jump in distances directly involved in the reaction
(Fig. 6) just at the transition state.

The reason for the abrupt change can be found in the
changed charges of the involved atoms on passing from the
reactant to the product state (Fig. 7). The most signicant
among these are (i) the largely positive charge built on the
RSC Adv., 2017, 7, 8740–8754 | 8747
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Fig. 7 Typical snapshot structures before and after transition state involving two distinct sites stabilizing the complex by a hydrogen bond
formed by the NH2 group of phenylethylamine and one of the C]Ogroups of lumiflavin (HB1, before TS) and to the C2]Ogroup (HB2, after TS),
with selected atomic charges in the reactant (left) and product state (right). The most relevant charges for the observed change in the structure
are underlined. See Fig. 1 for atomic labels.

Fig. 8 Profiles of donor/acceptor distances of the two hydrogen
bonds (see Fig. 7) during the reaction (101 � 10 ns unrestrained FEP
simulation).
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transferred hydrogen (from �0.05 to +0.33) resulting in repul-
sion with the a-carbon atom of PEA, and (ii) the even larger
change on the C4a atom (from +0.25 to �0.44), switching the
interaction with the negatively charged N atom of PEA from
signicantly attractive to signicantly repulsive. Both these
changes synergistically render the location of PEA near the
reacting N5 atom of LFN unfavorable, resulting in a shi of the
PEA molecule to the vicinity of the C2]O group, thereby
switching from HB1 to HB2.

But how is this feature linked to the transition state
sampling issue? The point is that with all FEP simulations up to
10 nanoseconds per FEP step (101 � 10 ns), this large change in
geometry is observed only once in each simulation trajectory – in
other words, once PEA switches from one hydrogen-bond-
stabilized site to another, it does not switch back. Conse-
quently, the change is effectively irreversible and the statistics
of the transition is poor. For proper statistics it is essential that
this event occurs several times (i.e., several jumps there and
8748 | RSC Adv., 2017, 7, 8740–8754
back). Our observation shows that the aforementioned abrupt
geometry change is reversible on a timescale of tens of nano-
seconds, hence occurring more than once with FEP simulation
of at least 100 nanoseconds per FEP step. For instance, with 100
ns of sampling at xed l two or three such events are observed,
which is still not sufficient (see Fig. 3d). With the sampling
extended by 2–12 microseconds in the transition state region,
the number of events increases to at least a few dozen, resulting
in improved statistics and convergent free energy proles
(Fig. 3e and f).

The timescale required for complete sampling (microsec-
onds of simulation) is quite long. At present it is not clear if this
is a general feature inherent to this class of chemical reactions,
or it is rather determined by specic factors or even by char-
acteristics of the force eld. A thorough examination of these
features is beyond the scope of the present work, but it remains
clear that conformational uctuations have noticeable effect on
the free energy prole, and that considerable computational
power may be required to reach full convergence.

4.3. Restrained simulations

In an attempt to drive the reaction geometrically in the same
way as within the enzyme, the same scheme of position and
distance restraints was applied as in our recent study of PEA
oxidation by MAO A.28 The restraints prevent sizable uctua-
tions of the torsional alignment between PEA and LFN.

Fig. 9 shows the prole of one of the coordinates charac-
terizing the torsional alignment between PEA and LFN for
various types of simulation. Despite minor difference between
the proles of restrained simulation in the enzyme and in the
gas phase, the restrained simulation in the gas phase is
geometrically much more similar to the one within the enzyme
than to the unrestrained simulation in the gas phase. The
torsional amplitudes of restrained simulations are several times
smaller than with simulation free of restraints. The same also
holds for other intermolecular degrees of freedom not shown
presently. Therefore, the restrained gas phase simulation of the
reaction is in a very good geometric match with the one in the
This journal is © The Royal Society of Chemistry 2017
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Fig. 9 Profiles of torsional offset of the a-carbon atom of PEA from
the plane of LFN rings during the FEP simulation in the gas phase
(unrestrained and restrained) and within the MAO A enzyme.28
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enzyme, but quite different from the unrestrained one in the
free space. The difference is well reected in the prole of
interatomic distances involved in the reaction, displayed in
Fig. 10 (to be compared with Fig. 6).

The geometry change is still quite abrupt near the transition
state, but it is less pronounced than in the unrestrained simu-
lations. The magnitude of the C/H and C/N distance jump is
smaller due to restraints, and reversibility of the jump is
established on a roughly 10 times shorter timescale than in the
unrestrained simulations, i.e. in nanoseconds rather than in
tens of nanoseconds. Consequently, the restrained 101 � 10 ns
simulation features better sampling of the transition state
region, and the resulting barrier deviation between the replicas
is somewhat smaller than in the unrestrained simulation of the
same length (Table 1). While the same driving force is respon-
sible for the geometry shi, the restraints largely prevent
hydrogen bonds HB1 and HB2 from being formed, thereby
reducing their contribution to the reaction pathway. Also, due
Fig. 10 Profiles of characteristic interatomic distances during the
reaction (101 � 10 ns restrained FEP simulation).

This journal is © The Royal Society of Chemistry 2017
to restraints the transition state occurs earlier than with unre-
strained simulations. The corresponding transition state values
of l (Table 1) are by 0.06–0.08 larger for the former. The
restraints enforce the a-CH group of PEA to be permanently
oriented towards N5 of LFN (consistent with the earlier crossing
of the barrier), but the system is prevented from fully relaxing to
the optimal pathway.
4.4. Calibrated EVB parameters and validation on an enzyme
reaction

Apart from geometric aspect, the difference between the path-
ways taken by unrestrained and restrained simulations is also
reected in the EVB parameters calibrated for each particular
batch of simulations. In Table 1 the coupling constant H12 and
the relative shi a02 are listed for each of the simulations per-
formed in this work. The values differ signicantly between the
simulation strategies. For both unrestrained and restrained
simulation the values ofH12 and a02 increase with the elongating
simulation time. The increasing tendency is more pronounced
with unrestrained simulations, possibly due to the more
complex phase space needed to be sampled, indicating that the
shorter unrestrained simulations are still far from convergence.
In contrast to that, in restrained simulations the conned
phase space ensures somewhat faster convergence of H12 and
a02. The computed free energy proles of the unrestrained and
restrained simulation are perceivably different (Fig. 11), con-
rming that the reaction pathways – and thus the mechanisms,
as demonstrated below – are not equivalent.

All EVB simulations are based on a pre-determined reaction
mechanism dened by the force eld and atomic charges of
reactants and products. In this work the simulations are based
on the postulated hydride transfer mechanism43 that has been
thoroughly tested and validated on various examples.25,28,42

Fig. 11 already suggests that the reaction can proceed in a
noticeably different manner depending on the use of restraints,
but it can be further deducted that the mechanisms of
Fig. 11 Free energy profiles obtained from unrestrained and restrained
simulations, both in batch of sixteen 101 � 10 ns FEP runs.

RSC Adv., 2017, 7, 8740–8754 | 8749
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unrestrained and restrained simulations are not the same. The
EVB parameters calibrated by either simulation strategy in the
gas phase (see the values in Fig. 11 and Table 1) were used for
the calculation of free energy proles of the same reaction
embedded in the enzyme active site. We took the FEP simula-
tion of our recent study28 consisting of 51 � 100 ps steps and
computed the barrier with either set of parameters. This is an
example of a routine EVB calculation, relying on the postulate
that the EVB parameters for a reaction are independent of the
surroundings and therefore transferrable between various types
of media.29 However, the prerequisite for transferability is that
the reaction in the medium of interest proceeds by exactly the
same mechanism as in the medium where its EVB parameters
were calibrated. The concept of catalysis, as dened by Warshel,
also requires the identity of mechanisms between the catalyzed
and reference reaction.29

The values of H12 and a02 derived from unrestrained and
restrained simulation yield remarkably different free energy
barrier for the reaction within the enzyme (24.26 and 19.07 kcal
mol�1, respectively; see Table 2). This difference is several times
larger than the precision at which the barrier is computed (�0.5
kcal mol�1), and is large enough to invoke the issue whether the
catalytic function of the enzyme has been properly reproduced
in the case of unrestrained simulation of the reference reaction.
Namely, while the barrier of 19.07 kcal mol�1 derived from
restrained reference reaction (albeit not corrected for PEA
deprotonation) is in reasonable agreement with the experi-
mental value of 18.57 kcal mol�1,69 the use of unrestrained
simulation as reference yields a highly overestimated barrier of
24.26 kcal mol�1 for the reaction in the enzyme. This discrep-
ancy can be ascribed to the mismatch of mechanisms between
the reference and enzymatic reaction: although the mecha-
nisms are equivalent in terms of electronic effects, they differ in
the conformational aspect controlled by restraints. The differ-
ence spans beyond the effects related to ne tuning of
Table 2 Average free energy barrier computed from the FEP simula-
tion of PEA oxidation by flavin within the active site of MAO A,28 by
using EVB parameters calibrated to unrestrained or restrained gas
phase simulations

Strategy H12 [kcal mol�1] a02 [kcal mol�1] DG‡ [kcal mol�1]

Unrestrained 75.18 116.87 24.26
Restrained 83.07 111.66 19.07

Table 3 Calibrated EVB parameters (H12, a
0
2) for the SN2 halogen exchan

simulations of different length and different use of restraints. All simulation
barrier and reaction free energy are also reported. In addition, the rang
replicas

FEP steps Total length H12 [kcal mol�1] a02 [kcal

101 � 1 ps 101 ps 67.98 8.27
101 � 10 ps 1.01 ns 67.37 9.44
101 � 100 ps 10.1 ns 67.06 9.42
101 � 1 ns 101 ns 67.03 9.40
101 � 10 ns 1.01 ms 66.94 9.48

8750 | RSC Adv., 2017, 7, 8740–8754
simulation parameters (e.g., number of steps) that typically shi
the barrier by less than 1 kcal mol�1.28 Therefore, for a treat-
ment of restrained reaction simulation in the enzyme, restrained
simulation of the reference reaction in the gas phase works
much better than the unrestrained one, despite that the latter
evidently samples the reaction phase space better (more
completely). Importantly, the similarity between simulations
in different phases appears to be more decisive than the
completeness of sampling. This implies that the requirement of
identical mechanism for transferability of EVB parameters also
includes conformational aspects, suggesting that that identical
(or as similar as possible) restraints should be used in all types
of environment. Consequently, the reasoning that the unre-
strained and restrained simulation correspond to different
mechanisms is justied, instructing cautious setup of the
simulations.
4.5. SN2 reaction

The use of restraints apparently reduces the required time for
convergence of free energy proles (Section 4.3, Table 1). This
can be rationalized by the reduced complexity of the phase
space on using restraints, because only a subset of the phase
space is available for sampling. As the elementary SN2 reaction
between hexylbromide and chloride ion is probably less
complex than the reaction between PEA and LFN, one can
expect that the free energy proles will converge even faster. In
the samemanner as in Table 1, Table 3 lists standard deviations
between the replicated simulations for the SN2 reaction.

Indeed, convergence is attained at a much faster rate. Devi-
ations between replicas in both the barrier and reaction free
energy falls below 0.1 kcal mol�1 already with a 10.1 ns simu-
lation – three orders of magnitude faster than with the PEA/
LFN reaction (Table 1, Fig. 3e and f). With a 1.01 ms simulation,
the free energy proles are essentially indistinguishable
(Fig. 12), but even with a two order of magnitude shorter
simulation it can be safely concluded that completeness has
been reached and that simulations become independent of the
initial conditions.

Evidence supporting faster convergence can also be found in
the sampling statistics along the reaction coordinate, in which
all the areas are well sampled. Unlike the PEA/LFN reaction
where a noticeable sampling decit is observed in the TS region
(Fig. 5) the sampling rate around TS is just barely reduced and
remains comparable to the other areas, thus avoiding the
ge reaction between hexyl bromide and chloride ion, derived from FEP
s were done in batches of 16 replicas, hence standard deviations of the
e of l-values pertaining to the transition state is listed for each set of

mol�1] s‡ [kcal mol�1] sR [kcal mol�1] l at TS

1.38 1.46 0.48–0.53
0.29 0.40 0.49–0.52
0.09 0.09 0.49–0.50
0.04 0.04 0.49–0.50
0.02 0.02 0.49–0.50

This journal is © The Royal Society of Chemistry 2017
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Fig. 12 Free energy profiles obtained for the SN2 halogen exchange
reaction between hexyl bromide and chloride ion, derived from 1.01 ms
FEP simulations. Note that the displayed graph consists of sixteen
overlaid profiles.
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necessity of extended sampling. This agrees with the assump-
tion that the potential energy surface of the presently studies
SN2 reaction is much more simple than the one corresponding
to hydride transfer from PEA to LFN.
4.6. What can we learn?

Depending on the use of restraints, the presently studied reac-
tion proles in the gas phase converge quantitatively on an
about microsecond timescale. This includes the complete
sampling of the conformational space dened by the alignment
of the reacting molecules and assures that the proles are
effectively independent of the initial conditions (differences
between them are kept well below 0.1 kcal mol�1). Such preci-
sion matches or exceeds most experimental measurements. As
was demonstrated by comparison between unrestrained and
restrained simulations and by simulation of a benchmark SN2
reaction, the convergence requirements are critically dependent
on the complexity of the potential energy surface for the
investigated reactions. For the SN2 reaction convergent free
energy proles are obtained with three orders of magnitude
shorter simulations.

However, at present it is for several reasons difficult to reach
such precision with reactions embedded in the fully scaled
solvated protein. Firstly, the protein environment imposes
barriers to conformational uctuations already within the
reacting moiety, making the sampling of this part of the phase
space more difficult than with the isolated system. It is hard to
estimate the required timescales, but they are likely to be
considerably longer than with the gas phase models. Addi-
tionally, the complete sampling should include the conforma-
tional degrees of freedom within the protein, which probably
requires comparable or longer timescales. Since not much is
known about the coordinates or structures involved in these
conformational uctuations, the usage of advanced sampling
techniques is dubious. At this point it should be noted that,
This journal is © The Royal Society of Chemistry 2017
while the cost of the EVB methodology is in principle compa-
rable to that of classical simulations, the performance of
available EVB packages is still somewhat behind the popular
codes thoroughly optimized for massive parallelization, use on
GPUs, etc., making micro- to millisecond timescales required
for the complete sampling prohibitively expensive. Therefore,
the common practice of using restraints to conne the phase
space of an enzyme reaction, thereby reaching convergence of
the proles to lower but still acceptable precision (�0.5 kcal
mol�1), appears to remain the method of choice.

While at present adaption of the reaction simulation in the
enzyme to the one in the gas phase remains a challenge for
future studies, doing the other way around, i.e. tuning the
reference reaction simulation to the setup of the enzyme
simulation, appears to be reasonable. This is possible due to
a peculiar convenience of the EVB methodology, namely that
the calculation of the free energy proles is done a posteriori
using the statistical data acquired from the simulation. Thus it
is not mandatory to run simulation of the reference reaction
prior to the simulation in the enzyme, and adaption of simula-
tion of the reference reaction to the one in the enzyme can be
done aer completing the latter.

We speculate that similar conclusions would have probably
been achieved by using the model of aqueous solution instead
of the gas phase model, because the disordered aqueous envi-
ronment most likely allows for comparable conformational
exibility as in the gas phase. However, a reliable solution
model is barely any smaller than the model of a solvated
protein, requiring several orders of magnitude larger compu-
tational times, and is therefore not practical.

This study demonstrates that the optimal setup for the
reference reaction in the gas phase includes the same scheme of
restraints as used in the enzyme. In such a way, mechanistic
equivalence of the reaction in both media is ensured, leading to
proper application of EVB principles andmeaningful results. All
in all, the “ropes over mountains” problem cannot be avoided,
but its impact can be reasonably controlled.
5. Conclusions

This work scrutinizes the completeness of sampling and the
related convergence of the free energy prole of phenylethyl-
amine oxidation by lumiavin, a highly relevant biomolecular
reaction with numerous applications in clinical neurosciences.
The rate limiting step of this reaction is the cleavage of the C–H
bond of the substrate, as is common in many enzymatic reac-
tions. The reaction is catalyzed by the monoamine oxidaze
enzymes, but simulation of the reaction in the enzymatic envi-
ronment invokes sampling issues, particularly related to
conformational exibility within the reacting moiety as well as
in the enzyme. This problem is inherent to simulations of
enzymatic reactions and is not conned to the presently studied
system. While at present the complexity of the system does not
allow for the complete sampling of the reaction phase space,
this can be done for the equivalent reaction in the gas phase. All
the free energy calculations in this work were performed by the
RSC Adv., 2017, 7, 8740–8754 | 8751
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established Empirical Valence Bond (EVB) methodology
coupled with the free energy perturbation sampling technique.

We demonstrate that the most critical part of the conver-
gence of the free energy prole is the transition state region,
because it features about two orders of magnitude poorer
sampling statistics than the rest of the prole. The main reason
for this is the abrupt switching between two conformations
stabilized by hydrogen bonding that occurs at (or just aer) the
transition state. Reversibility of this process is achieved on
a timescale of tens of nanoseconds, thus requiring microsec-
onds of simulation to provide sufficient statistics and complete
the sampling. The use of restraints conning the alignment
between the reacting molecules, as is commonly done in the
enzyme, reduces the required timescale by about a factor of ten.

Importantly, requirements for convergent simulations can
greatly vary between reactions even in the gas phase. We show
that convergence is in large part determined by the complexity
of the phase space. For instance, a benchmark SN2 reaction that
evidently proceeds in a much simpler manner and is essentially
free of sampling issues in the transition state region, reaches
convergence with three orders of magnitude shorter simula-
tions than the main reaction undertaken in this study.

While the complete sampling can be performed in
a reasonable time for the gas phase reaction, resulting in a <0.1
kcal mol�1 precision in the free energy prole, the complexity of
the conformational phase space currently prevents from doing
so in the enzyme, posing a challenge for implementation of the
presently used methodology for the most advanced platforms
supporting massive parallelization. At the time being, the
strategy relying on restraints remains the method of choice for
ensuring limited but satisfactory precision (about 0.5 kcal
mol�1) in the computed free energies and barriers. However,
this is done at the expense of noticeably shrinking the phase
space available for sampling.

By comparing the free energy proles and the corresponding
calibrated EVB parameters of the unrestrained and restrained
simulation, it is evident that conformational uctuations within
the reacting moiety make an essential part of the reaction
mechanism, hence unrestrained and restrained simulations
deliver considerably different results. We demonstrate that
a “like-for-like” strategy for the setup of the reference and
enzymatic reaction (i.e., using same restraints with both) is
optimal. In contrast, the use of unrestrained simulation in the
gas phase as reference for the restrained simulation in the
enzyme leads to a largely overestimated (by more than 5 kcal
mol�1) free energy barrier, essentially failing to qualitatively
reproduce catalytic function of the enzyme.

Rather than improving the reaction simulation within the
enzyme, this work provides suggestions for improving the
simulation of the reference reaction. It should be stressed
that the latter is equally important for the proper treatment
as the enzymatic reaction itself, hence the present work,
apart from providing detailed insight into sampling and
mechanistic issues, contributes to improved simulations of
higher reliability, still within the constraints determined by
complexity.
8752 | RSC Adv., 2017, 7, 8740–8754
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25, 10–18.
78 M. Repic, M. Purg and J. Mavri, Empirical Valence Bond Online

Tutorial, http://www.ki.si/en/departments/d01-department-
of-computational-biochemistry-and-drug-design/empirical-
valence-bond/.

79 E. Y. Lau, K. Kahn, P. A. Bash and T. C. Bruice, Proc. Natl.
Acad. Sci. U. S. A., 2000, 97, 9937–9942.
RSC Adv., 2017, 7, 8740–8754 | 8753

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c6ra27894a


RSC Advances Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
Ja

nu
ar

y 
20

17
. D

ow
nl

oa
de

d 
on

 1
1/

30
/2

02
5 

7:
36

:4
2 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
80 Y. Nagata, Y. Ohtsubo and M. Tsuda, Appl. Microbiol.
Biotechnol., 2015, 99, 9865–9881.
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