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hba spin–orbit coupling on the
spin- and valley-dependent electronic heat
capacity of silicene

Mohsen Yarmohammadi

Through restructuring of the electronic spectrum of two-dimensional massive fermions in buckled silicene

under an applied electric field and induced exchange field, we have studied howRashba spin–orbit coupling

enhances the electronic band structure and electronic heat capacity of the system. Special attention was

given to investigate the spin- and valley-dependent electronic heat capacity. By variation of the electric

field, system transitions occurred from the topological insulator phase to the band insulator phase. The

Kane–Mele Hamiltonian model and the Green’s function technique were used in this work. The first

remarkable point is the unchanged (changed) subband gap size (effective mass of fermions) with Rashba

coupling for all phases. We have found a critical Dirac-like point which affects the effective mass of the

carriers in the band insulator phase. And finally, we found that variation in the Hall conductivity with

Rashba coupling leads to quantized Hall conductivity, which was the main result of the current study:

a new quantum anomalous Hall effect at large Rashba coupling strengths. The presented methodology

may be extended to other two-dimensional materials, like germanene and stanene.
Fig. 1 The (a) side view and (b) top view schematic illustrations of
a silicene sheet. The A and B sites are separated by a distance of 2d
1 Introduction

In the past decade, aer the revolutionary breakthrough of
honeycomb graphene,1 great interest in novel two-dimensional
(2D) materials has continuously grown. Their interesting
physics and diverse applications have been extensively studied
both theoretically and experimentally.1–6 In particular, the
possibility of obtaining new semiconducting materials has been
studied. In graphene, the low-energy carriers near the two nodal
(“Dirac”) points in the rst Brillouin zone (FBZ) posses linear
energy spectra and behave as Dirac massless relativistic
fermions.7–9 This limits the use of graphene in electronic tech-
nology. In new materials, a band gap can be tuned using
external electric bias which was rst demonstrated for bilayer
graphene.10 The creation of a band gap as a tunable semi-
conducting gap has its uses in tunable transistors.

A close cousin of graphene is a graphene-like 2D honeycomb
lattice of silicon atoms called silicene. Its important structural
difference from graphene is that it consists of a puckered structure
due to tetrahedral sp3 hybridization over sp2, leading to a band gap
under normal-to-plane electric bias.11–13 Interest in silicene has
soared due to its possible future applications in spintronics14–16

and valleytronics17–21 at room temperature. Sublattice A and B
atoms in silicene are displaced from each other in the out-of-plane
direction with a distance d x 0.46 Å,22–24 as presented in Fig. 1.
Additionally, the buckled lattice structure of silicene enables us to
nshah Branch, Islamic Azad University,

di69@gmail.com

9

break the inversion symmetry of the sublattices by applying an
external perpendicular electric eld which induces an energy gap
of 2Dz (Dz is the characteristic energy of the electric eld).11,25–27 On
the other hand, this inversion symmetry breaking causes signi-
cant intrinsic spin–orbit coupling (SOC) at the Dirac points which
may reach a value of about 2lSO ¼ 1.55–7.9 meV (lSO is the char-
acteristic energy of SOC).28
within the electric field Ez. The red dashed lines illustrate the Bravais
unit cell including two atoms. d⃑i and d⃑j are two typical vectors con-
necting the next nearest neighbors.

This journal is © The Royal Society of Chemistry 2017

http://crossmark.crossref.org/dialog/?doi=10.1039/c6ra26339a&domain=pdf&date_stamp=2017-02-07
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c6ra26339a
https://pubs.rsc.org/en/journals/journal/RA
https://pubs.rsc.org/en/journals/journal/RA?issueid=RA007018


Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
Fe

br
ua

ry
 2

01
7.

 D
ow

nl
oa

de
d 

on
 1

/1
1/

20
26

 1
:0

8:
11

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
The SOC is predicted to bring about many intriguing phys-
ical properties, such as the quantum spin Hall effect12,29,30 which
exhibits a new quantum state of matter with non-trivial topo-
logical properties. SOC provides a mass to the Dirac points,
the effective mass of which could be controlled to undergo
a topological phase transition from a quantum spin Hall state
(|Dz| < |lSO|) to a band insulator state (|Dz| > |lSO|).31–33 It is
necessary to mention that the on-site energies of the different
sublattices separate the spin-up and spin-down bands.25

Furthermore, a wealth of fascinating features of silicene have
been investigated and reported theoretically, including the
quantum anomalous Hall (QAH) effect and valley-polarized
quantum Hall effect in the presence of an external electric eld.

Internal magnetization can also break the time reversal
symmetry of a system without the need for an external magnetic
eld. When coupled with the special band structures and SOC
of the system, it can generate the so-called QAH effect, which
was rst proposed by Haldane.9 The topology of a QAH state is
characterized by the appearance of quantized Hall conductivity
in the absence of an external magnetic eld. To acquire QAH
insulators, the following four conditions should be satised
simultaneously; they must be 2D systems, insulators, have long-
range ferromagnetic order, and special band structures with
a nite Chern number. To obtain the QAH effect, the system
must satisfy two conditions: (i) the state with one kind of spin is
in the inverted regime while the other is in the normal regime,
and (ii) the entire system is still in the insulating state with
a bulk band gap.

Generally, the extrinsic Rashba SOC (RSOC) of pristine sili-
cene is zero because of its structure inversion symmetry. Also,
extrinsic RSOC induced by an external electric eld is negli-
gible,33 but strong extrinsic RSOC may arise due to metal-atom
adsorption or for substrates, as it dramatically breaks the
structure inversion symmetry of the system, as has been dis-
cussed for graphene.34–37 Recently, rst-principles calculations
have shown that a strong extrinsic SOC effect in silicene with
adsorption of different transition metal atoms attributes �7–44
meV to the band gap,38 which is much larger than the gap (1.55
meV) of pristine silicene. Ferromagnetic substrates and transi-
tion metal adatoms can also induce a sizable exchange eld.39,40

One can also induce an exchange eld M in silicene by putting
a ferromagnet near its surface and further inuence its spin
properties. Combined with the spin and valley dependence of
the gap and the fact that silicene has a longer spin-diffusion
time15,41 and spin-coherence length42 than graphene,43 this
makes silicene an excellent candidate for applications in spin-
tronics and valleytronics.

Beside its electronic properties, the thermal properties of
silicene are still not well studied. Due to the specic lattice of
monolayer silicene, the investigation of the thermal conduc-
tivity and thermodynamic properties is interesting. A lot of work
has been done to investigate this case, for example the thermal
conductivity of silicene is predicted to be around 20–65WmK�1

in ref. 44–48. The thermal properties of the materials could be
reected in their heat capacity (HC) and thermal conductivity
(TC). The HC of a system is dened as the ratio of the heat
added to (or removed from) the matter to the resulting
This journal is © The Royal Society of Chemistry 2017
temperature change.49 Generally, there exist two mechanisms
governing the thermal behavior of the matter, phonons and
electrons, from which the latter has been shown to have a much
smaller contribution.50–52 However, in cases of high electron
concentration and decreased phonon mean free path, the
electronic role could also be important. Furthermore, the elec-
tronic contribution to the HC depends directly on the electronic
structure and basically reects the details of the excitation
spectrum. So it is better to take it into account to achieve a more
accurate gure. In this respect, the electronic HC (EHC), dened
as the ratio of the portion of heat used by the electrons to the
rise in temperature, could easily be extracted.52

In this work, we have reproduced and investigated the effect of
the electric eld and RSOC on the electronic band structure (EBS)
and EHC of a ferromagnetic silicene material in three phases at
Dirac points. Green’s function approach is carried out in addition
to the Kane–Mele Hamiltonian to study the dynamics of massive
carriers. The outline of this paper is as follows: Section 2 describes
the Hamiltonian and calculation details, Section 3 shows the
calculated Berry curvature, Chern number and Hall conductivity,
in Section 4 the numerical results are explained, and the conclu-
sions are given in Section 5.

2 The effective Hamiltonian model,
spin- and valley-dependent energy
dispersions and electronic heat
capacity

The low-energy excitation of the fermions in the silicene system,
which is considered as a monolayer sheet consisting of two
sublattices A and B, can be described by a four bands second-
nearest neighbor tight-binding model as follows:33,53

H ¼ �t0
X
hi; ji;s

c
†
i;scj;s þ i

lSO

3
ffiffiffi
3

p
X

hhi;jii;s;s0
nijc

†
i;sss;s0

zcj;s0

þ d
X
i;s

2iEz
ic

†
i;sci;s þM

X
i;s

c
†
i;sss;s0

zci;s

�i
2

3
lR

X
hhi;jii;s;s0

mijc
†
i;s

�
s� dij

�
s;s0

zcj;s0 ; (1)

where the rst term stands for the usual graphene-like nearest-
neighbor hopping of t x 1.6 eV Hamiltonian. c†i,s (ci,s) is the
creation (annihilation) operator of an electron at site i with
s¼ +1 (�1) that denotes the spin-up (down). The second term is
the effective intrinsic SOC of lSO x 3.9 meV, where s ¼ (sx, sy,

sz)
T is the vector of Pauli matrices, nij ¼

~di �~dj

j~di�~djj ; with the two

nearest bonds ~di and ~dj connecting the next-nearest neighbors
dij, and mij ¼ �1 for the A(B) sites, as shown in Fig. 1. The third
term is the staggered sublattice potential, where 2i ¼ �1 for the
A(B) sites. The fourth term is for the magnetic ordering where
an exchange interaction with strength M is induced by the
magnetic insulator substrates. Finally, the RSOC term is deno-
ted by the last term lR x 0.7 meV. By performing a Fourier
transformation in the continuum model, the low-energy effec-
tive Hamiltonian in the vicinity of the K and K0 points is
RSC Adv., 2017, 7, 10650–10659 | 10651
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H h(k) ¼ ħnF(kxt̂x � hkyt̂y) � hlSOt̂zŝz
+ halRt̂z(kxŝy � kyŝx) + Dzt̂z � Mŝz, (2)

where k ¼ (kx, ky), h ¼ �1 for the K and K0 Dirac points and si

and si are the Pauli matrices for the spin-up, spin-down and
sublattice pseudospin, respectively. The Fermi velocity is

h- nF ¼
ffiffiffi
3

p

2
at with the lattice constant a ¼ 3.86 Å. The Green’s

function matrix of the system can be readily obtained using the
following equation:

Gh
�1(k,iun) ¼ iunÎ � H h(k). (3)

Having substituted eqn (2) into (3), the explicit form of the
Green’s function matrix has been found but has not been
written here because it is quite lengthy.

The DOS can be calculated by the trace of the imaginary part
of the Green’s function matrix, DðEÞ ¼ �JTrGðEÞ=p.54 Taking
the trace over the quantum numbers which label the Hamilto-
nian, using eqn (2) and (3) along with setting iun / 3 + i0+ as an
analytical continuation (0+ being a very small real number), the
total DOS would become

DhðEÞ ¼ � 1

pNc

X
m;k

JGh
mmðk; E þ i0þÞ; (4)

where m describes a sub-site and Nc is the number of unit cells
(or the number of k vectors in the FBZ). Although the DOS of the
system has been calculated and utilized in extraction of the
EHC, its graphs are not presented here; instead we have studied
the electronic structure by means of the eigenvalues E(k) of eqn
(2) which give the EBS as follows:

EhðkÞ ¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ħ2nF2k2 þ

��
Dz �M

�þ bh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2lR

2k2 þ lSO
2

q �2
s

(5)

where a ¼ �1 refers to the conduction and valence bands, and
b ¼ �1 distinguishes between the light and heavy spin sub-
bands of the conduction and valence bands. Also, the normal-
ized eigenstates of eqn (2) are given by the four components
matrixJh(k)¼ (jh

1(k), jh
2(k), jh

3(k), jh
4(k))T. The elements can

be calculated as

jh
n(k) ¼ (jh

1n(k), jh
2n(k), jh

3n(k), jh
4n(k))T

where n¼ {1, 2}f {a¼ +1 and b¼�1} and n¼ {3, 4}f {a¼�1
and b ¼ +1} with

jh
1nðkÞ ¼ iah

e
�i
�
arctan

�
ky
kx

�
þarctan

�
�hky
kx

��
k0l0R

�
8<
:
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l02R þ lSO
2

q
� ahlSO

�

�
0
@b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k02 þ

�
D0

z � a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l02R þ lSO

2

q �2
s

þ D0
z þ hlSO

1
Aþ l02R

9=
;;

jh
2nðkÞ ¼ e

�i arctan
��hky

kx

�
k0 �

8<
:a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k02 þ

�
D0

z � b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l02R þ lSO

2

q �2
s

10652 | RSC Adv., 2017, 7, 10650–10659
�
�
D0

z � b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l02R þ lSO

2

q �9=
;;

jh
3nðkÞ ¼ iah

e
�i arctan

�ky
kx

�
kl0R

	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l02R þ lSO

2

q
þ ahlSO



;

jh
4nðkÞ ¼ 1: (6)

For simplicity D0
z ¼ M � Dz, l0R ¼ aklR, k0 ¼ ħnFk and

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kx

2 þ ky
2

q
.

The DOS and EBS have the same meaning for studying band
gaps. The EHC could be introduced using the following
expression:55

CðTÞ ¼
ðþN

�N
EDðEÞvT f ðEÞd3 (7)

in whichDðEÞ is calculated using eqn (4) and f(E) ¼ 1/[eE/kBT + 1]
(kB is the Boltzmann constant) represents the Fermi–Dirac
distribution function. By using eqn (4) and (7), the EHC would
be obtained as

ChðTÞ ¼ � 1

pNcT2

X
m;k

J

ðþN

�N

E2eE=kBT

ðeE=kBT þ 1Þ2
Gh

mmðk; E þ i0þÞdE

(8)

3 Berry curvature, Chern number and
Hall conductivity

The SOC-induced insulating state is topologically nontrivial
and exhibits quantized charge Hall conductivity, which can be
identied by calculating the Berry curvature and Chern
number. The Berry curvature Uh

n(k) is calculated as
follows:56–58

Uh
nðkÞ ¼ �2J

X
msn

ħ2
D
jh

nðkÞ
���nhx���jh

mðkÞ
ED

jh
mðkÞ

���nhy���jh
nðkÞ

E
�
Eh

nðkÞ � Eh
nðkÞ

�2
;

(9)

where nh
i ¼ 1

h-
vHhðkÞ
vki

are the velocity operators. By integrating

the Berry curvature over the FBZ, the Chern number C and Hall
conductivity sxy can be obtained as

Ch ¼
X

k˛FBZ

X
n

Uh
nðkÞ; (10)

and

sh
xy ¼ e2

h
Ch: (11)

The absolute value of the Chern number corresponds to the
number of gapless chiral edge states along each side of the
sample.
This journal is © The Royal Society of Chemistry 2017
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4 Numerical results and discussions

As far as we know, there is symmetry behavior between two
Dirac points, K and K0, and also both spins. Here, we consider
only the K point because at the K0 point the spin labels only
switch. The presented panels in Fig. 2 of the electronic spec-
trum in silicene within the framework of the Kane–Mele
Hamiltonian model for external electric eld perturbation show
a variety of restructuring processes with different dynamics for
its particular spin subbands. At Dz ¼ dEz ¼ 0, all the spin-
dependent EBSs have the same absolute values as the spin
degeneracy of the bands. As dEz increases, the spin-up band gap
decreases until Dz ¼ lSO while the spin-down band gap
increases gradually. At Dz ¼ lSO, the spin-up band gap closes,
forming a Dirac-like point and then reopens as Dz continues to
increase. The Dirac nature of the fermions in silicene makes
a topological insulator (TI) phase which for Dz ¼ lSO the system
is referred to as a valley-spin-polarized metal (VSPM) phase. For
Dz > lSO, a transition from the TI phase to the band insulator
(BI) phase is found, in agreement with ref. 11, 25 and 26.
Likewise, one can further prove the behaviors based on
perturbation induced by an electric eld. For spin-down (up)
electrons from valley K (K0), the transport gap is symmetric
about the Fermi energy, while such electron–hole symmetry
cannot drive a non-zero current. Actually, it is the electron–hole
Fig. 2 Dispersion curves for silicene for both spin-up and spin-down sub

(TI), (c) Dz ¼ lSO (VSPM) and (d) Dz ¼ 3
2
lSO (BI).

This journal is © The Royal Society of Chemistry 2017
symmetry of the spin bands. An exchange eld ofM ¼ lSO/2, on
the order of meV, can be fully achieved in silicene using an
appropriate ferromagnetic insulating substrate (for instance,
EuS) without inducing external Rashba-type interactions. This
is according to the latest experimental report on graphene59

where such a strength of M (depending critically on the sample
quality) was realized.

It is well-known that the EHC of semiconductors at low
temperatures can be written as C(T) f e�D/kBT.49,55,60 The
Schottky anomaly as an interesting effect can be explained with
the change of entropy of a system. As we know, at zero
temperature only the lowest energy level is occupied and the
entropy is zero. In this regard, there is very little probability of
a transition to a higher energy level but as the temperature
increases, entropy increases and therefore the probability of
a transition goes up. As the change in temperature closes the
difference between the energy levels in the system, there is
a broad peak corresponding to a large change in the entropy for
a small change in the temperature. At high temperatures, all
levels are occupied and there is again a little change in the
entropy for small changes in the temperature and thus a lower
EHC is obtained.61 Here, D is the combined electric eld and
RSOC potentials. The corresponding curves for the EHC in the
TI, VSPM and BI regimes are presented in Fig. 3. TSchottky
(xDSO/kB) is constant for each spin in panel (a). The reason why
bands by increasing the electric field Dz as (a) Dz ¼ 0 (TI), (b) Dz ¼ lSO

2

RSC Adv., 2017, 7, 10650–10659 | 10653
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Fig. 3 Temperature dependence of the electronic heat capacity in the TI, VSPM and BT phase for both spins.
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the heat capacity can be tuned by the electric eld is related to
the band gap sizes in Fig. 2 based on eqn (8). By decreasing
(increasing) the band gaps, the EHC moves towards lower
(higher) temperatures due to the above mentioned relationship.
At Dz ¼ lSO, the corresponding case for the VSPM phase, the
spin-up EHC has a larger value than the spin-down EHC due to
spin polarization.62 In our analysis, we have considered only the
electronic contribution in the EHC and neglect the phonon
contribution.

In Fig. 4, we show how the spin-dependent EBS and EHC
behave as a function of RSOC at the given values of Dz ¼ 0 and

M ¼ lSO

2
. Panels (a) and (b) show the calculated energy eigen-

values and EHC of silicene corresponding to valley K within
a continuous model. For silicene, lR is small compared to lSO.26

The low-energy band gap spectrum of silicene is independent of
lR for both spins, as shown in panels (a) and (c). Only the slope
of the curves is changed with lR, leading to a change in the

effective mass of the fermions,m* ¼ h- 2
�
v2EhðkÞ
vk2

��1
. Therefore,

by increasing lR, m* decreases which causes the transport of
small carriers. Qualitatively, from a scattering point of view, the
presence of small lR introduces a small scattering rate, resulting
in a lower EHC. Because of the symmetry behaviors of the spin-
up and spin-down subbands, our analyses are the same for
10654 | RSC Adv., 2017, 7, 10650–10659
panels (c) and (d) and there is no difference between the cases of
spin-up and spin-down subbands.

The previous analysis for the behavior of the subband slopes

with lR is valid here in the case of Dz ¼ lSO

2
, as illustrated in

Fig. 5(a) and (c), in agreement with ref. 20 and 33. For Dz < lSO,
the system is in the TI phase, but the difference between Fig. 4
and 5 is the relocation of the Schottky peak in the presence of an
external electric eld. When both the electric eld and RSOC are
present in the system, their interplay leads to interesting and
particular behavior of the EHC. By increasing lR, the entropy of
the system increases, leading to a larger thermal energy
requirement for the transition to the higher energy levels. For
this reason, the Schottky anomaly is shied to higher temper-
atures, which is more evident for spin-up subbands. We have

found that EHC[
max occurs at lR ¼ Dz ¼ lR

2
for spin-up sub-

bands while EHCY
max appears at lR ¼ 0 due to the large spin-

down subband gap. EHCY decreases slightly with RSOC.
Based on the above discussions of the slopes of the EBSs and

subband gap sizes, interesting behavior is found for the VSPM
phase and also lR > lSO. It is necessary to say that in all the
phases, lR > lSO shows this behavior more considerably than in
the other cases. This scenario can be more suitably presented in
the VSPM and BI phases. One can see that the linear curves in
the VSPM regime convert to parabolic curves at large RSOC
This journal is © The Royal Society of Chemistry 2017
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Fig. 4 Band structure of (a) spin-up and (c) spin-down subbands. (b) and (d) are the corresponding electronic heat capacities as a function of

temperature for the TI regime at Dz ¼ 0 and M ¼ lSO

2
.

Fig. 5 As Fig. 4, but for Dz ¼ lSO

2
(TI). The other parameters in (a)–(d) are the same as in Fig. 4.
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strengths (lR $ lSO), as presented in Fig. 6(a) for the spin-up
subband. The corresponding EHC (panel (b)) denotes that in
this phase, lR < lSO has a uctuation in the Schottky anomaly
peak and lR$ lSO shows double Schottky anomalies. In fact, the
actual reason for the double peak is that the difference between
the form of the bands due to the RSOC results in parabolic
curves for each spin, thus resulting in two peaks in the EHC. For

spin-down subbands, similar to when lR ¼ lSO

2
, the EHC

decreases with lSO gradually.
Finally, a note about the possible consequences if the SOC is

superimposed on the BI phase is needed. The corresponding
EBS and EHC for the BI phase, i.e., Dz > lSO, are shown in Fig. 7.
For lR < lSO, the EBS slopes do not change and behave as in the
previous cases, but at lR ¼ lSO the EBS passes from lR < lSO and
so curves at E[

K(k)/lSO ¼ �2 and also ħnFkx/lSO ¼ �2, which are
the critical points for the effective mass of carriers in the BI
phase (the arrows in panel (a)). Aer that, the spin-up subbands

show two massive Dirac points at h- nFkx=lSO ¼ � 1
4
as a new

quantum anomalous state. One can understand the behavior of
the dotted curves for the spin-up subband in the EHC curves at

very low temperatures. In this case, lR ¼ 1
2
lSO corresponds to

EHC[
max and EHCY

max while EHC[,Y
min appears for lR > lSO.
Fig. 6 Like Fig. 5 but at Dz ¼ lSO (VSPM).

10656 | RSC Adv., 2017, 7, 10650–10659
Now the time is to show how RSOC enhances the system
based on the Hall conductivity plateau. Consider rst the
situation when lR is smaller than lSO. The corresponding Hall
conductivity is shown in Fig. 8 for various lR and four
different values of Dz. The general shape of the curve shows an
increase of the Hall conductivity as a function of RSOC.
However, the interplay of the intrinsic spin–orbit interaction
and Rashba coupling leads to an interesting feature. More
specically, the conductivity increases slightly but a weak
kink in the conductance appears at lR x lSO. When lR

increases and approaches lSO, the kink becomes more
pronounced. The kink is associated with the splitting of the
valence band by the Rashba interaction. Variation in the Hall
conductivity with RSOC becomes more complex when both
lSO and lR are comparable. Some simple analytical results,
however, can be obtained for when lR ¼ lSO. For this partic-
ular case, the bottom edges of the two conduction bands
coincide with the top edge. Let us now consider the opposite
case when lR is signicantly larger than lSO. In this case, the
conductivity is determined only by the Rashba coupling and
diverges more than before, leading to an increase in the
quantized Hall conductivity kinks, and resulting in a new
quantum anomalous Hall state without the need for an
external magnetic eld. This nding is in agreement with the
behavior of Hall conductivity as a function of RSOC strength
in ref. 63 and 64.
This journal is © The Royal Society of Chemistry 2017
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Fig. 8 Hall conductivity in the presence of intrinsic spin–orbit coupling, an electric field and an exchange field in silicene as a function of Rashba
spin–orbit coupling strength for (a) TI, (b) TI, (c) VSPM and (d) BI phases.

Fig. 7 Like Fig. 6 but at Dz ¼ 3
2
lSO (BI).
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5 Conclusions

To summarize, in this paper, a generalized Kane–Mele model
has been used to study the effects of extrinsic Rashba spin–orbit
coupling on the electronic excitations and electronic heat
capacity of monolayer ferromagnetic silicene. Here we have
adopted Green’s function formalism to carry out our analysis.
The excitation spectrum is efficiently solved using an exact
diagonalization method. The spin-dependent electronic heat
capacity for specic values of the electric eld, corresponding to
a topological insulator, valley-spin-polarized metal and band
insulator phases, has been investigated by changing the Rashba
coupling strength. It has been shown that the edge subbands
are more highly sensitive to large Rashba couplings in the band
insulator phase than to other values of Rashba coupling. Also,
large Rashba couplings quantize the Hall conductivity. In fact,
we have proposed a guideline for Rashba coupling that is suit-
able for a new quantum anomalous Hall state without the need
for an external magnetic eld.
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