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Metal–organic supercontainer (MOSC) molecules are ideal candidates for gas storage applications due to their construction with customizable ligands and tunable cavity and window sizes, which are found to be elastic in nature. Force field molecular dynamics (MD) are used to evaluate the utilization of MOSCs as nanoporous structures for gas storage. A MOSC, with nitrogen gas molecules filling the cavity, progresses through MD and releases gas molecules by applying temperature to the MOSC. It is the MOSC’s elasticity which is responsible for the desorption of guests at elevated temperatures. Data obtained from MD serves as a guide for the derivation of analytical equations that can be used to describe and explain the mechanism of gas desorption from within the cavity. Mathematical modeling of gas desorption from the center cavity can provide a method of predicting MOSC behavior for a broader range of pressures and temperatures, which is challenging for direct atomistic modeling. The utilization of MD can provide data for a wide variety of properties and processes in various materials under different conditions for a broad range of technology-related applications.

1. Introduction

Global energy demands are continually rising with an increasing population. Current estimates indicate that only 11% of energy globally is generated from renewable sources.\textsuperscript{1} Full utilization of clean and renewable fuel sources requires a method of storing and transporting the resulting energy, which is not without difficulty. One potential energy storage medium which could overcome these barriers is hydrogen. Hydrogen has the highest gravimetric energy density of any known fuel.\textsuperscript{2} However, under ambient conditions hydrogen, has a very low density\textsuperscript{3,4} which requires storage at very high pressures resulting in safety and cost concerns.\textsuperscript{5} The safety concerns are valid for any stored gas at high pressures, even if the gas is considered to be inert.

Due to the limitations of high-pressure gas storage methods, a great deal of research focuses on the storage of hydrogen by molecular adsorption to substrates. One class of materials that has been considered is that of nanoporous sorbents which take advantage of weak van der Waals-type forces to result in the physisorption of gasses to the surface. Because of this, release temperatures\textsuperscript{6} are lower than those required by DOE standards\textsuperscript{7} and the observed hydrogen capacity in these materials is very low.\textsuperscript{8} Because of this shortcoming, efforts should be made to utilize materials that do not rely on van der Waals forces as the primary mechanism of gas adsorption, such as the material used by the authors, which, as hypothesized, does not rely on such interactions: encapsulating the gas molecule will partially solve the issue of poor adsorption caused by the presence of only weak van der Waals interactions. Recently, there have been contributions to the field of gas storage with the use of promising materials such as carbon nanotubes,\textsuperscript{9} graphenes,\textsuperscript{10} hollow spheres,\textsuperscript{11} zeolites,\textsuperscript{12} and MOFs\textsuperscript{13} either with or without a molecular simulation.

A new and particularly promising class of sorbents, which have been shown to adsorb gasses, are metal–organic supercontainers (MOSCs).\textsuperscript{14} These sorbents exemplify a new brand of container molecules. MOSCs allow for varied geometric placements of the “building blocks”, which include metal ions, carboxylate linkers, and sulfonylcalix[4]arenes, permitting a highly modular design, not unlike the related metal–organic framework (MOF) materials.\textsuperscript{15} However, a key characteristic that distinguishes MOSCs from MOFs is that MOSCs are discrete units rather than infinite polymeric structures, which allows many advantages including not only the relative ease of materials functionalization and fabrication but also the convenience of several computational manipulations. Each supercontainer molecule possesses multiple cavities, internal and external, and has variable geometry pre-determined by judicious selection of the carboxylate linker building blocks. It is because of their tunable character that MOSCs can be utilized in a wide range of
applications, including gas storage. A MOSC, very similar to the one modeled here, has been shown to adsorb gasses at a higher-than-expected capacity.\textsuperscript{14}

Atomistic details of gas adsorption and desorption to/from MOFs are typically studied by Monte Carlo Grand Canonical (MCGC) simulations where the nanopores of the host are filled by a random number of gas molecules placed at random positions\textsuperscript{16} or by molecular dynamics where details of propagation and redistribution of gas molecules inside the host material can be inspected.\textsuperscript{17} Molecular dynamics (MD) simulations are an invaluable tool in the computational chemistry field. Two centuries ago, the motions of gas molecules were theorized. Today, we can deterministically follow the law of motion for each molecule in an ensemble, representing interfaces of different phases: solid and gas or solid and liquid. Within each atomistic model, computer codes and software can describe interatomic forces with different approaches. Molecular dynamics simulation can provide data, as well as visual and qualitative information. It is possible to observe trends in the motion of atoms. Snapshots of the simulation can help to relate observations on how nuclear configuration changes over time. In the infinite MOF, MD shows only redistribution of gas inside, but for a finite MOSC with defined borders, MD can provide dynamics of gas leaving the container.\textsuperscript{17} Ab initio MD (AIMD) is able to describe models composed of any elements, for any type of chemical bond character, including bond breakage and formation in ground state or in optically excited state.\textsuperscript{18} The main drawback of AIMD is a high numerical expense. In contrast, force field-based MD (FFMD) are of extremely low cost for numerical resources. However, they are typically bound to a specific list of (lighter) elements and specific type of bonds. Bond breakage and formation is not available in typical FFMD, with the exception of ReaxFF.\textsuperscript{19}

For metal nanocatalysts, the rate of sorption was estimated atomistically, by analysis of the time of abrupt elongation of distance from desorbing molecule to adsorbing host.\textsuperscript{20} Ultimately, in this paper, a goal of this modeling is to employ spectral monitoring\textsuperscript{21} of binding dynamics and identification of mechanisms and trends for gas storage applications. The ability to predict MOSC behavior in the presence of gas is a logical first step. Gas desorption time is used as a simple measurable that provides insight into host-guest interactions and binding affinity, which is relevant to a substrate’s ability to serve as a gas storage apparatus. Gas desorption time is a reasonable signature of the intermolecular interactions for the desorption regime. However, the description of the adsorption process and mechanism of placing storable molecules into the container may need different characterization tools: placement within and removal from the container may occur at different temperature and pressure regimes.

Several variations of parameters (such as MOSC atom mobility, window size) were considered in order to test multiple hypotheses regarding gas desorption ability. Some aspects investigated were: (i) the existence of a minimal desorption temperature, (ii) the influence of the rigidity/elasticity of the MOSC on desorption rates, and (iii) the relationship of the window and cavity sizes with gas escape rates. Additionally, hydrogen gas, being the lightest of the gasses, may not appropriately represent other types of gasses as a model system. Among the more commonly used gasses (H\textsubscript{2}, CO\textsubscript{2}, O\textsubscript{2}, N\textsubscript{2}, CO, and C\textsubscript{2}H\textsubscript{2}), nitrogen gas has a middle-of-the-road kinetic diameter, at 364 pm. The previously mentioned gasses range from 289–390 pm, with an average kinetic diameter of 350 pm.\textsuperscript{22} Over and above the kinetic diameter, nitrogen gas’s molecular weight is nearly equivalent to the average of the above gasses’ molecular weight, 28 and 27 amu, respectively. Consequently, nitrogen gas was chosen for use in this case study. The mid-range mass and size of the molecule, as well as its inert character, allow the observations of this research to be extrapolated to other types of gasses and applications. Complementary gasses and applications that could benefit from this study are carbon dioxide gas capture from industrial flues,\textsuperscript{23} oxygen gas stabilization during storage,\textsuperscript{24} and ethylene sequestration to prevent food spoilage.\textsuperscript{25}

2. Methods

The computational exploration of gas storage efficiency includes three parts: (a) overview of molecular dynamics procedure and observables and analysis of MD trajectories by Arrhenius’ law, (b) analytical equation for desorption rate, and (c) details of the numerical implementation of these methods.

2.a Molecular dynamics and observables

Forces, $\frac{d^2\mathbf{P}_i}{dt^2}$, act on each atom, $I$, to determine the acceleration that will be used in the Newton equation of motion,

$$\frac{d^2\mathbf{P}_i}{dt^2} = \frac{1}{M_i} \mathbf{F}_i(t) \tag{1}$$

In order to solve the eqn (1), one needs specific initial conditions $\{\mathbf{P}_i(t=0)\}$ and momenta $\{\mathbf{P}_i(t=0)\}$ of each ion/atom of the model. Positions are taken from optimized geometry. Momenta are found as follows. The velocities of all the atoms were rescaled to mimic a constant temperature during the MD process in order to maintain a constant kinetic energy. This is shown in the following equation, where $M_i$ and $\frac{d\mathbf{P}_i}{dt}$ represent the mass and initial velocity of the $i$\textsuperscript{th} nucleus, respectively, $N$ is the number of nuclei, $k_B$ is the Boltzmann constant, and $T$ is the temperature.

$$\sum_{i=1}^{N} \frac{M_i}{2} \left( \frac{d\mathbf{P}_i}{dt} \right)^2_{t=0} = \frac{3}{2} N k_B T \tag{2a}$$

Upon solving eqn (1) with initial conditions from eqn (2a), MD trajectories $\{\mathbf{R}_i(t)\}$ are explored for distances between each atom and the center of mass of the whole model,

$$\mathbf{R}_{cm} = \frac{\sum_{i=1}^{N} M_i \mathbf{R}_i}{\sum_{i=1}^{N} M_i}.$$  For each atom $I$, belonging to a N\textsubscript{2} gas
molecule, the initial position resides within the container, i.e. \( \left| \frac{\%}{%} \right| R_l (t = 0) - \frac{\%}{%} R_{cm} \right| \geq R_0 \), with \( R_0 \) representing the size/diameter of the MOSC cavity. As time passes, a gas molecule, and atoms which make up the molecule, may approach the inner boundary of the container, i.e. \( \left| \frac{\%}{%} R_l (t) - \frac{\%}{%} R_{cm} \right| \equiv R_0 \). Later on, such a gas molecule and its atoms may continue motion away from the center of the container and reach space outside of the container.

\[ \left| \frac{\%}{%} R_l (t) - \frac{\%}{%} R_{cm} \right| \equiv R_0 \tag{2b} \]

Eqn (2b) corresponds to an ion leaving the container, and can be numerically solved with time as an unknown. The solution, \( t = \tau \) and \( t > \tau \) allows for the quantification of the instant of time when desorption occurs. Eqn (2b) becomes true for \( t > \tau \). In other words, the distance is recorded at the time when the ion is desorbed. See eqn (S1)-(S5)† for more information.

In order to monitor multiple desorption events, the authors employed a pair correlation function, defined as the number of nuclei, maintaining a given inter-nuclear distance

\[ n(r,t) = \sum \delta \left( \left| \frac{\%}{%} R_l (t) - \frac{\%}{%} R_j (t) - r \right| \right) \tag{2c} \]

The function \( n(r,t) \) gains a peak from each pair of nuclei \( I \) and \( J \), which contribute at the argument value equal to the distance between these nuclei \( r = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \). Eqn (2c) is applied to \( I, J \) counting only the stored or released gas molecules and not including the container. The distribution \( n(r,t) \) projects 3-dimensional dynamics into a 1-dimensional distribution. Nuclear configurations before and after an escape correspond to qualitatively different \( n(r,t) \) functions. Specifically, before an escape, \( n(r,t)|_{r=R_0} = 0 \) and after an escape \( n(r,t)|_{r>R_0} > 0 \).

This function shows

\[
\begin{cases} 
    n(r > 2R_0, t < \tau) = 0 \\
    n(r > 2R_0, t > \tau) > 0 
\end{cases} \tag{2d}
\]

We anticipate that the subsystem of gas molecules maintains the center of mass at a fixed position. Otherwise, if all stored molecules were to escape through the same window, this would be the observed behavior of jet propulsion and not a container with multiple windows.

The rate of nitrogen desorption is calculated by the inverse of desorption time,

\[ R = \frac{1}{\tau} \tag{3} \]

Such rates are stored again and again for different MD trajectories. Pairs of data points \( \{T_1, R_1\}, \{T_2, R_2\}, \text{ etc.} \) for temperatures and rates are accumulated. For understanding general trends these data points are fit into a law, \( R = R(T) \).

Rate, explored as a function of temperature, \( R(T) \), can be calculated with Arrhenius’ Law equation, where the activation energy, \( E_a \), and initial rate, \( R_0 \), are incorporated.

\[ R(T) = R_0 e^{-\frac{E_a}{k_B T}} \tag{4} \]

This equation describes an accepted relationship between rates and temperature and allows for the calculation of activation energy. The slope of a \( 1/T \) vs. \( \ln (R) \) graph yields a linear relationship, from which the activation energy may be extracted.

\[ \ln R(T) = \ln R_0 - \frac{E_a}{k_B T} \tag{5a} \]

For two specific temperatures \( T_1 \) and \( T_2 \), and corresponding rates \( R_1(T_1) \) and \( R_2(T_2) \), the activation energy is found as

\[ E_a = -k_B \frac{\ln R_2(T_2) - \ln R_1(T_1)}{1/T_2 - 1/T_1} \tag{5b} \]

2.b Equation for rate

An equation was derived to describe the behavior of the gas molecules escaping the cavity. A spherical cavity of diameter \( D_c \) has \( N \) circular/round windows of diameter \( D_W \). This cavity is filled with \( N \) number of nitrogen molecules, each of which has a linear velocity of the absolute value of \( v \). The velocity, \( v \), of \( N_2 \) can be expressed based on kinetic energy with the Boltzmann constant, \( k_B \), temperature, \( T \), and mass, \( m \)

\[ v = \sqrt{\frac{k_B T}{m}} \tag{6} \]

The time, \( t \), of a flight across the diameter of the cavity, \( D_c \), can be written as

\[ t = \frac{D_c}{v} \tag{7} \]

The frequency of hits, \( f \), of \( N_2 \) molecules into the inner wall of the spherical cavity is the inverse of time-of-flight multiplied by the number of gas molecules, \( N \),

\[ f = N \frac{v}{D_c} \tag{8} \]

If the gas molecule passes through the window, it is defined as an escape, as introduced in eqn (2b). Using a ratio of the combined areas of all windows and the surface of the cavity, \( A = 12W_d/(C_A - 12W_A) \), the rate of desorption is given by

\[ R(T) = A f = \frac{12W_A}{C_A - 12W_A} \frac{N \sqrt{k_B T / m}}{D_c} \tag{9} \]

with \( W_A = \pi \left( \frac{D_W}{2} \right)^2 \) and \( C_A = 4\pi \left( \frac{D_c}{2} \right)^2 \) at zero Kelvin, where \( D_W \) and \( D_c \) are the diameters of a window and cavity,
respectively. With substitutions for the diameters of the cavity and windows, eqn (9) becomes

$$R(T) = \frac{3D_w^2 - 3D_c^2}{D_c^2 - 3D_c^2} \frac{N \sqrt{k_B T/m}}{D_w(T) - D_{gas}^2}$$

In this approximate equation, the sizes of the cavity and windows remain constant at any value of temperature, therefore, the above equation is termed the ‘static ballistic kinetics of gas escape’. However, the window and cavity sizes were determined to be dependent upon temperature, therefore a linear relationship is assumed as follows

$$D_w(T) = D_w(0) + D_w'(T)$$
$$D_c(T) = D_c(0) + D_c'(T)$$

here, $D_w(0)$ and $D_c(0)$ stand for the diameter of a window and cavity at zero temperature, while $D_w'$ and $D_c'$ stand for their linear thermal expansion coefficients (see ESI). These constants are obtained by fitting the geometry the MOSC in field molecular dynamics at a range of finite temperatures. Eqn (10) with the inclusion of a temperature dependence of the windows and cavity sizes is termed the ‘temperature-dependent ballistic kinetics of gas escape’ as follows:

$$R(T) = \frac{3(D_w(T) - D_{gas})^2}{D_c(T) \left( (D_c(T))^2 - 3(D_w(T) - D_{gas})^2 \right)}$$

The $D_{gas}$ term in the above equation is the subtraction of the approximate size of the stored gas molecule. Finally, additional corrections were made to the temperature dependent ballistic kinetics equations to maximize correlation with the observed behavior. The following equation is termed the ‘corrected temperature-dependent ballistic kinetics of gas escape’.

$$R(T) = F_c \frac{3(D_w(T_c) - D_{gas})^2}{D_c(T_c) \left( (D_c(T_c))^2 - 3(D_w(T_c) - D_{gas})^2 \right)}$$

The differences between the previous two equations are found in the $F_c$ term which is a correction factor for atomic interaction, and the $T_c = T + \tilde{T}$ term, which is a corrected temperature and allows for an observed “warm-up” period during molecular dynamics simulations. $F_c$ and $\tilde{T}$ are obtained by fitting procedures.

2.c Numerical implementation of methods

X-ray crystallographic data were used to obtain structural information for the MOSC. Then the MOSC was filled with nitrogen molecules to a certain density. The inside pressure induced by the filling of the cavity with gas is taken into account during the molecular dynamics simulation, but during mathematical modeling, the gas molecules are treated as an ideal gas. Additional approximations are included in the MOSC molecule’s geometry, representing a cavity by a sphere with circular windows. Furthermore, the rotation of the gas molecules and quantum effects are neglected in the analytic equation for the rate. Once the MOSC model was built and the nitrogen gas molecules were inserted into the cavity, molecular dynamics was run over a range of temperatures. The time interval required for one gas molecule to desorb, or escape, from the cavity, was recorded. Molecular mechanics simulations were performed using HyperChem software with the MM + force field and a time step of 0.5 fs. The authors surveyed various force field parameters (such as MM, MM2, Amber) but ultimately chose the MM + force field due to its simplicity while maintaining accuracy. Expanded force fields made specifically for large biomolecules were found to be unnecessary for the gas-container interactions. Each $N_2$ molecule is modeled by a pair of nuclei interacting with each other by a potential energy function corresponding to an N–N bond. No net charges are considered for gas molecules. Case studies for a range of densities of stored $N_2$ molecules were explored. This range of values of density above and below the typical density of liquid nitrogen $0.64 \text{ g mL}^{-1} \leq \rho \leq 1.45 \text{ g mL}^{-1}$ Models prepared with an extremely high density of stored gas are considered first, as an exploration of a limiting case and protocol development. Calculations at limiting conditions are made as a proof of concept with lower ranges of density to follow.

3. Results and discussion

The general structure of the MOSC is shown in Fig. 1a. The particular MOSC used in this simulation is comprised of six tetranuclear complexes. A tetranuclear complex is defined as a sulfonfonylcalix[4]arene which has four cobalt atoms attached to its hydroxyl groups. These tetranuclear complexes are connected by eight 1,3,5-benzenetricarboxylate ligands, leading to an overall octahedral geometry of the MOSC. Reported by Dai, et al., the inner cavity of the MOSC has an estimated volume of 0.55 nm$^3$ with windows to the cavity measuring 1.0 Å × 2.3 Å. The inner cavity of a MOSC is first filled with $N = 16–32$ $N_2$ gas molecules and has an initial internal pressure estimated in the range of 600–1290 bar, at room temperature. It is worth noting that the typical pressure capacity of a gas storage tank is, at most, 1000 bar, but typically are found in the range of 2 to 200 bar. This research was carried out under higher pressures in order to reduce computational resources, as an increase in pressure inside the MOSC leads to an increase in the gas escape rate, which lessens the amount of time spent in the simulation. Depicted in Fig. 1b are the simplifications made when describing the MOSC, such as geometric shapes used as analogs for MOSC features. Fig. 1c depicts the gas molecules without the container molecule. This is used when performing some calculations. Finally, in Fig. 1d, the model consisting of a MOSC and gas molecules can be seen, as well as a close-up so that a clearer understanding of the boundary which the MOSC cavity creates (in a black dashed line) may be appreciated.

Three approaches were considered for the modeling of gas desorption from a MOSC cavity: (i) force-field molecular dynamics simulations, (ii) the existing Arrhenius rate equation, and (iii) a derived mathematical description based on the ballistic kinetics of a gas. First, force field molecular dynamics simulations were utilized to measure gas desorption rates, by eqn (3).
Data are obtained from the simulations over a range of temperatures (100–3000 K) in order to extract the activation energy, using eqn (5), which is required for the Arrhenius model. Lastly, starting with approximate expressions for particle velocity and movement across the inner cavity, gas desorption rates can be described by eqn (10). Temperature corrections for window and cavity size were implemented, as seen in the modifications to eqn (12). Eqn (10) and (12) can be used for analyzing the mechanism of desorption and predicting the rates in the regimes where an atomistic MD approach is prohibitively expensive. These three approaches will be discussed in more detail.

In Fig. 2, snapshots of the molecular dynamics trajectory are provided, at a temperature of 250 K. Detailed snapshots with finer time resolution are available in the ESI Fig. S1† and online.28 Starting at time $t = 0$, it is possible to see that the MOSC is filled with 32 $N_2$ molecules. As the simulation moves toward time $t = 80$ fs, a gas molecule is seen peeking out a window. This is classified as desorption. Finally, at time $t = 200$ fs, the molecule has completely left the cavity. The left panels of Fig. 2 allow rigorous quantification of the time of desorption. Trajectories of all nitrogen gas atoms $\vec{R} (t)$ with respect to the center of mass $\vec{R}_{cm}$ are plotted as a function of time. At $t = 0$, all $I^{th}$ nitrogen gas atoms are removed from the center of mass to the distance smaller than the cavity radius, $|\vec{R} (t = 0) - \vec{R}_{cm}| < R_0$. At the initial time, the nitrogen atoms can be ordered according to their distance from the center of mass, shown in eqn (S1).† As time passes, some of the nitrogen atoms and molecules move away from the center of mass. At a specific time $t'$ one of the atoms starts to penetrate through the cavity wall, as described in eqn (S2).† At later time $t > t'$, one of the atoms leaves the cavity, in eqn (S3).† Later, at time $t''$ the conjugated nitrogen atom belonging to the same $N_2$ diatomic molecule crosses the border, as presented in eqn (S4),† and then departs further away from the cavity wall in a fashion described by eqn (S5).†

The sequence of such events as nitrogen atoms and molecules infiltrating through the cavity walls can be recorded in a quantitative way by collecting the time when a given atom passes through the wall. For determining the time of desorption for a diatomic molecule one can use either time $t'$ when the first atom of the diatomic molecule leaves the cavity, time $t''$ when the second atom of $N_2$ diatomic leaves the cavity, or a certain time between these two boundaries.

A possible way is to track the trajectory of the position of the desorbing diatomic $N_2$ molecule as halfway between its atoms [center of mass] $\vec{R}_{N} (t) = \frac{\vec{R}_{N1} (t) + \vec{R}_{N2} (t)}{2}$ and evaluate the specific time $\tau$ at which the position of the molecule crosses the wall of the cavity.
molecular dynamics, from $t = 0$ to $t = 200$ fs. This visualization allows one to monitor the spatial density of atoms with respect to the center of mass. The spike seen at $r \equiv 1.3$ Å is the nitrogen gas molecule bond length. From 2.3 Å to 10 Å there exists unintelligible noise which represents the quick movement of the gas molecules within the MOSC cavity. If one examines the peaks beyond the MOSC cavity diameter as time passes ($n(r < 2R_0, t > \tau)$), the emergence of a single peak can be distinguished, moving further away from the MOSC cavity. Once the small peak separates from the MOSC boundary, we can see that a $N_2$ gas molecule has desorbed, graphically, by determining at what time a full bond’s length has emerged from the cavity. In this case, desorption occurs at $\approx 105$ fs. Per Fig. 3, at time $t < \tau$ all nonzero features of the PCF $n(r,t)$ are detected at distances $r < 2R_0$. Upon desorption, at time $t > \tau$, the new nonzero features of $n(r,t)$ start appearing at distances $r < 2R_0$. Analysis of PCF can serve as an additional measure of gas desorption rate.

Temperature is an additional variable which affects the gas desorption rate. Decreasing the temperature in 5–25 K increments allowed a minimum temperature of desorption to be found. While keeping the MOSCs windows frozen during the simulation, no desorption was observed below $T' \approx 115$ K, which is near nitrogen’s critical temperature of 126.2 K. Diatomic nitrogen is in the liquid state in the range of temperatures of $T^N = 63–77$ K. In other words, $T^N < T'$, which means that the MOSC could indefinitely hold onto the nitrogen molecules simply with the use of liquid nitrogen as a cooling source.

Data on desorption times $\tau(T)$ were computed for several values of temperature and converted into desorption rates by eqn (3). The data is plotted in Fig. S3,$^\dagger$ in the format of eqn (5). Shown in Fig. S3$^\dagger$ are the rates of multiple gas molecules escaping the central cavity in succession. Focusing on Fig. S3a,$^\dagger$ the observed trend is expected: as the pressure inside the cavity decreases (range of pressures: 978–1046 bar), more thermal energy is required for activating the gas molecule’s release. Since sequential escape events are recorded, the internal pressure of the MOSC’s cavity decreases with every gas molecule’s exit. Thus, a decrease of internal cavity pressure correlates with a reduced gas escape rate. This is analogous to having two identical tires filled at two different pressures. If the gas is released, the initial flow rate from the higher-pressure tire will be greater than the lower-pressure tire. If it was desirable for the initial flow rates to be the same, one would have to apply heat (thermal energy) to the low-pressure tire to close the gap in flow rates. A correlation of escape rate/flow velocity is somewhat analogous to Bernoulli’s principle.$^29$ There is also a larger time interval between release events 2 and 3, than between events 1 and 2. It is expected that this trend would continue as more molecules escape the cavity. Table 1 displays the slopes and calculated activation energies for each of the escape events in Fig. S3a.$^\dagger$ At first glance the contents of Table 1 may seem counterintuitive. Usually a rate will increase with an increase in temperature. However, at extremely high temperatures, such as the ones examined here, an increase in temperature no longer corresponds to an increase in rate, and in some cases, it can even decrease the rates. At these high temperatures, the gas molecules are colliding so furiously that it can be seen as the

\[
|R_N(\tau) - \bar{R}_\text{mol}| \geq R_0
\]  

(14)

However, since the value of the desorption time changes by several orders of magnitude, the details of a specific definition provide a negligible contribution to the overall result.

The dynamics of $N_2$ desorption can be also reflected in the form of pair correlation function (PCF) slides at each step of the MD trajectory, per eqn (2c). Fig. 3 shows a pair-correlation function $n(r,t)$ computed as the model progresses through
equivalent of a crowd of people trying to leave a room at once through only one or two exits. Other gas molecules are impeding the escape. However, this trend has noticeable fluctuations. But, in Fig. 4, the authors show that the expected trend (of increasing activation energy and the number of gas molecules decreases) exists when the number of gas molecules is expanded beyond three escape events. Ultimately, in terms specific to this application, the gas molecules are spontaneously released from the cavity. In Fig. S3b,† some of the data have been excluded from the slope estimation due to the data being obtained at extremely high and unreasonable temperatures.

The activation energy of the first escape event (with 32 gas molecules) is calculated to be $-0.0070 \text{ eV}$. At room temperature, $k_B \times T = 0.024 \text{ eV}$, which is greater than $E_a$. Thus, $N_2$ is expected to desorb at room temperature because the amount of energy available is sufficient.

A mass of data can be extracted from MD studies, as accumulated in Fig. 4. Several models were studied with the cavity filled with a range from 16 to 32 nitrogen gas molecules (0.64 g mL$^{-1}$ and 1.45 g mL$^{-1}$ respectively). The natural log of the rate versus the inverse of temperature in Kelvin is displayed in Fig. 4a. From this information, it can be seen that the rates vary widely among models of different densities. Visually it is difficult to determine any trend. However, if one assesses the slopes of the lines in this graph, Fig. 4b is presented. In calculating the slopes, only the lowest three temperatures are used to restrict the data to practical temperatures. As the number of gas molecules inside the cavity increases, so does the slope. The implication of this trend can be seen in Fig. 4c, which shows the activation energy (see eqn (5b)) decreasing as the gas molecule quantity increases. The global trend illustrated in Fig. 4c shows that activation energy decreases with pressure, i.e. at lower pressures, corresponding to a lower number of molecules in the container, the activation energy is higher. The fluctuations in the individual data points may, however, deviate from this trend. If one were to extrapolate the activation energy for 1 $N_2$ molecule it would follow that $E_a = 0.026 \text{ eV}$, which is barely greater than the energy available at room temperature (0.024 eV). For all densities of stored nitrogen, the activation energy

---

**Table 1**

<table>
<thead>
<tr>
<th>Escape reaction</th>
<th>Escape number</th>
<th>Slope</th>
<th>$E_a$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$32N_2 \rightarrow 31N_2$</td>
<td>1st escape</td>
<td>$-78.84$</td>
<td>$0.0070$</td>
</tr>
<tr>
<td>$31N_2 \rightarrow 30N_2$</td>
<td>2nd escape</td>
<td>$-67.35$</td>
<td>$0.0058$</td>
</tr>
<tr>
<td>$30N_2 \rightarrow 29N_2$</td>
<td>3rd escape</td>
<td>$-62.81$</td>
<td>$0.0054$</td>
</tr>
</tbody>
</table>

---

**Fig. 3** Pair correlation function, $n(r,t)$, of only the gas molecules calculated by eqn (2c). This describes the amount of nitrogen atom pairs removed from each other to the distance of $r$. Prior to desorption, $n(r,t)$ has a peak at the $N_2$ bond length and is zero outside of the container $n(r < 2R_o, t < \tau) = 0$. The MOSC cavity diameter is represented by the black line ranging from 0–10.4 Å. There are two instances of $N_2$ bond length marked on the graph. The first instance occurs at 0–1.4 Å and is indicative of a nitrogen gas molecule’s bond length. The second instance is evident starting at 10.4 Å and designates a $N_2$ bond length outside of the MOSC. The multi-colored lines on the graph each represent a particular snapshot in the molecular dynamics trajectory. If one follows the small peaks present at the far right, desorption can be witnessed by observing the moment when a small peak passes a bond length’s distance from the MOSC’s cavity.
rapidly decreases with temperature increase, thus an increase in temperature activates the desorption and facilitates the release of stored gas molecules. Or, alternatively, cooling the system allows for gas retention, thereby promoting the MOSC (at temperatures near or below the critical release temperature of ~115 K) as a feasible gas storage device. Fig. 4d illustrates the trend that a smaller number of molecules inside the cavity, i.e. lower pressure inside the cavity, results in lower escape rate and higher values of activation energies. This trend can also be interpreted as higher temperature is needed to activate the release event at lower pressures. These global trends should be considered in average, while individual data points may fluctuate from such trend.

Temperature is not the only parameter on which the gas desorption rate relies. The window size is an important factor and its implications are shown in Fig. 5a. Referring briefly to the coefficient of eqn (10), the ratio of total window area to the cavity is an important relationship. As the combined areas of the windows approach the total surface area of the cavity, the rate reaches a maximum. This seems expected since there is a limit to how large the windows become before they “blow up” and there is no more MOSC molecule left to contain any gas. The data on thermal expansion of the window and cavity size are summarized in Table 2.

In order to quantitatively assess the different mechanisms of gas release, one inspects the level of agreement between
The rate of gas desorption is dependent on the MOSC’s window size. As the sum of the area of the circular windows approaches the surface area of the cavity, the rate reaches its maximum. Beyond this, there is no gas escape, simply because there are no more walls. Panel (B) Data from the MD simulation is shown in a blue line with circles and ballistic kinetics with temperature dependence and correction factors in red with triangles. The ballistic kinetics with temperature dependence and corrections factors plot overlaps with the MD data. Finally, the equation that was derived for nitrogen gas escape was modified to be used for hydrogen gas escape. It can be seen as the green line marked with crosses. The overall trend is very similar to the results for nitrogen modeling, but the rate is higher across the range of temperatures.

### Table 2 Geometry parameters and thermal expansion coefficients for window and cavity diameter, see eqn (11)

<table>
<thead>
<tr>
<th></th>
<th>Equilibrium diameter (nm)</th>
<th>Thermal expansion (nm K⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window</td>
<td>0.27</td>
<td>8 × 10⁻⁵</td>
</tr>
<tr>
<td>Cavity</td>
<td>1.04</td>
<td>1 × 10⁻⁴</td>
</tr>
</tbody>
</table>

atomistic data \( R = R(T) \) from eqn (3), (4), (10), (12), and (13) which reflect different mechanisms of gas desorption with and without thermal expansion of pore size. There are two data sets contained in the graph in Fig. 5b (additional data and modeling methods are provided in Fig. S2†). The blue line with circles represents the data obtained from observing the MD simulation. This data serves as the comparison for all other mathematical modeling methods. There is a faster desorption rate at higher temperatures. To better fit the MD data, the correction factors \( D_{\text{gas}} = 0.175, \bar{T} = 0.003 \), and \( F_c = 0.27 \) (see eqn (13) discussion) are applied to the ballistic equation, providing the final data (eqn (13)) plotted in red with triangles. Here, the data sets overlap quite well, with a root mean square deviation of 0.0389. The authors seek to expand the use of the derived equation to be used for other types of gasses. With this in mind, an additional data set was graphed in Fig. 5b. The equation, modified for hydrogen gas (with \( D_{\text{gas}} = 0.110 \)), is plotted with a green line marked with crosses. The overall trend is very similar to the results for nitrogen modeling, but the rate is higher across the range of temperatures, as was expected for a smaller gas molecule.

Eqn (11) shows the simplest possible hypothesis of the size expansion trend. This dependence can have a different functional form, thus improving \( R = R(T) \) dependence. The best match between atomistic MD data and an equation based on the pore expansion hypothesis supports the following interpretation of gas desorption mechanism: the elastic nature of the container allows it to expand and open pores at elevated temperatures. Temperature-activated opening of the pores results in the non-linear deviation from the Arrhenius law: at higher temperatures, activation energy abruptly decreases.

### 4. Conclusions

In conclusion, the rate of \( \text{N}_2 \) gas desorption from a MOSC cavity can be mathematically modeled by three methods: numerical, Arrhenius, and the ballistic kinetics of ideal gas (with and without temperature correction). Stored gas can be released by applying temperature to the container. Based on the modeling, several factors and mechanisms were identified that affect the gas release, such as the frequency of inner surface bombardment and matching of the size of the gas molecule and window. The temperature-induced expansion of the cavity and window sizes is introduced to the ballistic kinetics model so that the observed trend in the MD data can be replicated.

A difficulty which was encountered was that our simulations take place at significantly high pressures, which is in the boundary between liquid and gas, especially as the temperature decreases toward the phase change temperature. Some approximations that were made are counter to this situation (the main approximation being the treatment of the nitrogen gas as ideal during some aspects of the mathematical derivations). The mathematical model predicts that the escape rate never goes to zero, only approaches it, yet MD produced a minimum temperature of \( \sim 115 \) K for allowed gas desorption, below this temperature, gas does not get released from the container.

The ability of the ballistic kinetics equation to be applied to alternative gasses has yet to be explored. The authors plan to extend the equation to include modifications to terms which are dependent on the identity of the gas, as well as using first-principles MD instead of FF. Explaining the behavior of adsorbed gasses can be beneficial across multiple disciplines and numerous applications, including hydrogen fuel storage.
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