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Using non-empirically tuned range-separated
functionals with simulated emission bands to
model fluorescence lifetimes†

Z. C. Wong, ab W. Y. Fan, c T. S. Chwee *a and Michael B. Sullivan *ac

Fluorescence lifetimes were evaluated using TD-DFT under different approximations for the emitting

molecule and various exchange–correlation functionals, such as B3LYP, BMK, CAM-B3LYP, LC-BLYP,

M06, M06-2X, M11, PBE0, oB97, oB97X, LC-BLYP*, and oB97X* where the range-separation parameters in

the last two functionals were tuned in a non-empirical fashion. Changes in the optimised molecular

geometries between the ground and electronically excited states were found to affect the quality of the

calculated lifetimes significantly, while the inclusion of vibronic features led to further improvements over

the assumption of a vertical electronic transition. The LC-BLYP* functional was found to return the most

accurate fluorescence lifetimes with unsigned errors that are mostly within 1.5 ns of experimental values.

1. Introduction

Fluorescence spectroscopy is widely used in various fields of
biological imaging. By using a fluorescence probe to label a
sample, it becomes possible to study many important cellular
processes of interest, such as apoptosis or cell signalling.1,2 The
non-destructive and relatively non-invasive nature of fluores-
cence makes it well-suited for imaging in living cells, where the
intensity and lifetime of the emission can be monitored.
Fluorescence lifetime measurements are generally more robust
than intensity-based measurements, since the fluorescence
intensity is susceptible to issues such as light scattering and
photobleaching.3,4 One well-known application of fluorescence
lifetime imaging microscopy (FLIM) is the use of Förster resonance
energy transfer (FRET) to investigate the local conformational
changes in a protein.5 By measuring how the fluorescence lifetime
of the donor molecule in a FRET pair changes in the presence of
the acceptor, the distance between the donor and acceptor can be
determined. Other applications of fluorescence spectroscopy and
microscopy can be found in molecular sensing,6–8 biomedical
imaging,9,10 and chromatographic detectors.11–13 Properties that
are desirable for a fluorophore include a high molar absorptivity and
fluorescence quantum yield, resistance towards photobleaching,

good solubility in various solvents, and absorption and emission
wavelengths that are suited towards the application of interest.
However, fluorophores with an optimal performance in all
aspects for a particular application are rarely found. For
example, the class of BODIPY dyes satisfies a number of the
above criteria: they exhibit high fluorescence quantum yields,
are photostable upon irradiation, and have clearly defined
absorption and emission peaks.14–16 However, the BODIPY dyes
are generally not very soluble in water, which limits their usage
in biological applications. As such, the de novo design of fluoro-
phores with desirable properties or the fine-tuning of existing ones
remains an active area of research.

Ab initio calculations are commonly used to study electronic
transitions in a molecule and complement experimental efforts
in discovering new fluorescent probes. Highly correlated wave
function methods, such as CASPT2,17,18 CC3,19 ADC(3),20 and
EOM-CCSD(T)21 have been found to return very accurate excitation
energies with respect to experiment,22 but their usage is limited to
small or medium-sized molecules. As such, most computational
studies of fluorophores have been carried out using time-
dependent density functional theory (TD-DFT).

While TD-DFT is a formally exact theory, most applications
of TD-DFT are based on the linear response formalism within
the adiabatic approximation,23 which introduces several
problems in the modelling of excited states. For example, TD-DFT
fails when the excited electronic state has large double excitation
character or when the nuclear geometry is far from the Franck–
Condon region, e.g., at a conical intersection.24,25 The use of
conventional exchange–correlation (XC) kernels in TD-DFT has also
been shown to perform poorly in charge-transfer excitations,26,27

excitations to triplet states,28,29 as well as higher excited states
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such as Rydberg states.30,31 Nevertheless, TD-DFT has been
shown to perform well for low-lying valence excitations,29–33

which are the excited states of primary interest in our study on
the photophysics of fluorophores.

As such, a number of studies have examined various photo-
physical properties, including the vertical excitation energies,29–32

absorption and emission maxima,33–37 0–0 transitions,37–41 and
bandshapes34,37,42,43 using TD-DFT. Besides these properties, the
fluorescence lifetime of a molecule, which is the key quantity in
FLIM studies, is also of interest. It is possible to model the
fluorescence lifetime of a molecule by using the radiative
lifetime calculated using TD-DFT in conjunction with the
experimental quantum yield. The oscillator strength of a
molecule’s electronic transition from an electronically excited
state to the ground state, which is related to its radiative
lifetime, has been studied using TD-DFT and high level
correlated wave function methods. For example, Silva-Junior
et al. found mean absolute errors (relative to CASPT2) of
0.128, 0.103, and 0.096 for the oscillator strengths of elec-
tronic transitions in 28 molecules calculated using the BP86,
B3LYP, and BHLYP functionals in TD-DFT.29 Caricato et al.
found that the oscillator strengths of CAM-B3LYP and
LC-oPBE were the best performers with respect to EOM-CCSD
values.44

In contrast, there has been less work carried out on the
calculation of radiative lifetimes using TD-DFT. Previously,
Niehaus et al.45 used a simplified version of the Strickler–Berg
equation that only considers the fluorophore’s absorption energies
and oscillator strengths. In the Strickler–Berg equation (eqn (1)),
the experimental absorption spectrum is used to determine the
transition dipole moment (D) (eqn (2)) of the electronic transition
in order to calculate the radiative lifetime.46

1

tr
¼ 8000pc ln1 0

NA
n2

1

~vf�3h i

ð
e ~vað Þ

~va
d~va (1)

D ¼ 3000hc ln 10

8p3NA

ð
e ~vað Þ

~va
d~va (2)

tr is the radiative lifetime in s, c is the speed of light in cm s�1, NA

is Avogadro’s number, n is the refractive index of the medium,
hṽf
�3i is the mean value of ṽf

�3 in the emission spectrum of the
fluorophore, ṽa/f is the wavenumber (in cm�1) of absorption/
fluorescence, D is in units of esu2 cm2, e(ṽa) is the molar extinction
coefficient (in M�1 cm�1) of the absorption spectrum, and the

integral of
e ~vað Þ

~va
is taken over a single electronic absorption band.

The original derivation of the Strickler–Berg equation
assumed that the difference between the geometries of the
ground and excited electronic states is minimal. The simplified
equation that was used also further assumes a ‘‘negligible
Stokes shift and perfect mirror image relationship of the
absorption and fluorescence spectrum’’.47 The hṽf

�3i term that
accounts for vibronic and solvent effects is then taken to be an
averaged term hṽiAv

2 corresponding to the 0–0 transition.
Finally, by applying the relation between the transition dipole
moment and oscillator strength ( f ) of an electronic transition

(eqn (3)), the simplified equation used by Niehaus et al.45 can
be obtained (eqn (4)).

f ¼ 800 000p2me

3he2c
~vD (3)

1

tr
¼ p2e2n2c

12 500me
f ~vh iAv2 (4)

ṽ is the energy of the electronic transition in cm�1, me is the
electron mass in kg, e is the electronic charge in C. Savarese
et al.48 treated the emission process as a vertical transition
between the excited and ground electronic state, and uses the
excited state optimised geometry in their approach. The hṽf

�3i
term is assumed to be a constant value corresponding to the
energy of the electronic transition, i.e. hṽf

�3iE ṽf
�3, which then

gives the radiative lifetime as:

1

tr
¼ p2e2n2c

12 500me

f

~vf
~vf
3 ¼ p2e2n2c

12 500me
f ~vf

2 (5)

However, this approach does not account for transitions
between vibronic states. Finally, Banerjee et al.49 have extended
their work on simulating vibrationally resolved spectra to calculate
the radiative rate of azulene, accounting for any differences in
geometry between the ground and excited states as well as vibronic
effects (eqn (6)). Our recent work studying the photophysics of syn
bimane and its derivatives also uses this approach.50 In theory, this
would be the most rigorous model towards the modelling of
fluorescence lifetimes.

1

tr
¼ p2e2n2c

12 500me

f

~vf

1

~vf�3h i (6)

Other than the approximations outlined earlier, the quality
of the photophysical properties calculated with TD-DFT is also
influenced by the choice of XC functionals. It is known that
excited states with large charge separation are notoriously
problematic for conventional XC functionals.26,27 To this end,
range-separated XC functionals were developed to remedy this
shortcoming by partitioning the exchange contribution into a
short and long-range component, where the former and latter
are dominated by DFT and exact exchange respectively.51–53

Different schemes for achieving a smooth partitioning exist,
such as the use of an error function to split the two-electron
operator, where the extent of the short and long-range com-
ponent can be adjusted in tandem via a single parameter.54,55

It has been also been demonstrated that this range-separation
parameter is system-dependent51–53,56–58 and may be adjusted
in a non-empirical fashion to satisfy specific properties
inherent to the chemical system along with concomitant
improvement in calculated quantities such as vertical excita-
tion energies and band gaps.39,42,59–66 Since our approach
towards the calculation of fluorescence lifetimes depends on
the evaluation of fundamental photophysical properties such
as the absorption and emission energies, we expect that this
approach will be helpful in obtaining accurate lifetimes, as we
will show in the Results section of our work.
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The present study is centred on two aspects. First, we
evaluate the bearing of molecular geometry and vibronic
features of the emitting molecule on calculated fluorescence
lifetimes. Next, different XC functionals are evaluated with
particular emphasis on functionals with non-empirically tuned
range-separation parameters. The process used to tune the range-
separation parameter will be elaborated upon in the following
section. Section 3 provides computational details while the results
are given and discussed in Section 4. The final section provides
concluding remarks.

2. Methodology
2.1. Calculation of fluorescence lifetimes at three different
levels of approximations

We compare three different schemes towards the modelling of
fluorescence lifetimes in this work. In Scheme A, the emission
process is treated as a vertical transition between the excited
and ground electronic states. Nuclear relaxation effects between
the two electronic states are assumed to be small and fluores-
cence is assumed to occur at the ground state optimised
geometry. In Scheme B, emission takes place after the nuclei
has fully adjusted to the electron density in the excited state; that
is, at the optimized geometry in the excited electronic state.
Finally, Scheme C models the emission process as vibronic
transitions from the minimum of the excited state potential
energy surface. After calculating the radiative lifetime, fluores-
cence lifetimes of various classes of fluorophores are then
calculated by incorporating experimental quantum yields via
eqn (7):

tf = fftr (7)

tf is the fluorescence lifetime and ff is the fluorescence
quantum yield. All experimental values are taken from the
literature, and are tabulated in the ESI† (Table S1). The differences
between the three methods studied in this work are summarised
in Table 1.

2.2. IP-tuning of c in range-separated XC functionals

In a range-separated XC functional, one of the ways in which

the Coulomb term
1

r12

� �
may be split into short and long-range

components is via the error function (eqn (8))54

1

r12
¼ 1� aþ berf gr12ð Þ½ �

r12
þ aþ berf gr12ð Þ

r12
(8)

where 0 r a + b r 1 and 0 r a, b r 1. The first term on the
RHS of eqn (8) gives the short-range component, which is
treated with DFT exchange. The second term gives the long-
range component, which is handled using Hartree–Fock (HF)
exchange. The range-separation parameter g determines the
partitioning of regions between the short and long-range
regions. a controls the amount of HF exchange throughout,
with the fraction of HF exchange given by a in the short-range
region, and increases towards a + b in the long-range region.
If a functional obeys a + b = 1, it is fully corrected for long-range

HF exchange. For example, a and b are set to 0 and 1,
respectively, in the long-range corrected (LC) scheme by Iikura
et al.,54 while the CAM-B3LYP functional developed by Yanai
et al.67 uses values of a = 0.19 and b = 0.46. The free parameters
used in these range-separated functionals are typically tuned to
minimise errors in various molecular properties. As an example,
the a, b, and g parameters of the CAM-B3LYP functional were
obtained by fitting calculated atomisation energies and ionisa-
tion potentials of molecules in a test set to their experimental
values.67 Other than the error function, the Yukawa potential,
exp(�gr)/r, has also been used as a switching function to achieve
range separation.69,70

However, the value of the range-separation parameter g has
been found to vary among different systems, and has been
customised for studying various molecular properties of
interest.51–53,56–58,65,66 Baer and co-workers have suggested that
g should be tuned for each molecular system to ensure that it
satisfies a chosen physical criteria.61–63 One such criteria is the
ionisation potential (IP). In IP-tuning, the value of g is adjusted
such that the negative eigenvalue of the highest occupied
molecular orbital (HOMO) for the N and N + 1 electron systems
matches the IP of the respective systems simultaneously. It has
been shown that such an approach improves the prediction of
orbital energies, fundamental and optical gaps, which are
expected to be important in computational spectroscopy.63,66

An error function ( J2) that sums up the absolute difference
between the HOMO energies and IPs for both systems is then
used to determine the value of g (eqn (9)).63

J2(g) = [eHOMO(N) + IP(N)]2 + [eHOMO(N + 1) + IP(N + 1)]2 (9)

The first term on the RHS accounts for the energy difference
between the negative eigenvalue of the HOMO and IP of the
neutral N electron system while the second term pertains to the
anionic N + 1 electron system. The IP of an N electron system is
defined as the difference in the ground state energies between
the N electron and the N � 1 electron systems.

IP(N) = E(N � 1) � E(N) (10)

Autschbach and co-workers have shown that this tuning
process may not find a minimum value of g if the functional is
not fully corrected for long-range HF exchange, i.e. a + bo 1.68,69

In addition, they developed a method for obtaining optimal

Table 1 Summary of the different approaches used to calculate fluores-
cence lifetimes in this work. tr, n, e, me, and c have been defined earlier. The
subscript ground/excited refers to the electronic state in which the molecular
geometry is optimised. hṽf

�3i is calculated as ~vf
�3� �
¼
Ð
~vf
�3I ~vfð Þd~v

�Ð
I ~vfð Þd~v,

where I(ṽf) refers to the intensity of the fluorescence spectra at ṽf

Scheme Final eq.

A 1

tr
¼ p2e2n2c

12 500me
fground~vground

2 ¼ 0:6670n2fground~vground
2

B 1

tr
¼ p2e2n2c

12 500me
fexcited~vexcited

2 ¼ 0:6670n2fexcited~vexcited
2

C 1

tr
¼ p2e2n2c

12 500me

fexcited
~vexcited

1

~vf�3h i ¼ 0:6670n2
fexcited
~vexcited

1

~vf�3h i
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values for a and g, which then allows the value of b to be
calculated, provided that a + b = 1.68,70 It is thus possible to
increase the dimensionality of the tuning process to include
both a and b as well, but we eschew this in our work. While
range-separation tuning can be performed within a continuum
solvation model,71,72 de Queiroz and Kümmel found ‘‘unrealistically
small’’ values of g that were attributed to inconsistencies in calcula-
tion of IPs that were vertical with respective to the solute but
non-vertical with respect to the solvent. The tuning of g in this
work was carried out in the gas phase.

J2(g) was evaluated at regular intervals of 0.01 Bohr�1 within
the domain of 0.1 r g r 0.35 (Fig. 1). The value of g that
minimizes J2(g) was then found by fitting a fourth-degree
polynomial to data points. The values of a and b were kept
unchanged throughout.

3. Computational details

We categorised all molecules investigated (Fig. 2) in this work
into five different classes of fluorophores: fused aromatic rings
(I to V), acridones (VI to VIII), conjugated aromatic rings (IX to XII)
bimanes (XIII to XVIII), and coumarins (XIX to XXIV). Single point
calculations were carried out for the neutral, anionic, and cationic
forms of each molecule in the gas phase with the LC-BLYP54 and
oB97X73 functionals to obtain the IP-tuned range-separation
parameter for each functional. The resulting functionals are
denoted by LC-BLYP* and oB97X*, respectively. Optimized
range-separation parameters for each molecule and functional
used are given in the ESI† (Table S4).

To characterize the excited electronic states of the fluoro-
phores and assess the performance of TD-DFT relative to wave
function methods for computing vertical excitation energies,
we construct a subset of the 24 molecules by selecting a molecule
from each of the five classes of fluorophores (I, VI, IX, XIII, XIX).
The molecules in the subset were studied with various correlated

wave function methods such as (i) configuration interaction
singles with perturbative doubles [CIS(D)],74 (ii) second order
approximate coupled cluster method (CC2),75 (iii) equation-of-
motion coupled-cluster method with singles and doubles
substitutions (EOM-CCSD),76–79 (iv) completely renormalized
EOM-CCSD with perturbative triples [CR-EOM-CCSD(T)] method,80

and TD-DFT using various XC functionals (v) B3LYP,81,82 (vi) BMK,83

(vii) CAM-B3LYP,67 (viii) LC-BLYP,54 (ix) M06,84 (x) M06-2X,84 (xi)
M11,85 (xii) PBE0,86,87 (xiii) oB97,73 (xiv) oB97X,73 (xv) LC-BLYP*,
(xvi) oB97X* within the adiabatic approximation framework.23

The gas phase ground state geometries for all molecules in this
part of the study were optimised at the B3LYP/6-31+G(d) level
of theory.

For the calculation of fluorescence lifetimes, solvent effects
were included using the polarisable continuum model (PCM).88

The ground and excited state geometries for all molecules were
optimised with the abovementioned XC functionals. Vibra-
tional frequency calculations were carried out to ensure
that the optimised molecular geometries correspond to
minima on the potential energy surface. The electronic
transition energies were calculated using the state-specific
method in the non-equilibrium limit.89,90 For the choice of
basis set, we follow the protocol suggested by Jacquemin and
co-workers in their work on simulating vibronic bands.41,42

The smaller 6-31+G(d) basis set91–94 was used for geometry
optimisations and frequency calculations while TD-DFT
vertical excitation energies and oscillator strengths were
calculated using the larger aug-cc-pVDZ basis set.95–97 The
aug-cc-pVDZ results were found to be very similar to those
calculated using the aug-cc-pVTZ basis set,95–97 hence the
choice of the aug-cc-pVDZ basis set for calculating the state-
specific vertical transition energies and oscillator strengths
(see Tables S5–S9 in the ESI†).

The simulated vibrationally resolved emission spectra were
obtained within the harmonic Franck–Condon approximation
using the ground and excited state frequencies. The adiabatic
Hessian approach implemented in Gaussian09 D.01 was
used.98 To ensure the convergence of the simulated vibronic
spectra, the maximum number of single and two-state overtones
were increased up to 100, and the maximum number of integrals
of each class was increased up to 1012, if necessary.42,43 The state-
specific vertical transition energy for emission was set as the
transition energy used in obtaining the simulated vibronic
spectra for emission. The simulated vibronic spectra were con-
voluted using Gaussian functions to model solvent broadening.
The effect of the half width at half-maximum (HWHM) of the
convoluting Gaussian functions on the calculated fluorescence
lifetimes was found to be minimal, hence the default value
of 135 cm�1 was set as the HWHM throughout (Table S12
in the ESI†).

CC2 calculations were carried out with Dalton 2016.99,100

EOM-CCSD and CR-EOM-CCSD(T) calculations were carried out
with NWChem6.5.101 All TD-DFT calculations, CIS(D) calcula-
tions, as well as the simulation of vibrationally resolved spectra
within the harmonic approximation, have been carried out with
Gaussian09 D.01.98

Fig. 1 Plot of the error function J2 against g for the tuning of the LC-BLYP
and oB97X functionals for I (see Fig. 2 below). The 6-31+G(d) basis set was
used, and the tuning process was carried out in the gas phase.
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4. Results and discussion
4.1. Vertical excitation energies

Table 2 summarises the vertical excitation energies of the
lowest optically bright singlet state for the molecules in the
subset calculated with correlated wave function methods and
TD-DFT with various functionals. The lowest excited state for all
molecules predicted by the correlated wave function methods
were found to be characterized by p - p* transitions. Natural
transition orbitals from DFT calculations are shown in Fig. 3.
We also found that vertical excitation energies calculated using
the 6-31+G(d) basis set were within 0.05 eV of those calculated
using the larger 6-311+G(d) basis set for all wave function
methods (Table S10 of the ESI†). Previous benchmark studies
show that EOM-CCSD excitation energies for valence excited

states in organic chromophores are generally higher than CC2
and CR-EOM-CCSD(T) values22,102–105 Our results are in broad
agreement with these findings. The CIS(D) results follow a
similar trend, with their excitation energies consistently higher
(0.1–0.3 eV) than CR-EOM-CCSD(T) values.

Our discussion on the TD-DFT results will be centred on a
comparison between functionals with similar characteristics
(Table 3). The mean unsigned error (MUE) for each group
of XC functionals was calculated by taking the mean of the
absolute difference between the TD-DFT and CR-EOM-CCSD(T)
values for all five molecules in the test subset and for all the
XC functionals in their respective groups. Compared to
CR-EOM-CCSD(T) vertical excitation energies, non-range-separated
XC functionals with 430% HF exchange (BMK, M06-2X) returned
the lowest MUE of 0.211 eV, followed by the range-separated

Fig. 2 Chemical structures of all molecules investigated in this work. Ph refers to the phenyl side group.
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functionals (CAM-B3LYP, LC-BLYP, M11, oB97, oB97X) with
a MUE of 0.247 eV and lastly XC functionals with o30%
HF exchange (B3LYP, PBE0, M06) yielded the highest MUE of
0.299 eV.

We then consider the effect of tuning the range-separation
parameter, g. The IP-tuned range-separation parameter was found
to be lower than the default value for LC-BLYP (0.4700 Bohr�1)
and oB97X (0.3000 Bohr�1) in Gaussian09 (Table 4). This results

in a decrease in the calculated excitation energies and oscillator
strengths, which in turn leads to a significant improvement in
the MUE for the two selected functionals (LC-BLYP, oB97X) from
0.288 eV using their default g value to 0.211 eV after IP-tuning,
which is comparable to the result for the XC functionals
with 430% HF exchange.

To sum up the results for this section, we found that
the XC functionals with 430% HF exchange and IP-tuned
functionals returned the lowest MUEs for the five molecules in
the test subset. IP-tuning of range-separated functionals leads
to a significant improvement in the accuracy of calculated
vertical excitation energies relative to their non-IP-tuned
versions.

Table 2 The lowest dipole-allowed electronic transition for the molecules in our test subset calculated with various correlated wave function methods
and TD-DFT using different frequency-independent XC kernels in the gas phase. All vertical excitation energies are in eV. Oscillator strengths for the
electronic transitions are given in parentheses where available. The 6-31+G(d) basis set was used for all calculations

I VI IX XIII XIX

CIS(D) 3.83 3.79 4.66 3.84 4.18
CC2 3.59 (0.1384) 3.76 (0.1217) 4.46 (0.9718) 3.83 (0.3205) 3.96 (0.4312)
EOM-CCSD 3.90 (0.1682) 3.97 (0.1304) 4.67 (0.9082) 4.02 (0.3237) 4.20 (0.4091)
CR-EOM-CCSD(T) 3.60 3.69 4.37 3.74 3.93

B3LYP 3.03 (0.0963) 3.55 (0.0786) 3.77 (0.8382) 3.81 (0.1986) 3.66 (0.3209)
BMK 3.31 (0.1239) 3.89 (0.1062) 4.11 (0.9043) 4.01 (0.2318) 3.98 (0.3961)
CAM-B3LYP 3.35 (0.1376) 3.95 (0.1152) 4.13 (0.8694) 4.01 (0.2355) 4.00 (0.3963)
LC-BLYP 3.64 (0.1781) 4.30 (0.1483) 4.44 (0.8512) 4.23 (0.2744) 4.28 (0.4417)
M06 3.02 (0.1027) 3.64 (0.0830) 3.76 (0.8047) 3.84 (0.1985) 3.72 (0.3367)
M06-2X 3.38 (0.1314) 3.94 (0.1148) 4.17 (0.8863) 4.00 (0.2371) 4.02 (0.4067)
M11 3.54 (0.1598) 4.10 (0.1333) 4.36 (0.8801) 4.02 (0.2476) 4.15 (0.4245)
PBE0 3.11 (0.1033) 3.66 (0.0856) 3.88 (0.8604) 3.88 (0.2082) 3.76 (0.3440)
oB97 3.59 (0.1702) 4.23 (0.1396) 4.40 (0.8630) 4.17 (0.2646) 4.24 (0.4260)
oB97X 3.51 (0.1615) 4.14 (0.1326) 4.32 (0.8745) 4.11 (0.2540) 4.17 (0.4169)
LC-BLYP* 3.27 (0.1281) 3.79 (0.1059) 4.04 (0.8598) 3.93 (0.2327) 3.91 (0.3656)
oB97X* 3.31 (0.1335) 3.90 (0.1107) 4.10 (0.8805) 4.02 (0.2390) 4.00 (0.3862)

Fig. 3 Natural transition orbitals (NTOs) for the lowest optically allowed
electronic transition for the molecules in the test subset, as calculated
using LC-BLYP*/6-31+G(d) in the gas phase.

Table 3 Mean unsigned error (MUE) for the gas phase TD-DFT vertical
excitation energies of the molecules in the test subset with CR-EOM-
CCSD(T) values as the reference. The MUE is given in eV. The XC functionals
are sorted into three different groups: o30% HF exchange, 430% HF
exchange, and range-separated. The MUE for the functionals with IP-tuned
g and the same group of functionals without IP-tuning (Default g) is also given

XC functionals MUE

o30% HF exchange (B3LYP, M06, PBE0) 0.299
430% HF exchange (BMK, M06-2X) 0.211
Range-separated (CAM-B3LYP, LC-BLYP, M11, oB97, oB97X) 0.247

IP-tuned g (LC-BLYP*, oB97X*) 0.211
Default g (LC-BLYP, oB97X) 0.288

Table 4 Values of the IP-tuned range-separation parameter for the
molecules in the test subset. The default values are: LC-BLYP: 0.4700;
oB97X: 0.3000

LC-BLYP* oB97X*

I 0.2216 0.1900
VI 0.2333 0.1974
IX 0.2143 0.1833
XIII 0.2829 0.2398
XIX 0.2468 0.2106
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4.2. Comparison between different methods of modelling
fluorescence lifetimes

The results of using the three different schemes for calculating
fluorescence lifetimes are summarised in Table 5 and Fig. 4.
Table 5 gives the overall mean percentage errors (MPEs)
between experimental and calculated values for each of the
different schemes and fluorophore classes, as determined by
averaging over the results from all XC functional sans IP-tuned
ones, while Fig. 4 provides a breakdown of the MPE for each XC
functional across the different schemes and fluorophore
classes. On the whole, the accuracy of the calculated fluores-
cence lifetimes improves when more refined approximations
are adopted. Scheme C yields the most accurate fluorescence
lifetimes, followed by Scheme B and then A. The only exception
to this trend pertains to the acridones. The mean errors for
Schemes A and B were found to be similar (Scheme A: 32.3%,
Scheme B: 33.4%), while the mean error for Scheme C was
slightly higher (Scheme C: 40.4%).

The anomaly can be traced to a number of outlier data
points where fluorescence lifetimes calculated with the B3LYP,
M06, and PBE0 functionals for Scheme C are extremely poor.
A similar occurrence is found for the fused aromatic rings, but
the overall effect is much more subdued. Autschbach and
co-workers found that the underperformance is related to poor
treatment of differential electron correlation between the ground
and excited states within TD-DFT.104,105 When the results for
B3LYP, M06 and PBE0 are excluded from the calculation of
MPEs, the overall trend for the acridones then matches the other
fluorophore classes in showing an improvement in the calcu-
lated fluorescence lifetimes going from Schemes A to B and C
(Scheme A: 36.3%, Scheme B: 25.0%, Scheme C: 22.7%). For
consistency, the MPEs calculated without including B3LYP, M06,
and PBE0 results will be used in the discussion henceforth.

The difference in the accuracy of computed fluorescence
lifetimes between Schemes A and B comes from the molecular
geometry used for the emitting species in the excited electronic
state. Scheme A uses molecular equilibrium geometries in the
ground electronic state, while the molecular geometries are
optimised in the excited electronic state in Scheme B. The
calculated MPE for fluorescence lifetimes of all molecules was
found to be significantly higher for Scheme A (55.5%) than
Scheme B (37.5%), which indicates the sensitivity of the calculated
fluorescence lifetimes towards the choice of molecular geometry.

We find this to be true even in instances where nuclear relaxation
effects are small, which can be correlated to small Stokes shifts.
Amongst the five classes of molecules examined, the fused
aromatic rings and acridones have an average Stokes shift of
about 0.1 eV, while the conjugated aromatic rings, bimanes,
and coumarins exhibit a larger average Stokes shift of more
than 0.5 eV (Table 6). All five fluorophores classes show an
improvement ranging from 10–20% in the calculated lifetimes
going from Scheme A to B. Therefore, our results clearly show
that using molecular geometries that are fully relaxed in the
emitting electronic state generally return calculated fluores-
cence lifetimes that are superior.

We now compare the results obtained using Schemes B and
C to study the effect of vibronic features/band shape in the
model by the use of a simulated vibrationally resolved emission
spectra (see for example, Fig. 5). The quality of the calculated
lifetimes was found to improve further going from Scheme B to
Scheme C, although the extent of improvement is smaller than
that offered by Scheme B over A. It is noteworthy that Scheme C
delivers a consistent performance across different fluorophore
classes such that the MPE ranges from 18.5% (conjugated
aromatic rings) to 29.6% (coumarins), while the lowest and
highest MPEs for Scheme B are 25.0% (acridones) and 47.9%
(coumarins), respectively. Thus, Scheme B may perform quite
poorly for certain classes of fluorophores, while the results for
Scheme C shows that it returns better fluorescence lifetimes
consistently for all five classes of fluorophores.

In summary, the overall quality of calculated fluorescence
lifetimes was found to improve in tandem with the level of
sophistication within the model. Scheme C yields the most
accurate fluorescence lifetimes, followed by Schemes B and
then A. There is a significant improvement in the lifetimes
calculated using Scheme B over Scheme A, which suggests the
importance of the molecular geometry in the modelling of
fluorescence lifetimes. There is also a further improvement in
the calculated fluorescence lifetimes going from Scheme B to
Scheme C. Scheme C was found to yield accurate fluorescence
lifetimes consistently for every class of fluorophore, and is our
recommended approach towards modelling fluorescence lifetimes.

Finally, we note as a caveat that the majority of our discus-
sion in this section pertains to the MPEs calculated without
including the B3LYP, M06, and PBE0 results. As our results
have shown, the use of these functionals together with Scheme
C may lead to severe errors in the computed fluorescence
lifetimes in some classes of fluorophores. The next section
then examines the effect of the choice of XC functional as well
as the results of using an IP-tuned functional on the calculated
fluorescence lifetimes.

4.3. Calculation of fluorescence lifetimes with different XC
functionals

In this section, we evaluate the performance of various XC
functionals at modelling fluorescence lifetimes using Scheme C,
which has been shown to be the most accurate approach on the
whole. The results are summarised in Table 7. It is clear that
the best results are obtained with IP-tuned range-separated

Table 5 Mean percentage errors (MPEs) between experimental and calcu-
lated values across the different schemes and the fluorophore classes. The
results are obtained in solvent within PCM. The values in the parentheses are
the calculated MPEs without B3LYP, M06, and PBE0 (see main text for details)

A B C

Fused aromatic rings 39.8 (50.6) 28.2 (29.8) 26.4 (20.4)
Acridones 32.3 (36.3) 33.4 (25.0) 40.4 (22.7)
Conjugated aromatic rings 50.6 (56.5) 31.9 (36.7) 17.7 (18.5)
Bimanes 58.8 (64.7) 33.3 (40.3) 28.5 (28.5)
Coumarins 50.1 (59.4) 42.1 (47.9) 35.7 (29.6)

All molecules 48.0 (55.5) 34.2 (37.5) 29.6 (24.7)
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functionals. LC-BLYP* and oB97X* functionals were found to
be the best performing functionals for all molecules, with MPEs
of 16.2% and 16.5% respectively. Among the non-IP-tuned XC
functionals, BMK has the best result with a MPE of 18.1%,
followed by CAM-B3LYP (MPE: 19.6%), and M06-2X (MPE: 20.2%).
The benefits of carrying out IP-tuning for range-separated
functionals are especially evident when we consider that the
LC-BLYP functional ranks among the poorest performers with a
MPE of 36.2%. After IP-tuning, the substantial improvement in
LC-BLYP* calculated lifetimes is such that it becomes the top
performer among all XC functionals tested.

Next, we consider the absolute error in the calculated
fluorescence lifetimes for the three best performing func-
tionals: LC-BLYP*, oB97X*, and BMK. The experimental and
calculated fluorescence lifetimes for the molecules within the
test subset given in Section 4.1 are shown in Table 8. For all
molecules in the test set, the lifetimes calculated using the two

IP-tuned functionals returned results that are within 1.5 ns of
experimental values. A check of the results for all molecules
(Table S19 in ESI†) revealed that the fluorescence lifetimes
calculated using the LC-BLYP* functional falls within 1.5 ns of
experimental values for twenty out of twenty four molecules, which
further underlines the superiority of the IP-tuned functionals. It is
also worth noting that the computed order of the fluorescence
lifetimes matches experiment exactly (IX o XIX o XIII o VI o I).

Fig. 4 Mean percentage errors (MPEs) between experimental and calculated fluorescence lifetimes for the various XC functionals using Schemes A, B,
and C for each fluorophore class in solvent: (a) fused aromatic rings (b) acridones (c) conjugated aromatic rings (d) bimanes (e) coumarins (f) all
molecules. The B3LYP/Scheme C data point for the acridones lies at 102.5%, and is not shown in (b). The dashed lines refer to the overall MPE for each
scheme calculated using all XC functionals sans B3LYP, M06, and PBE0 (see main text).

Table 6 Average experimental Stokes shift (in eV) for each class of
molecules in solvent (see Table S2 in ESI)

Average Stokes shift

Fused aromatic rings 0.11
Acridones 0.13
Conjugated aromatic rings 0.65
Bimanes 0.57
Coumarins 0.54

Fig. 5 Simulated vibrationally resolved emission spectra for I in cyclo-
hexane using the PBE0, M06-2X, and LC-BLYP* functionals.
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Our findings thus suggest that TD-DFT is a useful tool for in silico
modelling of new fluorescent scaffolds.

In summary, we have studied the performance of various
functionals towards the modelling of fluorescence lifetimes for
five different classes of fluorophores. The IP-tuned LC-BLYP*
and oB97X* were found to be the best performing functionals
for this purpose. We note that there are other classes of
fluorophores that were not included in this study, such as
BODIPYs and cyanines. A large number of studies have shown
that TD-DFT is unable to treat the excited states of BODIPYs
accurately,106–108 while the conclusion for cyanines appears
to be mixed.109–111 Since our goal lies in the assessment of
various approaches towards modelling fluorescence lifetimes,
it is essential that the underlying computational tool of choice,
TD-DFT, is capable of describing the excited states of the
fluorophores reliably. Also, we only consider the radiative rate
in this study. Other non-radiative de-excitation processes, such
as intersystem crossing, internal conversion, solvent quenching,
or energy transfer mechanisms should be included for a more
complete modelling of fluorescence lifetimes. Thus, possible
future work would be to account for these other de-excitation
processes computationally as well, such that the actual fluores-
cence lifetime of a molecule may be better predicted using
ab initio calculations.

5. Conclusion

Three different approaches for modelling the fluorescence
lifetimes of five different classes of molecules (fused aromatic
rings, acridones, conjugated aromatic rings, bimanes, and
coumarins) with TD-DFT were examined in this work. The large
improvement in the calculated lifetimes going from Scheme A
(MPE 55.5%) to Scheme B (MPE 37.5%) suggests that the
molecular geometry of the emitting molecule has a significant

influence on the computed fluorescence lifetimes, such that it
is worthwhile to obtain the optimized geometry of the molecule
in the excited electronic state to obtain more accurate fluores-
cence lifetimes. The best agreement with experimental values
was obtained when vibronic features were incorporated (Scheme C).
More importantly, the quality of fluorescence lifetimes calculated
using Scheme C (MPE 24.7%) was the most consistent for all five
classes of fluorophores studied. Within Scheme C, the IP-tuned
range-separated functionals LC-BLYP* and oB97X* were found
to yield the most accurate results (MPEs of 16.2% and 16.5%
respectively). The significant improvement in the performance of
the IP-tuned functionals further implies that the value of the
range-separation parameter should be separately customized for
each molecule. The fluorescence lifetimes calculated using the
LC-BLYP* functional were found to lie within 1.5 ns of experi-
ment for most of the tested molecules. This suggests that the use
of TD-DFT in modelling various optical properties such as the
absorption and emission of a fluorophore can be extended to
modelling of fluorescence lifetimes.
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