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Assessing the predictability of anharmonic vibrational
modes at the example of hydroxyl groups – ad hoc
construction of localised modes and the influence of
structural solute–solvent motifs†

Manuel J. Schuler, a Thomas S. Hofer*a and Christian W. Huckb

The performance of the grid-based Numerov procedure for the prediction of fundamental as well as the

first vibrational overtone has been systematically probed for harmonic and anharmonic model systems.

In addition to monitor the prediction with respect to the spacing of the potential grid the influence of

higher order approximations to the second derivative (i.e. stencils) in Schrödingers equation is evaluated.

The latter enable a significant increase of the grid-spacing to achieve results of similar accuracy

obtained with smaller stencil sizes. Application to the hydroxyl vibrational mode of methanol, phenol

and the natural product thymol in vacuum and carbon tetrachloride predicted wavenumbers within less

than 1% of experiment. Due to the highly localised character of the OH-vibration the ad hoc

construction of the associated normal mode yields results of similar accuracy than those obtained using

the analytical normal modes, effectively eliminating the requirement of an analytical normal mode

evaluation of the entire system. This property was shown to be of particular advantage when

considering explicit solute–solvent contacts, which have been demonstrated to be superior compared

to an implicit representation of solvent effects. The combination of the observed findings (i.e. enlarged

grid-spacing due to the application of higher order stencils, construction of localised normal modes) is

envisaged to be of particular benefit when investigating localised modes in large systems, such as OH or

NH groups in large (bio)macromolecules or solid-state surfaces.

1 Introduction

Due to its straightforward applicability and high throughput
capacity vibrational spectroscopy is among the most widely
used methods for the classification of small molecules in
science and technology. Since the mode assignment in complex
spectra can be cumbersome computational approaches to aid
in the classification are of particular interest. Especially in view
of the continuously increasing computational capacities a
broad variety of approaches are currently available.

The simplest and most widely used method for the prediction
of vibrational modes is the harmonic approximation, in the
majority of cases employed in the context of density functional

theory. Here the potential close to the energy minimum
conformation is approximated by a parabola, i.e. the potential
of the harmonic oscillator model. This simple approach works
surprisingly well for the calculation of fundamental vibrations
of selected functional groups, but may lead to a significant
deviation from experimental data for other chemical systems.
Also, because of the neglect of anharmonicity and mode–
mode coupling, it fails dramatically in the prediction of higher
order excitations (overtones) and combination bands,
observed in the NIR region. In cases these two effects com-
pensate acceptable results are obtained albeit for the wrong
reasons.

Various methods have been developed to take mode anhar-
monicity and coupling into account. The most prominent ones
being the vibrational self consistent field (VSCF) method and
the vibrational second order perturbative (VPT2) ansatz.1 The
VPT2 ansatz is based on the calculation of higher order
derivatives (third and upwards) of the system’s energy, as
shown by Barone.2 While it is only applicable for potentials
with high harmonicity, the method gives a quite accurate, albeit
computational costly prediction of higher excitation states for
these systems.1,2 The VSCF method3–7 on the other hand tries
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to optimize a linear combination of vibrational wave functions
(e.g. analytical solutions of harmonic oscillator wave functions)
by variation of the linear combination’s coefficients. Since in
this approach the vibrational wave function is based on a
product approach similar as the electronic wave function used
in the Hartree Fock (HF) electronic structure theory, correlated
vibrational methods such as perturbation theory-VSCF (VSCF-
PT)8,9 and configuration interaction VSCF (VSCF-CI)10–12 have
been developed.

Another approach currently gaining popularity is numeri-
cally solving the time-independent Schrödinger equation by
grid-based approaches, such as Numerov’s method13–16 or
discrete variable representation (DVR).17–19 The DVR method
is often the method of choice, since it employs an infinite order
in the formulation of the finite difference approximation
employing a sinc() basis. However, the associated matrix for-
mulation requires a fully occupied dense matrix,20 whereas in
the Numerov case only banded-matrices occur, the respective
band width being equal to the finite size of the stencil. This
feature enables the application of sparse matrix routines greatly
reducing computing time and memory requirements.21 While
for modern computational architectures the exploitation of
matrix sparsity is of no noticeable benefit in one-dimensional
applications, it becomes of particular advantage in applications
with more degrees of freedom (see ref. 21 and 20 for 2D- and
3D-examples). Since these grid-based methods can be applied
to any arbitrary potential curve, the influence of various forms
of anharmonicity can be easily taken into account by applica-
tion of a suitable coordinate scan of a given molecule. The
reduced masses in the kinetic energy operator of Schrödinger’s
eqn (1) also enable an explicit consideration of quantum
chemical effects, such as the magnitude of tunnelling outside
of the classically accessible region. Especially if only a localised
signature mode such as the vibration of a hydroxyl group
investigated in this work is of interest, grid-based methods
provide a highly efficient ansatz yielding also excellent predic-
tions of the respective first overtone. This vibrational mode has
been chosen, because of its high infrared and near infrared
activity as well as its local character resulting from the weak
coupling with other vibrations.

For this reason this work aims at the determination of the
applicability of a matrix implementation of Numerov’s method
for the prediction of OH vibrational modes. First, results
obtained for model potentials differing in their degree of
anharmonicity and grid density are compared to the respective
analytical solution. Furthermore, IR measurements of the
OH-stretch vibration of phenol and the natural product thymol
in carbon tetrachloride have been performed and compared to
the theoretically predicted frequencies and oscillator strengths.
Special focus was given to reduce the number of computations
thus providing a general and efficient work flow, e.g. without
the requirement of a harmonic frequency analysis. Finally, the
sensitivity of the method to the influence of solvent effects is
investigated at the example of carbon tetrachloride, comparing
an implicit description of the solvation with the costly explicit
inclusion of solvent molecules.

2 Methods
2.1 The Numerov method

To predict the vibrational energy eigenstates an ansatz for
solving the time independent Schrödinger eqn (1) for a given
finite-spaced potential, namely the Numerov method,13,14,22

has been employed

@2CðqÞ
@q2

¼ 2m
�h2
� ðVðqÞ � EÞ

� �
CðqÞ ¼ f ðqÞ �CðqÞ; (1)

where C denotes the wave function along the respective normal
coordinate q, m and h� are the reduced mass of the given degree
of freedom (dof) and the reduced Planck constant, respectively.
The potential V(q) has to be supplied on an equispaced grid,
E denotes the associated energy eigenvalue.

Numerov’s method is based on the representation of the given
function C(q) as Taylor polynomial at the points q (index 0),
q + Dq (index +1) and q � Dq (index �1).

C�1 ¼ C0 �
1

1!
Dqk kCð1Þ0 þ

1

2!
Dqk k2Cð2Þ0 �

1

3!
Dqk k3Cð3Þ0

þ 1

4!
Dqk k4Cð4Þ0 þ � � �

(2)

Summation of C+1 and C�1 leads to the cancellation of all
odd and the doubling of all even entries. Rearrangement yields
an approximate expression for the second derivative of C.

Cð2Þ0 ¼
C�1 � 2C0 þCþ1

Dqk k2 � 1

12
Dqk k2Cð4Þ0 þO Dqk k4

� �
(3)

Due to the nature of second order ordinary differential
equations without linear terms, the second derivative of a
function C(q) is equal to a function value f (q) times the
function C(q) itself, which is used to define the fourth (and
higher order) derivatives.

Cð4ÞðqÞ ¼ @2

@q2
ð f ðqÞCðqÞÞ

¼ f�1C�1 � 2f0C0 þ fþ1Cþ1
Dqk k2 þO Dqk k2

� � (4)

In case of the time independent Schrödinger equation the
function f (q) is described in eqn (1). With this expression the
approximation of its second derivative can be written as

� �h2

2m
�C�1 � 2C0 þCþ1

Dqk k2 þ V�1C�1 þ 10V0C0 þ Vþ1Cþ1
12

� E �C�1 þ 10C0 þCþ1
12

: (5)

By applying Dirichlet boundary conditions, the terms
C�1 � 2C0 þCþ1

Dqk k2 and
C�1 þ 10C0 þCþ1

12
can be simplified to

the matrix terms AC(q) and BC(q) (see eqn (S1), ESI†).13,14,21
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Using the matrices A and B as well as the diagonal matrix V,
containing V(q) as elements, eqn (5) can be written as

� �h2

2m
B�1Aþ V

� �
W � EW (6)

which is in the same form as the time independent Schrödinger
equation HW = EW, with

H ¼ � �h2

2m
B�1Aþ V: (7)

Eigendecomposition of H yields the diagonal eigenvalue-
matrix E, the associated eigenvectors are collected in W. Similar
methods have also been employed in the description of the
electronic structure of atoms and small molecular systems.23–30

The method can be extended to higher order numerical
derivatives by defining the Taylor series for higher degrees (e.g.
A and B matrices with seven diagonal entries would require a
Taylor series of the eighth degree). A generalisation to higher
orders of Numerov’s method is presented elsewhere.15,21

To predict the IR intensities the transition moment integral
lmn (8), consisting of the respective wave functions C of the two
involved states m and n, as well as the transition moment
operator l̂(q), has to be calculated.

lmn ¼
ð1
�1

Cm
�l̂Cnds (8)

In case of infrared spectroscopy l̂(q) equals the dipole moment
l as a function of the molecule’s normal coordinates q, making
infrared measurements especially sensitive on polar functional
groups like OH or CO. A slightly more common representation
of the intensities in vibrational spectroscopy is the use of the
oscillator strength fmn

fmn ¼
4pme

3e2�h
lmnk k2nmn; (9)

where me denotes the electron mass, e the elementary charge
and nmn the transition energy between the two states m and
n.31,32 Typically, the oscillator strengths are normalised to that
of the fundamental mode.

2.2 Experimental setup

For the measurements 10% (m/v) solutions of the analytes
phenol (university supply) and thymol (Sigma, 99.5% purity)
have been prepared in carbon tetrachloride. For the investiga-
tion of structural motifs an additional measurement was taken
with the same analytes in a 10% (m/v) n-hexane solution. The
solutions have been transferred into quartz cuvettes with a pass
length of 2 mm and sealed to avoid evaporation of the solvents.
The dilutions have been measured using the Fourier-transform
infrared spectrophotometer Spectrum 400 FT-IR/FT-NIR (Perkin-
Elmer, Massachusetts, USA) in transmission mode. The spectral
range was set from 2000 cm�1 to 10 000 cm�1 with a spectral
resolution of �2 cm�1. All measurements have been carried out
at room temperature with 16 scans per sample to amplify the
signal to noise ratio. Additionally experimental data of methanol
have been taken from the work of Futami et al.31 Since only

position and intensity of specific known peaks of high intensity
were needed for this work, the interpretation of the resulting,
baseline corrected spectra could be carried out without the need
of advanced statistical methods. Spectrum IMAGE R1.8.0.0410
was used for recording spectra.

As a measure for the anharmonic contribution of the obtained
potentials the anharmonicity factor w is commonly used

w ¼ n02
2
� n01 (10)

While in case of harmonic systems both terms cancel, leading
to w = 0, values different from zero characterise the degree of
anharmonicity. This measure can be applied both to experi-
mental measurements as well as theoretical predictions.

2.3 Model systems

In addition to the assessment of its applicability to real chemical
systems the accuracy of Numerov’s method was tested against three
analytically solvable systems with different degrees of anharmonicity,
namely a harmonic and two Morse models M1 and M2.

Vharm ¼
kharm

2
r� r0ð Þ2 (11)

VMorse ¼ D
�
1� e�a r�r0ð Þ

	2
(12)

The three potentials share the same curvature at the equilibrium
position, with M1 showing the highest degree of anharmonicity.
The harmonic force constant kharm of 4621.4 kJ (mol Å2)�1 was
chosen, since it corresponds to that of a typical O–H bond.33,34 The
a parameter of M1 has been chosen from the work of Arai et al.34

and was set to 2.511 Å�1. This results in a well depth of
D = 366.48 kJ mol�1. The second, less anharmonic, Morse
potential M2 was constructed by doubling the well depth D to
724.96 kJ mol�1 while maintaining the curvature in the equili-
brium position. This results in an a value of 1.776 Å�1. The
equilibrium distance r0 of all potentials has been set to zero,
thus r formally represents the elongation and contraction of the
bond from its minimum position. The reduced mass mOH has
been determined from the values of 16O and 1H taken from the
National Institute of Standards and Technology database.35 The
potentials of the three different model systems along with the
respective wavefunctions of the five lowest eigenvalues are
depicted in Fig. 1.

2.4 Quantum chemical calculations

To obtain the potentials needed to apply Numerov’s method,
DFT calculations on generalized gradient approach (GGA) level,
using the BP8636,37 functional, and hybrid level, using the
B3LYP38 functional with the 6-311++G(3df,3pd) basis set,39–42

have been carried out in vacuum and in carbon tetrachloride
using the density based polarized continuum model for impli-
cit solvents SMD.43

Following an initial energy minimisation with tight conver-
gence settings for energy and gradient, harmonic frequencies
have been determined at the minimum geometry. For the
energy scan a variation along the respective degree of freedom
(dof) in discrete steps of 0.01 Å has been performed and the
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molecule’s energy and dipole moment were evaluated at
every point.

For the OH-stretch vibration three different definitions of
the dof have been chosen. First, only the OH-distance rOH was
varied by only changing the coordinate of the hydrogen atom
serving as a simple approximation to the vibration. Secondly, the
appropriate normal coordinate scan of the hydroxyl vibrational
mode has been employed. The atom displacement was carried out
alongside the OH-stretch normal coordinate q, allowing for a similar
atom displacement to experimental observations. A disadvantage of
this approach is the requirement of a harmonic frequency analysis
of the entire system, which may become a demanding and time-
consuming prerequisite in case of larger molecules.

For this reason a constructed normal coordinate %q has been
considered as third option. The associated normal mode com-
ponents of the oxygen and hydrogen atoms %qO and %qH have been
determined according to their respective masses mO and mH via

�qO ¼ rOH �
mH

mO þmH
(13)

�qH ¼ �rOH �
mO

mO þmH
(14)

with rOH being the respective distance vector at the minimum
geometry. The components of all other contributions have been
set to zero, followed by the normalisation of the constructed
mode. As a consequence of this simplification a constant value
for the reduced mass of 1.067 g mol�1 is obtained.

This approach can be justified by the strongly local character
of the OH vibration. The absolute values of the associated
normal coordinates considering only the oxygen and hydrogen
atoms (B3LYP level, vacuum) amount to 0.9999 in case of
methanol, phenol and thymol, respectively, implying the con-
tribution of all other atoms to the normal coordinate is less

than 0.01%. The associated reduced masses of the three
systems of 1.067 g mol�1, 1.066 g mol�1 and 1.066 g mol�1

also demonstrate excellent agreement with the estimated mass
of the constructed mode, the respective deviations being on the
order of mg mol�1. This approach has the advantage that no
frequency analysis is required to formulate the direction of the
potential energy scan, while at the same time the representation
of the normal mode is more accurate compared to the simple
variation of the H position along the hydroxyl bond vector.

Afterwards, a Numerov calculation of the resulting potential
curves is carried out to obtain the energy eigenstates and the
transition moment integrals44,45 are calculated for the predic-
tion of relative intensities.

All quantum chemical molecule calculations were per-
formed using the Gaussian09 package,46 while the Numerov
calculations were performed on in house code, implemented in
GNU octave47 and the C programming language, using the GNU
Scientific library.48 For better utilisation of multi-core systems
the GNU Parallel49 load balancer was used.

3 Results and discussion
3.1 Analytically solvable model potentials

In case of the analytically solvable systems the accuracy of
eigenvalues predicted by Numerov’s method depending on the
density of data points is evaluated. Each potential has been
prepared in the range of �2.5 Å around the energy minimum,
the distance of h between the individual data points is given as

h ¼ 1

10 � nÅ; n 2 N � 20: (15)

Besides the influence of the grid density also the impact
of higher order derivatives of the matrix Numerov method are
investigated.15,21 To accomplish this all calculations were

Fig. 1 The three used potentials (solid) for the evaluation of grid size effects with their corresponding first five eigenstates (dashed). The figure shows the
connection of a decreasing difference between energy eigenstates and increasing anharmonicity. While in the harmonic (violet) case all eigenstates are
equidistant they move closer together with increasing anharmonicity (blue to green).
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performed with matrix stencils inheriting three, five, seven and
nine points per row, corresponding to an error order of O(h4) to
O(h8) in the A-matrix, as well as a second, fourth, sixth and
eight order derivative in the B-matrix.

The absolute difference between the Numerov results and
the analytical solutions for selected eigenstates as a function of
the grid density for the used harmonic oscillator is depicted in
Fig. 2 for different Numerov matrix stencil sizes.

For a reliable prediction of infrared spectra (MIR/NIR) at
least an accuracy of 10�2 kJ mol�1 (0.8 cm�1) for the first
eigenstates is required. Fig. 2 shows that even the simplest
implementations of the method are sufficiently accurate for
this task. Using larger stencils (seven point onwards) reach this
limit even for the 10th eigenstates with less than 80 points per
Ångström. For the ground state, the calculation with a nine
point stencil even reaches the precision limit of the implemen-
tation at around 10�11 kJ mol�1. This level of accuracy even
meets the required precision to compare to experimental data
obtained via laser spectroscopy reporting uncertainties on the
order of 10�4 cm�1.50

Since the computational overhead of larger stencils is effec-
tively negligible, the largest available stencil should be
employed. This has the advantage that coarser grids can be
employed, reducing the number of computations along the
vibrational mode. To achieve a precision of 10�2 kJ mol�1 for
the first excited state E1 the three-point stencil requires a
minimum grid spacing of approximately 0.030 Å, while in case
of the nine-point stencil a spacing of 0.056 Å is sufficient,
effectively reducing the number of grid points by a factor
of two.

In case of the Morse systems M1 and M2 very similar
characteristics have been observed, the respective plots are
provided in the ESI† (Fig. S1 and S2). It can be concluded that
the performance of the higher order stencils is not reduced due
to the anharmonicity in the potentials.

3.2 Prediction of hydroxyl vibrational states

Based on the findings of the analytically solvable potentials the
methodology is applied to the OH vibrational mode of the
molecules methanol, phenol and thymol. Since it shows a
strong local character and high infrared activity in the mid-
and near-infrared region, it is possible to study this mode
independently from the other vibrations in the molecule. Due
to the comparably large wavenumbers of the OH vibration it
can be easily identified even in the presence of C–H and N–H
vibrations of the solute or the solvent.

Tables 1 and 2 list the experimental and calculated wave-
numbers as well as the respective infrared intensities for the
normal mode and OH-distance scans, respectively. Both the
B3LYP and BP86 functionals as well as the treatment in vacuum
and implicit solvent are considered.

Comparison of the two used DFT functionals shows, that for
all three investigated systems, the B3LYP functional’s results
are more consistent with the measured data compared to the
BP86 case. The deviation from the experimentally observed
wavenumber varies between 0.02% for the first overtone of
methanol in the gas phase and 0.95% for the first overtone of
the thymol OH vibration in CCl4. On the other hand the
accuracy of the BP86 functional varies between 3.0% for the
first phenol overtone in CCl4 and 3.6% for the first methanol

Fig. 2 Energy difference between Numerov calculations and the corresponding analytical solution of the quantum harmonic oscillator as function
of the grid density for different stencil sizes and selected energy levels En (n = 0, 1, 5, 10). The grid density is represented by the number of data points
within a distance of �2.5 Å around the energy minimum. The dotted line marks the implementations precision limit. For the calculation a force constant
of k = 4621.4 kJ (mol Å2)�1 was used.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
A

pr
il 

20
17

. D
ow

nl
oa

de
d 

on
 1

1/
27

/2
02

4 
2:

21
:2

8 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c7cp01662j


This journal is© the Owner Societies 2017 Phys. Chem. Chem. Phys., 2017, 19, 11990--12001 | 11995

overtone in vacuum. The same applies to the prediction of the
intensity ratios between the fundamental vibration and its first
overtone. In all three investigated systems the B3LYP functional
predicts the correct order of magnitude, but slightly overesti-
mates the intensity of the first overtone. The BP86 functional
on the other hand overestimates the overtone intensity by a
factor of two in the methanol and thymol case. Interestingly the
anharmonicity factors w resulting from BP86 show a slightly
better agreement with experiment than observed in the B3LYP
case, which is a result of a compensation of errors between the
fundamental and overtone. However, the deviation in w is
typically on the order of a few wave numbers only.

Another important finding is the fact that the BP86 functional
required a notably higher number of SCF cycles to converge for
configurations notably displaced from the minimum structure.
Thus, despite its simpler formulation no advantage in computa-
tion time could be observed when using this functional and the
application of the hybrid B3LYP approach proved to be pre-
ferred. For this reason only the B3LYP level of theory was applied
in all investigations using the constructed normal modes %q.
Since the OH-stretch modes in the investigated systems show
only contributions of the associated bond partners with virtually
no motion of the other atoms, the constructed modes provide

results of similar accuracy (see Table 3). To highlight the devia-
tion between the q and %q, the associated angles and
the difference in reduced mass has been listed in the ESI,†
(cf. Table S1). It can be seen that the constructed mode differs by
approximately 11 from the analytical modes, with a decrease in
angle upon increase of the system size. The deviation between
the reduced masses are on the order of mg mol�1. In this case
the lowest deviation is observed in the methanol case, which can
be explained by the smaller mass of the methyl group when
compared to the aromatic systems. The deviation of the pre-
dicted wave numbers to those using the analytical wavenumbers
is on the order of 1 cm�1 for the fundamental modes and 2 cm�1

in case of the respective overtones.
Overall the B3LYP level potential energy scans based on

normal coordinates q and %q yield slightly more accurate results
except in the case of methanol in vacuum. The deviation with
respect to the experiment values being approximately 0.2% in
the gas phase and 0.8% in CCl4. The larger deviation in the
latter case can be attributed to the implicit treatment of
solvation effects in the SMD approach, which does not take a
possible formation of structural motifs between the solute and
the solvent into account. A comparison of the potential energy
scans for the three systems, two functionals and the three

Table 1 Predicted wavenumbers n in cm�1 and relative intensities I obtained via a normal coordinate OH scan of the three systems methanol, phenol
and thymol in comparison to experiment

BP86 vacuum B3LYP vacuum Exp. gas BP86 SMD B3LYP SMD Exp. CCl4

n I n I n n I n I n I

Methanol n01 3550.5 1.000 3676.7 1.000 368131 3532.2 1.000 3657.3 1.000 364531 1.0031

n02 6934.0 0.220 7189.8 0.154 719631 6898.3 0.130 7151.1 0.097 712131 0.0631

w �83.5 — �81.8 — �83 �83.1 — �81.8 — �85 —

Phenol n01 3527.8 1.000 3664.7 1.000 3654, 365754,55 3502.2 1.000 3637.5 1.000 3612,a 361154,56 1.00
n02 6889.3 0.132 7167.5 0.090 714154 6838.6 0.080 7112.4 0.058 7056,a 7053, 705254,56 0.05
w �83.2 — �81.0 — 84 �82.9 — �81.3 — �84 —

Thymol n01 3528.0 1.000 3667.0 1.000 — 3503.4 1.000 3640.6 1.000 3616a 1.00
n02 6889.1 0.148 7171.5 0.097 — 6840.4 0.086 7118.0 0.061 7060a 0.04
w �83.4 — �81.2 — — �83.2 — �81.6 — �86 —

a This work.

Table 2 Predicted wavenumbers n in cm�1 and relative intensities I obtained via an OH distance scan of the three systems methanol, phenol and thymol
in comparison to experiment

BP86 vacuum B3LYP vacuum Exp. gas BP86 SMD B3LYP SMD Exp. CCl4

n I n I n n I n I n I

Methanol n01 3552.4 1.000 3678.7 1.000 368131 3533.7 1.000 3658.6 1.000 364531 1.0031

n02 6938.7 0.247 7194.4 0.166 719631 6902.1 0.133 7154.3 0.097 712131 0.0631

w �83.1 — �81.5 — �83 �82.7 — �81.5 — �85 —

Phenol n01 3531.7 1.000 3668.5 1.000 3654, 365754,55 3505.2 1.000 3640.3 1.000 3612a, 361154,56 1.00
n02 6898.4 0.140 7176.1 0.092 714154 6846.4 0.078 7119.4 0.056 7056a, 7053, 705254,56 0.05
w �82.5 — �83.0 — 84 �82.0 — �80.6 — �84 —

Thymol n01 3532.3 1.000 3671.0 1.000 — 3507.5 1.000 3644.5 1.000 3616a 1.00
n02 6898.8 0.161 7180.7 0.100 — 6850.1 0.087 7127.2 0.060 7060a 0.04
w �82.9 — �80.7 — — �82.5 — �80.9 — �86 —

a This work.
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different definition of the scanning coordinate in vacuum is
depicted in Fig. S3 (ESI†).

3.3 Investigation of solvent effects – implicit solvation versus
explicit structural motifs

Despite its low permittivity of 2.228 carbon tetrachloride may
act as both hydrogen bond acceptor as well as halogen bond
donor. In order to estimate the magnitude of the C–Cl� � �O and
O–H� � �Cl interactions an energy minimisation of the phenol� � �CCl4
complex has been carried out. The resulting interaction energies at
B3LYP/vacuum level amount to�3.4 kJ mol�1 and�4.8 kJ mol�1 in
case of hydrogen and halogen bonding. If both structural motifs
are present (i.e. phenol� � �(CCl4)2) a total energy of binding of
�10 kJ mol�1 has been obtained after energy minimisation.
These values confirm the possibility of explicit interaction
between solute and solvent, which in turn can be expected to
have a direct influence on the hydroxyl bond strength.

In order to assess the impact of these structural motifs the
model system used for the Numerov approach has been extended
to include two explicitly treated solvent molecules. In addition to
the treatment in vacuum the entire complex has also been treated
subject to implicit solvation in CCl4, the respective model systems
are labeled explicit CCl4 in vacuum and explicit CCl4 in implicit
solvent. Fig. 4 depicts the respective minimum structure for thymol
obtained at B3LYP/6-311++G(3df,3pd)/vacuum level. The formation
of a hydrogen bond-like motif and the halogen bond are clearly
visible. Despite the substantially increased computational effort of
the complex systems (each CCl4 molecule contributes 74 electrons
to the DFT calculation) a normal mode analysis at the minimum
geometry has been carried out followed by a potential energy scan
along the OH mode using a tight resolution of 0.01 Å for methanol,
phenol and thymol, respectively.

In order to support the results obtained from the Numerov
analysis an anharmonic frequency calculation at VPT2 level has
been performed as well using two different strategies. First,
only the OH-mode is included in the anharmonic treatment
while in the second calculation all modes have been considered.
Due to the dramatic increase in computational demand the
latter was only possible in the methanol case. The comparison
of wave numbers resulting from the two VPT2 settings yield

differences in wavenumbers of just a few cm�1, thus confirming
the highly local character of the hydroxyl vibration in the three
molecules.

The comparison of all predicted wave numbers for the
fundamental and first overtone are listed in Table 4 including
experimental data where available. In each case a decrease of
the wave numbers from vacuum to implicit solvation to the
explicit CCl4 model in vacuum can be observed, demonstrating
that despite the increased computational effort the explicit
consideration of solute–solvent contacts results in an improve-
ment over an implicit treatment of solvation effects. In case of
the harmonic and Numerov approaches a further extension of
the model to explicit solvent molecules plus implicit solvation
yields similar results as to treating just the solute in implicit
solvation. Thus, the best predictions of the Numerov approach
are obtained when using the explicit CCl4 model, the resulting
deviations from experiment amounting to 5, 20 and 18 cm�1 in
case of the fundamental bands and 10, 39 and 40 cm�1 for the
first overtone of methanol, phenol and thymol, respectively.
Thus, the deviation from experimental data is on the order of
0.5% or less which can be attributed to the approximations
inherent to density functional theory.

Using the VPT2 approach wave numbers of similar accuracy
are predicted, however, the best agreement with experiment is
obtained in case of implicit solvation without consideration of
explicit solute–solvent contacts. The influence of the latter
could only be tested for the smallest system due to the dramatic
increase in computational demand of the VPT2 approach upon
inclusion of two CCl4 molecules. A significant decrease in the
wavenumbers yielding a deviation of more than 1.0% is
obtained, that is further increased by combining explicit sol-
vent molecule with implicit solvation. The reason for this
deviation in the methods can be explained by the mechanics
of the different approaches. While the potential energy scan
required for the Numerov approach has to include regions of
high potential, the VPT2 method employs curvature informa-
tion close to the minimum structure to construct the potential
energy curve. This is also the reason why the VPT2 method
requires a significantly higher computational effort even when
restricted to just a single active normal mode.

Table 3 Predicted wavenumbers n in cm�1 and relative intensities I obtained via a constructed normal mode OH scan of the three systems methanol,
phenol and thymol in comparison to experiment. Based on the result of Tables 1 and 2 only the B3LYP level was employed in this case

B3LYP vacuum Exp. gas B3LYP SMD Exp. CCl4

n I n n I n I

Methanol n01 3675.8 1.000 368131 3656.4 1.000 364531 1.0031

n02 7187.7 0.155 719631 7148.9 0.097 712131 0.0631

w �82.0 — �83 �81.9 — �85 —

Phenol n01 3663.8 1.000 3654, 365754,55 3636.6 1.000 3612,a 361154,56 1.00
n02 7165.3 0.093 714154 7110.3 0.059 7056,a 7053, 705254,56 0.05
w �81.1 — �84 �81.4 — �84 —

Thymol n01 3666.0 1.000 — 3639.7 1.000 3616a 1.00
n02 7169.4 0.100 — 7116.0 0.062 7060a 0.04
w �81.3 — — �81.7 — �86 —

a This work.
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To provide an experimental confirmation of the hypothesis
of structural motifs in CCl4 measurements in a solvent unable
to form explicit interactions with the solute, should yield a
notable shift in frequency. Thus, additional measurements of
phenol and thymol in n-hexane have been performed, since its
permittivity of e(C6H14 = 1.882) is close to that of carbon tetra-
chloride (e(CCl4) = 2.228). Although an overlap of n-hexane

bend- and stretch vibrations with those of the analyte, especially
thymol, can be observed, the OH excitation energies are well
isolated in both, the MIR and NIR regions, thus enabling an
investigation of this mode despite the presence of the CH signals
of the solute.

The OH-stretch peaks of the corresponding spectra are
shown in Fig. 3. A decrease of the experimentally determined

Table 4 Predicted wavenumbers in cm�1 under different consideration of solvent effects obtained via a normal mode OH scan at B3LYP level of theory
(h0m harmonic; a0m* anharmonic – only OH mode; a0m anharmonic – entire system; n0m Numerov)

Vacuum Carbon tetrachloride

Theoretical Experimental Implicit solvent Explicit CCl4 Explicit CCl4 + implicit Experimental

Methanol h01 3846 368131 3825 3823 3830 364531

a01* 3651 3641 3601 3592
a01 3650 3639 — —
n01 3677 3657 3650 3657
a02* 7122 719631 7109 7025 7002 712131

a02 7120 7105 — —
n02 7190 7151 7131 7147

Phenol h01 3832 3654, 365754,55 3803 3803 3809 3612,a 361154,56

a01* 3629 3636 — —
a01 3633 3643 — —
n01 3665 3638 3632 3638
a02* 7079 714154 7107 — — 7056,a 7053, 705254,56

a02 7088 7120 — —
n02 7168 7112 7095 7111

Thymol h01 3834 — 3808 3808 3810 3616a

a01* 3642 3631 — —
a01 — — — —
n01 3667 3641 3634 3640
a02* 7110 — 7099 — — 7060a

a02 — — — —
n02 7172 7118 7100 7116

a This work.

Fig. 3 Measured MIR (left) and NIR (right) spectra of the OH vibration of phenol (top) and thymol (bottom).
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frequency of 8 and 12 cm�1 for the fundamental and 16 to 20 cm�1

for the overtone have been obtained for phenol and thymol. These
changes in wave number agree well with the predicted decrease of
6 to 7 cm�1 for the fundamental and 17 to 18 cm�1 in case of the
first overtone when changing from implicit solvation to the explicit
solvation model shown in Table 4.

3.4 Simplified Morse model

Since analytic solutions of Schrödinger’s equation for the
Morse potential are available, a simple yet effective strategy to
account for anharmonicity is to fit a Morse model to the point
wise potential energy scan (PES). However, this approach
suffers from an inherent uncertainty, resulting from the actual
number of data points used in the fitting procedure. In order to
obtain the three parameters of the Morse potential a minimum
of three data points is required. Even if the minimum position

is constrained to the equilibrium distance of the PES (thus
formally only requiring two data-points for the fit), the inclu-
sion of the minimum and two neighbouring points is essential
to account for the observed anharmonicity. Such a 3-point fit
results in the most accurate representation of the potential
close to the minimum, but typically suffers for larger displace-
ments and thus in the prediction of higher order excitations.
Any choice to include more than three points can be expressed
via an arbitrarily chosen threshold, for instance including all
data points below a pre-selected maximum energy Emax in the
fitting procedure. Thus, in addition to the 3-point fitting a
systematic increase of Emax in the range of 5, 10, 15, 25 and
50 kJ mol�1 have been carried out. This strategy highlights the
arbitrary character of the ‘‘best-fit’’ Morse approach, which is
even further complicated if a weighting scheme is chosen to
adjust the impact of data points in the fitting procedure.

All fits have been carried out using gnuplot51 without any
additional weighting of data points, the employed initial values
of D and a have been chosen as 500 kJ mol�1 and 2.2 Å�1. The
predicted wave-numbers for the fundamental and first overtone
of the OH vibrational mode for methanol, phenol and thymol
in implicit solvent are summarised in Table 5. It can be seen
that the Morse approach yields data of similar accuracy as the
Numerov procedure, but the actual values are highly sensitive
to the chosen energy threshold. Furthermore, it is not possible
to improve the predicted wave numbers of the fundamental and
first overtone simultaneously – while the overtone frequency is
increasing upon increase of Emax, the same applies to the
wavenumber of the fundamental excitation.

A further aspect that has been noted during the fitting
procedure is the fact that due to its steep increase the repulsive
branch is underrepresented when compared to the attractive
part of the potential. Thus, instead of employing the intuitive
Emax threshold a selection of data points based on the distance
was employed, thereby ensuring that the number of included
data points in the attractive and repulsive branch is equal. In
this case the accuracy in the predicted wave numbers was
noticeably improved, leading to the most accurate prediction
termed ‘‘best’’ in Table 5. However, similar as in the case of
Emax the ideal number of data points to achieve this best
prediction is unknown and was found to be different for the

Fig. 4 Thymol in vacuum interacting with two molecules of carbon
tetrachloride to estimate the influence of structural motifs between solute
and solvent.

Table 5 Wavenumbers in cm�1 obtained via a Morse fit to the potential energy scan in implicit solvation at B3LYP level using different threshold critera.
The 3-point model considers only the three lowest data points, while for Tx all points below x kJ mol�1 are included in the fitting procedure. The best
agreement with experiment was achieved by ensuring that the same number of points are included in the attractive and repulsive branch

Harmonic

Morse fit implicit solvent Numerov

Experimental3 point T5 T10 T15 T25 T50 Best Implicit solvent

Methanol 01 3825 3665 3658 3667 3676 3677 3693 3657 3657 364531

02 7650 7131 7117 7134 7153 7154 7186 7115 7151 712131

Phenol 01 3803 3876 3665 3667 3674 3673 3682 3625 3638 3612,a 361154,56

02 7606 7552 7131 7134 7149 7146 7164 7051 7112 7056,a 7053, 705254,56

Thymol 01 3808 3706 3661 3668 3676 3674 3681 3626 3641 3616a

02 7616 7212 7123 7137 7152 7149 7162 7053 7118 7060a

a This work.
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three different systems, namely �17, 49 and 47 data points in
case of methanol, phenol and thymol, respectively.

Despite the overall good predictive properties of a Morse
model great care has to be taken in actual applications. The
comparison of the potential energy scan with three different
Morse fits (3-point, T10 and best) in the thymol case shown in
Fig. S4 (ESI†) demonstrates that the differences in the predicted
wave numbers results from considerably small deviations in the
fitted Morse potentials. These minor differences result in
deviations of up to 80 and 160 cm�1 in the fundamental and
first overtone wave numbers, due to the high sensitivity of the
eigenvalues to the smallest change in the repulsive branch of
the potential. The comparison in Fig. S4 (ESI†) also reveals a
wrong asymptotic behaviour at large distances and predictions
of overtone frequencies beyond the first can be expected to
show large deviations. The reason for this is that although the Morse
model employs three parameters to represent the anharmonic
character of the potential, the attractive as well as the repulsive
branch depend on the same a coefficient and it is not possible to
take steepness and curvature of the two branches independently into
account. In this case a potential using four or more parameters is
required, however, analytical solutions of Schrödinger’s equation are
typically not available for this more general case.

Another situation requiring a careful assessment of a best-fit
Morse model arises in potentials subject to different kinds of
anharmonicity such as quartic and higher order oscillators.52,53

In these cases a Morse approach will prove as a bad choice,
since the properties of the energy eigenvalues will display a
characteristic comparable to the ‘‘particle-in-the-box’’ model
systems, i.e. subsequent energy levels will show an increase in
separation. Vibrational modes in more complex systems may
also display a Morse-like potential while at the same time a
dominant higher order contribution (quartic, sextic,. . .) is present
close to the minimum. In such a case the influence of Morse and
higher order anharmonicity may even compensate. While such
effects cannot be properly described by a Morse fit approach,
Numerov’s procedure will properly consider such effects if the
grid-spacing is properly chosen as discussed above.

4 Conclusion

The data presented clearly demonstrates that the Numerov
procedure is a reliable approach for the determination of
vibrational frequencies of localised normal modes. The gener-
alisation to higher order stencils enable a significant reduction
in the number of data points of the associated vibrational
potential, thus greatly improving the overall computational
demand. Using a 9-point stencil to approximate the second
derivative of the wave function in Schrödinger’s equation, a
spacing of approximately 0.05 Å to 0.06 Å was found to be
sufficient, which can be further increased by extending to even
higher order formulations. The comprehensive tests carried out
with various analytically solvable model potentials also indi-
cated that the approach shows equal scaling and performance
in the harmonic and anharmonic case.

In conjunction with well-established density functionals and a
suitable basis set the predicted OH wave numbers proved to be in
excellent agreement with experiment for both fundamental and first
overtone. This is especially true in case of the gas-phase. The
influence of solvent can be represented in fair agreement with
experiment by application of an implicit solvation model and the
explicit consideration of solute–solvent contacts resulted in a further
improvement of the prediction. The respective shift in wave numbers
agrees well to the observed changes when moving from CCl4 to
n-hexane despite the very similar permittivity of the two solvents.
The combination of explicit solvent molecules together with implicit
solvation did not provide any improvement, however. This is most
likely due to the approximation inherent to implicit solvation models
which can be expected to be the limiting factor in such a
computational setup.

Fitting of a Morse potential to predict the resulting wave numbers
via the corresponding analytical solution of Schrödinger’s equation
proved to be a successful strategy for the investigated systems.
However, a number of potentially limiting factors have been high-
lighted, namely the arbitrary choice of data points included in the
fitting procedure and the wrong asymptotic properties for large
distances. A further potential limitations the requires a careful
consideration will occur in case of potentials showing different kind
of anharmonicity as observed in quartic and higher order oscillators.

As a further strategy to reduce the associated computational
effort the performance of constructed normal modes for the OH
vibration was investigated based on the consideration that this
modes are in general highly localised. This conjecture was also
confirmed by vibrational perturbation theory including all
normal modes and alternatively just the OH mode into the
VPT2 treatment. The resulting wave numbers showed only a
deviation of 1 to 2 wave numbers when compared to those
predicted using the analytical normal mode.

These results confirm that it is possible to avoid the normal
mode analysis to formulate the direction of the potential energy
scan. For this localised vibrational state the demanding frequency
computation is not required. This is of particular benefit for large
systems, in which the computational effort of the normal mode
analysis is increasing dramatically with the number of atoms. As can
be expected the approximation proved more reliable in case of
phenol and thymol, which can be attributed to the higher mass of
the organic residue. Thus it can be concluded that the higher the
mass of the moiety bound to the oxygen atom the better the
performance of the constructed normal mode. A typical application
of this advantage are investigations of hydroxyl groups on metal and
metal oxide surfaces, since the respective difference in mass is
typically even higher compared to the case of organic molecules.
Since the application of the Numerov procedure is independent of
the quantum chemical computation of the potential, an extension to
periodic DFT approaches is straightforward and will be pursued in
future work.
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