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The dimer-approach to characterize
opto-electronic properties of and exciton
trapping and diffusion in organic
semiconductor aggregates and crystals

Bernd Engels 2 * and Volker Engel 2 *

A fundamental understanding of photo-induced processes in opto-electronic thin film devices is a
prerequisite for the rational design of improved organic semiconductor materials. Absorption and emission
spectra provide important insights into the complicated electronic structure of and relaxation processes in
organic semiconductor aggregates and crystals. They are of interest because they often limit the
efficiencies of the devices. For an assignment of the spectra a close interplay between experiment and
theory is essential because simulations are often necessary to entangle the various effects which determine
the features of the spectra. In the present perspective we describe the so called dimer-approach
and provide a few examples in which this approach could successfully deliver an atomistic picture of
photo-induced relaxation effects in perylene-based materials and characterize their optical spectra. The
model Hamiltonians of standard monomer-based approaches are also briefly discussed to reveal the
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1 Introduction

Functionalized polycyclic aromatic molecules are promising
materials for opto-electronic thin film devices as light emitting
diodes,"* thin film transistors®* and photovoltaics®® but,
depending on the field, further efficiency enhancements are
helpful or desperately needed for commercial applications.”®
Efficient design and optimization strategies for new materials
require an understanding of the underlying basic physical and
chemical processes.’ Theoretical methods that reliably predict
all relevant properties of yet unknown compounds would be
extremely helpful because the time-consuming realization of
the materials (synthesis, device fabrication and testing) could
be focused.'® At present, such predictions are wishful thinking
for obvious reasons. The advantage of a given material does not
derive from a single but from the interplay between various
processes.'*™*® For a solar cell, the ideal donor material should
be well suited for exciton transfer, allow an efficient charge
separation at the interface, represent a good hole conductor,
and enable an efficient crossing of the charges into the metal
electrodes. Hence, reliable predictions need to comprise infor-
mation about all or at least the most important processes.
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differences between both methods and to shed some light on their strengths and shortcomings.

Furthermore, to realistically model devices, the simulations have
to be performed for amorphous systems'*'7° which are in
particular troublesome because no accurate geometrical informa-
tion exists. Due to the size of the systems, such studies are very
expensive so that severe approximation have to be introduce
which lowers their predictive power.”’> Nevertheless, some
applications that comprises various processes within model
devices were recently performed,'"'>*® but most studies focus
on single processes as exciton diffusion or hole transport alone.

Another reason why reliable predictions are quite elaborate
is the complicated electronic structure of the aggregates of
organic semiconductors.>***>° Despite the complexity of their
electronic structure, a quantitative picture can already be
obtained in regarding the smallest aggregate, the dimer MM,
consisting of two identical monomers M. Within a zeroth-order
picture, there are two degenerated excited states which are
characterized by an excitation of one or the other monomer,
leading to configurations M*M and MM*, respectively. Here,
the excitation energy is localized representing an ‘exciton’
residing on a single monomer (‘localized Frenkel-state’®). This
situation is sketched in Fig. 1(left). Of course, both states
interact via a coupling J which leads to a splitting of the
degenerate levels where the energy difference is just 2|J|. The
respective eigenstates are positive and negative linear combina-
tions of the localized Frenkel states and thus are ‘delocalized
Frenkel states’. The electronic coupling element j is often
approximated by the simple Férster formula*® which is derived
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Fig. 1 Dimer excited state electronic level scheme. Starting from the loca-
lized configurations M*M, MM*, electronic coupling results in delocalized
Frenkel states which are linear combinations of the former. In the same
manner, the coupling of localized configurations M*M~, M~M* yields
delocalized charge transfer (CT) states. Additional couplings between the
delocalized (diabatic) Frenkel- and CT states result in adiabatic electronic
states with quantum numbers n = 1-4.

for point-dipoles interacting with each other at a separation R,
and gives the typical 1/R® distance dependence.

Aggregates are specified according to their absorption spectra
as J-aggregates and H-aggregates, respectively. In the first case, the
name derives from the pioneering work of Jelly who discovered
the characteristic red-shift of an aggregate spectrum if compared
to that of the monomer.?>*' On the other hand, H-aggregates
exhibit a blue-shift (Hypsochromic shift). These characteristic
shifts are readily understood within a simple electronic dimer
model as just described (Fig. 1, left). Depending on the dimer
geometry, that is, the relative orientation of the monomer
transition dipole vectors and the center of mass distance vector,
photon absorption may lead to transitions exclusively to the lower
(J-aggregate) or to the higher state (H-aggregate). In general,
however, both states can be accessed leading to a double peak
structure of the absorption lineshape.

The picture involving only the Frenkel-states is not complete
because, in general, two additional charge-transfer (CT) config-
urations have to be considered (Fig. 1, right hand side). Despite
the high symmetry of the homo-dimer, Frenkel and CT states
can mix*®**** which gives rise to the four adiabatic states
which are sketched in the middle of the figure. The amount
of mixing depends on the energy difference of Frenkel- and CT
states which is very small for many dyes. In particular, for
perylene-based aggregates, they are so small that the mixing
and consequently the electronic structures of the states, vary
strongly already as a function of the relative orientation of
the monomers.>***> Increasing the size of the aggregate to a
trimer (tetramer) the number of states increase to 3 (4) Frenkel
and 6 (12) CT states, and the energy separation between the
upper and lower Frenkel state becomes larger. The limit for a
large number of states (or large aggregates) is 4| J|.>°

Measurements of absorption and emission spectra yield
insight into the electronic structure and also allow the prediction
of, e.g., exciton diffusion and thus are of importance for the
characterization of aggregate properties.”’** The simulation of
such spectra has to take into account that light absorption
induces intra-monomer vibrations.?”***” For many dyes, the

This journal is © the Owner Societies 2017

View Article Online

PCCP

monomer dimer
]
<
S .

absorption absorption
emission
'z
= — th.
= —— exp.
° -— th
=, | emission
| .
1.5 2 2.5 3 2 3
E[eV] E [eV]

Fig. 2 Absorption (upper panels) and emission spectra (lower panels) of
PBI monomers (left) and aggregates (right). Shown are measured and
calculated spectra, as indicated. The dashed blue line in the lower right
panel results from simulations including inter-monomer torsional motion,
see Section 3.3.

monomer spectra exhibit a progression with a vibrational spacing
around 1400 cm ™', as is shown in Fig. 2 (upper left panel) for
the monomer absorption spectrum of 3,4,9,10-perylene tetra-
carboxylic acid bisimide*®*® (PBI, see Fig. 3). This vibrational
motion has to be taken into account for the simulation of the
aggregate absorption spectra because the vibrational spacing is
in the order of the coupling strength |J|, i.e. the line shape is
influenced by effective electron-phonon coupling.

For the simulation of the emission spectrum, relaxation effects
have to be considered if light absorption mainly populates the
upper Frenkel state, as it is the case for H-aggregates. Within a
simple Frenkel dimer model, a red shift of the emission is
expected to be about 2|J| because, according to Kasha’s rule,
the emission should originate from the lowest state, e.g. the
lower Frenkel state. For PBI-aggregates, this simple model does
not seem to work because the spectrum predicted by this
simple approach (bottom right panel in Fig. 2, solid black line)

Fig. 3 Structures of the monomers PBI (top), a-PTCDA (middle) and
DIP (bottom).

Phys. Chem. Chem. Phys., 2017, 19, 12604-12619 | 12605


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c7cp01599b

Open Access Article. Published on 04 May 2017. Downloaded on 7/19/2025 8:31:42 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

PCCP

differs considerably from its experimental counterpart (solid
red line).*®*° The intense emission band at higher energies
which is missing in the simulated aggregate emission spectra,
resembles the monomer emission so that it can be assigned to
the presence of monomers in the sample. Notably, the broad
red-shifted band, which represents the most prominent feature
of the aggregate emission spectrum, is also not seen in the
simulated spectrum. This indicates that the simple Frenkel model
does not incorporate all main effects.>® This failure persuaded us
that, for the description of the emission spectroscopy of many
organic aggregates, a more comprehensive approach has to be
developed.?>*****'"%> This approach, which we coined as ‘dimer
approach’, is the main topic of this perspective. However, to clarify
the differences to standard approaches that are based on monomers
as central units, we briefly summarize their model Hamiltonians
in Section 2. The monomer-based (or site-based) methods have a
long tradition*”**">® and have successfully been used to describe
various absorption experiments on, e.g., PBl-aggregates,*®°%7¢>

In Section 3 we discuss the main differences between the more
traditional ansatz and the dimer approach and provide some
exemplary studies. They are concerned with properties of aggre-
gates consisting of PBI, o-PTCDA (tetracarboxylic dianhydride)
and DIP (diindeno perylene) monomers whose structures are
shown in Fig. 3. We also provide a path leading from the limited
dimer ansatz to a more sophisticated aggregate approach.

2 Model hamiltonians

We start with a brief summary of the model Hamiltonians used
in monomer-based approaches which have successfully been
used to describe experiments. For more details we refer to the
excellent recent reviews of Spano®® and Schréter et al.*” In the
case of electronic levels and taking only Frenkel states into
account, the monomer (m) is described by its electronic ground
state |g,m) and an excited state |e,m) with energies E,, and
E. n, respectively. The Frenkel-Hamiltonian for an aggregate
with N identical monomers is

Eq(g] +Z|em emen| + Y _|en)Tum{em]- 1)

n,m

Here the aggregate electronic states appear which are approxi-
mated by the Hartree-products:

lg) = 1g:1) 18:2) - - - 1gm) - - -|&:N), (2)
lem) = 18:1) 18:2) .- [e;m) ... |g,N), (3)
with the energies
E —ZEgnﬁ Em —Eem+ZEgn (4)
n#m

Furthermore, J,, denote coupling elements. This ‘Frenkel-
Hamiltonian’ is intrinsically monomer-based and the uncoupled
excited states |e,) correspond to configurations describing
the local excitation of monomer (m). Taking only next-
neighbor interactions into account, the Hamiltonian may be
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diagonalized and the eigenstates (‘l-exciton-states’) can be
evaluated analytically.>®*¢

To illustrate the structure of the excited-state Frenkel
Hamiltonian, let us regard the homo-dimer. There, we have
the two localized states |e;) and |e,) with equal energy ¢, = ¢,.
The ‘next-neighbor’ coupling between these states is just J,,, =J
so that, the basis representation of this Hamiltonian isa 2 x 2
matrix of simple Hiickel type.*®

In a straight forward manner, one may now add charge-
transfer states by introducing cationic and anionic monomer
states |+,m) and |—,m). The excited states of energy E,,,,, resulting
from a hole residing at monomer (7) and an extra electron on
monomer (m) then are:

|ngm_) = |g1) ... |[Hn) ... |—m) .. .|gN). (5)
The excited state CT-Hamiltonian reads:
HT = Z Inysm_)Ey m (m-_;ny|
n#m
+Z |ny;m_)t.(m_ + 1;ny|) + hc. 6)

n,m

+Z ‘I’l+7

n.m

tp(m_;ny +1|) + he,

where h.c. denotes the hermitian conjugate. Here, only next-
neighbor couplings are taken into account and the first and
second argument in the vector |n,n + 1) indicates the position of the
hole and electron, respectively.”*** The couplings between the
various CT configurations are denoted as t. and t,. Regarding,
again, the homo-dimer for illustration, the CT-Hamiltonian is built
from the two localized states |1,,2_) and |2,,1_) which belong to
the configurations M"-M~ and M -M", respectively (see Fig. 1). The
CT-Hamiltonian matrix is a 2 x 2 matrix which, upon diagonaliza-
tion, yields the delocalized CT-states with odd and even parity
(Fig. 1, right hand side). We note that, although the coupling
between the CT-states might be small, its neglection results in a
model with localized charges giving rise to a net dipole moment
which is not there for the delocalized linear combinations sketched
in the right part of Fig. 1. This is of importance if the interaction
with a polar environment is taken into account, see Section 3.5.

To include the CT states, their relative energetic positions with
respect to the Frenkel states has to be computed because experi-
mental data are rare. Within the description of absorption and
emission spectra of PTCDA given in Section 3.5 we will briefly
discuss approximations to characterize the charge transfer proper-
ties which were used in treating perylene-based aggregates.

Finally, one adds additional couplings between the Frenkel-
and CT states as:

Z |en) D
+ Z len) Dn((n

with the coupling elements D, and Dy. The total Hamiltonian

describing the electronic aggregate is just the sum of the terms
£, AT and WRCT,

wECT = o((mn+ 1] + (mn — 1)) + hec.

+ L;n|+ (n—1;n]) + hec,
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The crucial role of vibrational degrees of freedom was
already discussed in the introduction. The model Hamiltonians
described above can be generalized to include intra-monomer
vibrations. Regarding the PBI as an example, the simple progres-
sions seen in the spectra in Fig. 2, left panels, indicates that, in a
first approach, it is sufficient to include a single monomer
vibration within the harmonic approximation. The frequencies
for the ground (w,) and the excited state (w.) can be taken from
the measured spectra. Adjusting the shift x. in the equilibrium
positions in going from the ground to the excited state, makes
it possible to obtain the calculated absorption and emission
spectra as included in Fig. 2.*® Formally, the ground and excited
state monomer energies are replaced by the operators

1o 1, ,
Hg,m(x,,,) = —zaTmz +§(Ug Xm s (8)
1 & 1
He1771(xrn) = _Em + Ewez (xm - xe)2+Ee.m7 (9)
m

respectively. Here, X, is the vibrational coordinate of monomer ().
The ground and excited state energies (eqn (4)) which appear in
the Frenkel-Hamiltonian A" are replaced by the operators:

Hg(xl,...7xN) :ZHg,m(xm), (10)

H;cy,(xh “'7xN) = Hetm(xm) + Z Hg,n(xn)~

n#m

(11)

Likewise, one may replace the CT site-energies E,,, by vibrational
Hamiltonians of similar forms as given in eqn (6) and (7) but with,
in general, different parameters for the equilibrium distances
frequencies and excitation energies.

Absorption spectra of many aggregates were successfully
simulated using such monomer-based approaches.*”*® Regarding
the PBI-systems, it is sufficient to use the Frenkel-Hamiltonian A"
to simulate the temperature dependence of absorption spectra®
and also circular dichroism spectra measured under different
experimental conditions.®* It is possible to generalize the vibronic
Hamiltonians to include several intra-monomer vibrations.®®
This was found to be necessary, for example, in the case of
macro-cyclic squaraine dyes.®® Also, harmonic approximations
are not essential and may be relaxed. As we will see, a more
serious problem is that no attention has been payed yet to the
inter-monomer degrees of freedom.

3 The dimer- and aggregate approach
3.1 General outline

Initiated by the failure of the monomer approach in the simula-
tion of the emission spectrum of PBI-aggregates, we started
to develop the so-called dimer-approach which represents the
first step towards a more general aggregate-approach.”>*°>* In
contrast to the monomer-based methods described in Section 2,
the dimer-approach uses a dimer as central unit. This has the
advantage that the interactions between two monomers are
considered on a full quantum mechanical level. In particular,
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sufficiently accurate quantum chemical methods can predict
the relative energy positions of Frenkel and CT states with high
accuracy.”>*’ "% Additionally, these methods also provide a reli-
able description about the mixing of both types of states. Finally,
the dimer approach not only yields accurate vertical excitation
energies for the Franck-Condon region, but is as well able to
predict highly reliable potential energy surfaces (PES) for inter-
monomer motions. This ability turned out to be most important
for the description of emission spectra (see Section 3.3) and
exciton diffusion (Section 3.4) because excited state relaxation
processes seem to occur along such inter-monomer coordinates.
Such relaxation pathways involving inter-monomer motions are
related to exciton-phonon couplings that are expected to influ-
ence absorption and emission spectra of aggregates and crystals
as well as charge carrier and exciton transport properties.**%7%7

Monomer-based approaches include intra-monomer nuclear
vibrations but usually neglect inter-monomer motions although
they can be included, see, e.g. ref. 73 and 74. Another example
was provided by Seibt and Eisfeld”> who used one-dimensional
model potentials (based on quantum chemical calculation
using the dimer-approach®®) to investigate if two-dimensional
optical spectroscopy can distinguish between relaxation processes
caused by inter-monomer motions or by interactions with the
surroundings.

In general, heuristic estimates of the surfaces for a given
system, which are not based on QM-calculations, are trouble-
some. The shapes of the PESs are usually rather flat and include
local extrema which prevents the usage of simple harmonic
approximations. Furthermore, the small energy differences
between the involved states (e.g. Frenkel and CT states) lead to
various conical intersections. Fits to measured data may lead to
good agreement with experiment but, due to the complicated
nature of the PESs, it remains unclear if the agreement is
obtained for the right reasons. Even qualitative assighments of
absorption bands to CT and Frenkel states are often uncertain
because both types of states mix considerably and can possess
similar properties. For example, in a dimer both CT states and a
dark Frenkel state feature vanishing transition dipole moments
so that the nature of a low-lying dark state cannot be assigned
beyond doubt if reliable computations are missing.

Within an aggregate approach which treats the complete
aggregate quantum chemically, the shapes of the PESs of the
involved states which determine the above mentioned exciton-
phonon couplings and the relative positions of the states are in
principle accessible, but severe approximations are necessary
due to the arising high computational efforts. The strongest
shortcoming of the dimer approach is the reduction of the
aggregate within a polarizable environment to two monomers
in vacuum. It thus gives only a rough description of the exciton-
phonon couplings and underestimates the relative energy
differences of the involved electronic states and also the density
of states. Additionally, it might describe the wrong order of
states because a polarizable environment may stabilize Frenkel-
and CT states differently. Nevertheless, the limited dimer
description seems to include all effects which determine the
excited state relaxation within PBI-aggregates as we will shown
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in Section 3.3. However, concerning different systems, exten-
sions of this simplest model were necessary. One example is
described in Section 3.4 which is concerned with the variation in
the exciton diffusion lengths found between crystalline o-PTCDA
and DIP. Also, more extended calculations are performed for the
assignment of absorption- and emission spectra of o-PTCDA
crystals which are discussed in Section 3.5.

Overall, the employed dimer-approach was found to be in
excellent agreement with all available experimental data. To ensure
that this agreement does not arise due to error compensation
we analyzed the impact of the various simplifications on the
computed data. Details are provided in Section 3.6. After briefly
discussing the technical details of the computations we will
review the outcome of the mentioned studies that allow to
assess possibilities and limits of our dimer approach.

3.2 Technical details

In a first step of the dimer approach, we determine potential
energy surfaces of the inter-monomer motions, e.g. for the relative
monomer center-of-mass shifts and the torsional motion. To keep
the computations manageable, the intra-monomer degrees of
freedom were not varied but frozen to the values obtained from
the monomer ground-state optimization,>*?%?373%31,52

The ground state PESs were computed by Mpgller-Plesset
perturbation theory to second-order in combination with spin-
component-scaling (SCS-MP2) using the resolution of identity
approximation.”®”® For all dimer computations, we employed the
SVP (split valence plus polarization) basis sets.””®" To compute
the PESs of the excited states we use the high-level wave function
based methods SCS-CC2°"°® or SCS-ADC(2).°*** The characters of
the excited states were analyzed by the method proposed by Liu
et al® All quantum chemical ab initio computations were per-
formed using the Turbomole 6.1 program package.®*

In previous studies we always used wave-function based
approaches like SCS-CC2 because time-dependent density func-
tional theory predicted a different order of the bright Frenkel
(S, state) and lower CT states (S;).>***% Using SCS-CC2/TZVP as
benchmark, pure GGA (BLYP, PBE) and the hybrid functionals as
B3LYP predicted that the CT states should lie considerably below
the corresponding Frenkel states, which was in contrast to the
predictions of the more accurate SCS-CC2 method. For BHLYP/
TZVP the energy difference between both states were smaller
than 0.1 eV but the CT state lie still below the upper Frenkel
state. To check if range-separated functionals are sufficiently
accurate we also used CAM-B3LYP/TZVP®***® but the results were
virtually identical to the BHLYP results. This study also gave
some very puzzling results. They are indicated in Fig. 4 which
gives the potential energy curves as a function of y describing the
torsional motion of both monomers with respect to each other.
The results obtained with SCS-CC2/TZV(P) are given on the left
hand side while those computed with BHLYP/TZV(P) are given
on the right hand side. Besides the potential energy curves Fig. 4
also gives the oscillator strengths for a characterization of the
states (lower panels).

To discuss the resulting effects in some more detail we
concentrate on the states possessing B, symmetry (upper Frenkel
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Fig. 4 Comparison of SCS-CC2 (left hand side) and BHLYP (right hand
side) results on a PBI dimer. Upper part: Potential energy curves
of the ground (black) and excited Frenkel (color, solid) and CT (color,
dot-dashed) states as a function of the torsional angle y. Lower part:
Squared transition dipole moment of the neutral excited (solid) and
charge-transfer (dot-dashed) states. The dashed lines are the sum of the
squared transition dipole moments of the 1B1 (brown) and the 1B2 (blue)
states. Taken from ref. 33.

and the lower CT states). SCS-CC2 predicts that the 1'B, state
possesses a high transition dipole moment i.e. has predominantly
Frenkel character. Its potential energy curve as a function of the
torsional angle y possesses a maximum at y = 0° and a minimum
around y = 30°. For larger torsional angles, the energy slightly
increases but no further maximum is found for y < 80°. The
slightly higher lying 2'B, state possesses a vanishing transition
dipole moment i.e. is predicted to be a CT state. Its potential has a
more complicated shape. For 0° < y < 30° the potential of the
1'B, and 2B, run parallel with an energy separation of less than
0.1 eV, ie. also the 2'B, state shows a maximum at y = 0° and a
minimum at y = 30°. For larger torsional angles the slope of the
2'B, is steeper than that of the 1'B, and the potential reach
another maximum at around 60°. At a first glance the curves
obtained with BHLYP are virtually identical to those computed
with SCS-CC2. But in contrast to SCS-CC2, BHLYP predicts that
the 2'B, state exhibits a high transition dipole moment while that
of the 1'B, state vanishes i.e. BHLYP predicts the CT state to lie
below the Frenkel state. The failure of BHLYP is understandable
because the energy differences between both states are so small
that an underestimation of the energy of the CT states of about
0.1 eV is already sufficient for a wrong energy order of both states.
However, it is very puzzling that the electronic characters of both
states switch while the shapes of the potential curves do not
switch. The shape of the potential energy curve of the 1'B, state of
BHLYP strongly resembled the shape of the 1'B, state of SCS-CC2.
The same holds for the shapes of the 2'B, states. In other words,
the CT state of BHLYP possessed the shape of the potential energy
curve of the Frenkel state of SCS-CC2 while the potential energy
curve of the Frenkel state of BHLYP is nearly identical to the
potential energy curve of the CT state of SCS-CC2.
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For a rationalization of these puzzling results it is important
to note that the underlying diabatic state can interact with each
other because they possess the same symmetry. Taken this into
account it becomes clear that the shape of the adiabatic
potential energy curves is dominated by the adiabatic interactions
between the underlying diabatic states. Due to adiabatic interac-
tions, the lower diabatic state is down shifted while the upper is
up shifted. If in comparison to SCS-CC2 BHLYP erroneously
places the diabatic CT state below the diabatic Frenkel state
the wrong states are down and up-shifted. The shapes of the
lower and upper adiabatic states are not changed because both
approaches obviously predict similar adiabatic interactions. This
picture could be supported by a detailed analyses of the electro-
nic characters of both states. It revealed that both represent
mixtures of CT and Frenkel characters, which would be expected
if both diabatic states interact strongly. The strong influence
of adiabatic interaction also explains why the potential energy
surfaces of the intermolecular movements within a dimer, ie.
the torsional motion and the transversal and longitudinal shifts
are not completely flat but possess various minima and maxima.
This could not be explained by a simple dispersion interaction
between both monomers.*®

We also tested the ®B97XD functional but found the same
error as found for CAM-B3LYP or BHLYP. However, our findings
stood in contrast to a later study of Casanova.** He computed
potential energy curves for the longitudinal shift of two PBI with
®B97XD, which agreed nicely with the SCS-CC2 results of Settels
and Liu.*® To investigate the difference we recomputed the
curves and found that ®B97XD gives the right energy order if
the geometry of the monomers were optimized with ®B97XD.
However, if they are optimized with BLYP the resulting slight
differences in the geometries of the monomers are already
sufficient so that ®B97XD changes the energy order of the two
1B, states as discussed above. This is not the case for SCS-CC2,
which seems to be less sensitive. However, it might be of interest
that in some cases the SCS approximation is necessary to obtain
the right order of states.’® Because ®B97XD is considerably
less demanding than SCS-CC2 or SCS-ADC(2) we were able to
compute larger clusters e.g. trimers and tetramers of PTCDA.>
In this study, we also could show that even ZINDO/S gives very
reasonable excitation energies for perylene-based compounds.
However, it has to be coupled with an appropriate density
functional or wave function based approach because it is not
able to provide reliable information about the ground state
energy surface. It is interesting to note that more sophisticated
semi-empirical methods as the OMx-approaches of Thiel and
coworkers’"** seem to be less suitable.*> More information
about these studies can be found in Section 3.6.

Having the PESs and possible non-adiabatic couplings at hand,
the next step in the dimer approach is to perform quantum
dynamical calculations, i.e. solve the time-independent or time-
dependent Schrodinger equation (TDSE) for the nuclear motion.
To illustrate the approach regard, as an example, the spectroscopy
of the PBI (Section 3.3) leading to the spectra collected in Fig. 2.
Although, using a dimer Hamiltonian of Frenkel type (eqn (1))
the calculated absorption spectrum is in rather good agreement
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with experiment, the emission spectrum is not.*® Therefore, it
was proven to be necessary to extend the vibronic Frenkel-
Hamiltonian and include inter-monomer motions into the
theoretical model. Using the quantum chemically determined
potentials V,(y) for the torsional motion (which are displayed in
Fig. 5) we set up the ground and excited state Hamiltonians as:

Hg(xth)V) = Hg,i(xl) + Hg,z(xz) T, Vo), (12)
H(i(x11x21y) = He,l(xl) + Hg,Z(xZ) +T, + Vd("/)y (13)
H5(x1,%2,y) = Hg,l(xl) + Heo(xz) + T, + Va(), (14)

with the angular kinetic energy operators T,, the diabatic
potentials

1
Va(v) = §(V1 () + V2()), (15)
and the angular dependent coupling elements
1
J(r) =5(V2(r) = V1(0))- (16)

The potential V4(y) is also shown in Fig. 5. Thus, the simple
‘diabatization’ here is such that the diagonalization of the 2 x 2
potential matrix which has the equal diagonal elements V4(y)
and off-diagonal elements J(y) leads to the adiabatic excited
state adiabatic potentials V;(y) and V,(y). Note that for a fixed
value of y, the model Hamiltonian reduces to the one which
includes only the intra-monomer vibrations as described in
Section 2. Whereas here, the procedure to arrive at the diabatic
potentials is straightforward, it is more involved if the poten-
tials of several electronic states enter. This is the case if one
regards the mixing of Frenkel- and CT-states occurring upon
geometry deformations of the dimer. They are of importance to
identify relaxation pathways leading to exciton trapping, for
details, see Section 3.3.

Having defined the diabatic dimer Hamiltonian, it is then
straight forward to integrate the time-dependent Schrodinger

E [eV]
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:

o] T ——

!
960 -30

w

0 60
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Fig. 5 Potential energy curves of the PBI-dimer. Shown are curves for
the three lowest electronic states (n = 0-2) as a function of the torsional
angle y. Also shown is the diabatic potential curve V4(y). Photoabsorption
to the excited states starting from the Franck—Condon geometry at about
30° leads to the two peaks in the spectrum displayed in Fig. 2. Emission
starts from the lower excited state at the parallel geometry where the
de-stabilization in the ground state leads to a substantial red shift of the
emission spectrum.
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equation using grid-propagation schemes. In our examples we
employed the Split-operator method®* which uses the coordinate
and momentum representations to evaluate the action of
operators depending on coordinate and momenta, respectively,
on a wave functions.

3.3 PBI-aggregates: emission spectra and exciton trapping

As mentioned in the introduction, a Frenkel-Hamiltonian
including a single intra-monomer vibration were sufficiently
accurate to calculate absorption spectra of PBI-aggregates,
whereas it failed to describe the emission. From electronic
structure calculations on the dimer it emerged that the torsional
motion of the monomers is an essential degree of freedom.
Potential energy curves for the ground and the two first excited
states are displayed in Fig. 5. According to our calculations,’® in
the dimer ground state, the monomers are arranged at an
equilibrium angle of about y = 30° which agrees with single
crystal orientations of the molecules.”* The arrows in the figure
indicate one-photon transitions to the first two excited states.
Concerning the level scheme shown in Fig. 1, we note that these
states are already of mixed Frenkel- and CT-character so that the
splitting obtained from the pure Frenkel states is not correct and
one needs to regard the adiabatic energies with quantum
numbers n = 1 and n = 2. The lowest excited state (n = 1), which
serves as initial state for emission, has its minimum at the
parallel configuration with y = 0°. The potential curve is very
flat as a function of the torsional angle around its minimum,
whereas the ground state is destabilized by a large amount.
This leads to the essential red shift of the emission spectrum
and also causes the broad spectral lineshape.

In the theoretical description, the vibronic Frenkel-Hamiltonian
was extended to include a part H,(y) which describes the torsional
dynamics and includes the ab initio determined potential
curves (Sec. 3.2). The spectra were calculated by solving the
time-dependent Schrédinger equation®>®® on a grid.>® These
calculations predicted an emission spectrum which is also shown
in Fig. 2, and an excellent agreement between theory and experi-
ment is found, for details see ref. 50

While the mentioned simulations could nicely describe
the absorption- and emission spectra, they seemed to be
inappropriate to explain transient absorption measurements.”*
In these experiments, femtosecond excitation at a photon energy
which matches the energetically highest absorption peak
(see Fig. 2) takes place. This means that the second excited
state (n = 2) is optically accessed. From the recorded time-traces
it was concluded that this state is de-populated on a time-scale of
about 200 fs. This ultrafast depletion could not be explained in
regarding the PESs of the torsional motion because the avoided
crossing of both Frenkel states is too far away from the Franck-
Condon region (for the case of a very strong interaction with a
surrounding where relaxation takes place instantaneously, see
the discussion in ref. 75). To analyze this effect we focused on
the role of the CT states and their mixing with the Frenkel
states because intra-molecular relaxation of the monomers
alone could not explain the effect. Such mixing can occur if
deformations of the dimer structure take place and, because
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complete geometry optimization for the excited states of the
dimer are too expensive, we advised the following approach.
Starting from the ground state dimer geometry, the first four
excited state energies (Vy(g = 0), n = 1-4) are calculated. Here, g
denotes a reaction coordinate which, for the Franck-Condon
geometry assumes a value of ¢ = 0. Next, the cationic (M") and
anionic (M) monomers are geometry-optimized separately and
brought into the ground-state inter-monomer geometry of the
dimer. This defines the reaction coordinate at a value of g = 1
and the calculated excited state energies are V;(g = 1). To obtain
potentials as a continuous function of g, all atomic positions in
the dimer are varied linearly from their initial values at the
geometry g = 0 to their final values at ¢ = 1. The resulting
adiabatic potentials are given in Fig. 6, upper panel, which also
contains calculated CT-characters (lower panel). Despite the
rather small changes in the atomic positions in going from q =
0 to g = 1, which are in the order of 0.01 A, the effect on the
energetic order of the states is pronounced. The photoexcited
state with quantum number n = 2 is of Frenkel-type and the
energetically closest state (n = 3) is of CT-type. Upon increasing
the value of g an avoided crossing between the two states
occurs. In this region, the characters of the two adiabatic states
interchange so that the second excited state assumes a large
CT-character whereas the other one becomes of Frenkel-type. For
still larger values of the reaction coordinate the CT-contribution
to the n = 2 state decreases whereas in the lowest Frenkel state
(n = 1), this character increases. The behavior documented
in Fig. 6 shows that, even for smaller geometry deformations,
there is a large coupling between states of merely Frenkel- and
CT-character. This means that non-adiabatic transitions become
important in the excited state dynamics of the PBI-dimer.
Employing the ab initio adiabatic potentials Vi(q) and
CT-characters (see Fig. 6), we have performed a diabatization
to arrive at a Hamiltonian including four excited dimer states
which are coupled via potential coupling elements. The diabatic
potentials (which are not shown in Fig. 6) smoothly connect
between the adiabatic ones.>' Transformation matrices A(q) were
determined such that a diagonalization of the diabatic potential
matrix reproduced the ab initio potentials and simultaneously
yielded nearly constant diabatic CT-characters. Taking the inter-
action with a surrounding into account we solved a stochastic
Schrédinger equation,” and the thus obtained population
dynamics are in very good agreement with experiment.*

The overall picture of the dynamics which takes place in the
dimer after femtosecond excitation of the higher lying Frenkel
state (n = 2) is illustrated in Fig. 7, upper panel, and it reads as
follows. Photo-absorption populates the bright Frenkel state
(denoted as Sp* in the figure) and is followed by geometry
distortion of the dimer. This leads to a strong coupling to a
CT state and, while energy is dissipated into the surrounding,
to an ultrafast non-adiabatic transition to the lower state with
quantum number n = 1 (denoted as Sp'). This process takes
place on the femtosecond time-scale so that the dimer remains
in its torsional geometry at y = 30°. Afterwards, the torsional
motion towards the parallel dimer configuration takes place
on the picosecond time-scale. Note that in the latter geometry,
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Fig. 6 Upper panel: Excited state adiabatic potential curves Va(q) (n = 1-4)
as a function of the reaction coordinate which relates the (M-M)* (g = 0) to
the (MT=M") (g = 1) configuration. The deformation results in a mixing of
Frenkel- and CT states which can be taken from the CT-characters
displayed in the lower panel. The arrow indicates the photo-excitation to
the optically bright second state with quantum number n = 2.

emission to the ground state is forbidden which is the reason for
the quite long fluorescence lifetime which was measured to be
32.7 ns (in contrast to that of the monomer which is 3.2 ns).*® This
radiative decay defines the third time scale for the dynamical
processes taking place after photo-excitation.

3.4 Exciton diffusion lengths: a-PTCDA versus DIP

As a second example, we discuss our investigations®® on the
exciton diffusion lengths (Lp) in a-PTCDA and in DIP which are
about 22 nm®® and 60 nm,* respectively. Employing a mono-
mer hopping model in combination with the Marcus approach,
predicts an Ly value of 160 nm for o-PTCDA, which is almost
an order of magnitude too large, while a reasonable value
of 100 nm was computed for DIP.'*'*" This indicates that
the monomer-based model misses some important effects for
a-PTCDA which seem to be less important or not active in DIP
crystals. Simple disorder effects, which are expected to limit the
Lp for amorphous systems, should be less significant because
both measurements were performed on single crystals.

To investigate the underlying mechanisms leading to the strong
differences between o-PTCDA and DIP crystals, we extended our
dimer approach so that environmental effects are included in
the model. We used a mechanical embedding hybrid approach
which combines quantum mechanics (QM) to compute the
excited states of a dimer, with molecular mechanics (MM) which
takes account of the steric effects of the crystal environment.'%*
The latter is mimicked by a large cluster. It consists of two layers
around the inner dimer which can adapt to its motions and a
third layer which is fixed to the crystal geometry. To simulate the
o-PTCDA environment, we employ the AMOEBA polarizable
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Fig. 7 Upper part: Ilustration of relaxation mechanism taking place
in PBl-aggregates as described in Section 3.3. The relaxation scheme
evolving the analysis of the dynamics in PTCDA (Section 3.4) is sketched
in the lower part of the figure.

force field'®® while a new force field had to be developed for

DIP.'%*"1% For the computation of the inner dimer we used the
SCS-CC2 approach,'”” because multi-reference configuration inter-
action calculations'*'% are way too expensive for the given systems.
As for our PBI studies described above, we used optimized monomer
geometries and computed the PESs of the electronically excited
states along the relevant inter-monomer relaxation coordinates. For
o-PTCDA, they involve the shift coordinates along the long (long-
itudinal shift RL) and small (transversal shift RT) molecular axis. For
DIP, we used a linear path between the Franck-Condon region and
the conical intersection (CI) of the PESs of both Frenkel states.

Many investigations indicate that excitons are delocalized
across more than two monomers, in particular in well-ordered
systems as single crystals."'®'"" Such a delocalization leads to
an increase in the number of Frenkel- and CT states to be taken
into account and increases the energy difference between the
highest and the lowest Frenkel state.>®> The increase in the
number of states can only be accounted for by oligomer computa-
tions which failed due to hard- and software limitations. Hence,
we only included the increase in the energy difference between
upper and lower Frenkel state via the Apéry’s constant.>®'"?
Consequently, the computed two Frenkel states of these corrected
dimer calculations represent a sort of envelope states for the
manifold of states which arise due to the delocalization of the
exciton over several monomers.
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Computed relevant potential energy surfaces for o-PTCDA
are given as a function of the shifts RL and RT, in Fig. 8. To
document the strong influence of the crystal environment in
terms of delocalization and steric hindrances, the pure dimer
(upper panel) as well as the full QM/MM computations (lower
panel) are shown. The given excited states possess predominantly
Frenkel character. The corresponding CT states are slightly higher
in energy and hence were neglected in our description. The
excitation energies in the Franck-Condon region of both
Frenkel states are 2.4 and 3.1 eV, respectively. As expected for
an H-aggregate, the upper state has a large transition dipole
moment (1.15 a.u.) while, due to the high symmetry of the
dimer, the transitions to the lower state is forbidden. Due to the
shape of the PES of the upper Frenkel state, the system can
barrier-less relax to a CI with the lower Frenkel state.

In order to estimate the time needed for a wave packet
prepared in the Franck-Condon region by laser excitation from
the ground state, to reach the conical intersection, we performed
a quantum dynamical calculation. The propagation needs the
construction of a kinetic energy operator in the reduced space
spanned by the shift-coordinates and uses the adiabatic
potential given of the upper Frenkel state displayed in Fig. 8
(lower panel), for details see ref. 52 It is found that a wave packet
initially positioned in the Franck-Condon region, needs about
400-500 fs to reach the CI. The relaxation can take place despite
the steric restrictions within the crystal because the relative
motion of both monomers is quite small. After the transition
to the lower Frenkel state, the system will further relax to the
local minimum of the respective PES. The minimum (RL = 0.64 A;
RT = —0.49 A) lies only about 1.5 eV above the ground state.
This low excitation energy stems from a destabilization of the
ground state relative to its global minimum (0.5 eV) going in
hand with a stabilization of the lower Frenkel state by about
0.4 eV in comparison to the CI. For explanations, why the CI of
both states lies below the Franck-Condon region although
strong steric restrictions exist in a crystal we refer to our
original paper.®® Fig. 7, lower panel, summarizes the relaxation
pathway which evolves from the analysis given above.

The corresponding potentials computed for DIP crystals
differ considerably (not shown).>> As expected from the similar
electronic structures of the PTCDA and the DIP dimers,** also
for DIP both Frenkel states cross. However, due to the steric
restriction in the crystal the CI is higher in energy and the
computations predict large barriers between the Franck-
Condon region and the CI so that the latter is inaccessible.
The difference in the PES readily explains the variations in the
Ly values of DIP vs. o-PTCDA and elucidates why a hopping
model in combination with the Marcus approach successfully
predicts the Ly, value for DIP but considerably overestimates the
Ly, value for o-PTCDA. In the latter case, the exciton can readily
relax to the lower Frenkel state along an inter-monomer mode
included in the dimer model. Because the relaxation takes
place on a time-scale of about 500 fs, the exciton can hop over
several units, before it relaxes to the lower Frenkel state. Due to
the energy loss accompanied by the relaxation, the exciton
becomes trapped. For DIP, the corresponding CI is inaccessible
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Fig. 8 Potential energy surfaces (PES) of a-PTCDA. Upper panel: Pure dimer
computations; lower panel: dimer calculations including Apéry-factor and
steric interactions within the crystal. The Franck—Condon region is indicated
by a wave-packet and the arrows sketch the average direction of its motion.

so no trapping connected with an inter-monomer relaxation
pathway takes place. Consequently, a monomer based hopping
model which neglects such trapping effects but carefully con-
siders relevant intra-monomer motions can provide reasonable
Ly, values. 100101

Our examples given for the three perylene based aggregates
PBI, PTCDA and DIP show that the dimer approach is necessary
if fast trapping effects are important which involve relaxation
pathways along inter-monomer coordinates leading to a popu-
lation transfer to a lower lying state. Efficient trapping does
not occur if the relaxation takes place in a single state because
the corresponding PESs are very flat. Only for relaxation to
lower lying states the accompanied energy loss of the exciton is
considerably larger than stabilizations which results due to
intra-monomer relaxation processes. Transitions to lower lying
electronic states seem to be very common for such systems
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because of the small energy splitting between the four low-lying
electronically excited states of the dimer. The strong interac-
tions between the underlying diabatic states lead to various
CIs between these four states and thus open up pathways for
non-adiabatic transitions. Nevertheless, the example for DIP
shows that steric effects within the solid state can lead to
barriers which efficiently block the relaxation despite available
CIs. This explains the experimentally found strong influence
of the environment or of bulky substituents on the efficiency
of exciton diffusion.’**''* The dimer approach seems to be
necessary to describe the photo-physical processes in cases in
which the upper Frenkel state is initially populated by light
absorption (H-aggregates), because the shapes of the PESs and
possible CIs cannot be extracted from experimental measurements
or pure monomer computations. In other cases, e.g. J-aggregates,
monomer approaches seems to be sufficient because inter-
monomer relaxations are less important than their intra-
monomer counterparts.

3.5 Optical properties of a-PTCDA films

We will use our investigations about the absorption and emis-
sion spectra of o-PTCDA thin films to discuss further differences
between the monomer- and dimer-based approaches. The photo-
physical behavior of o-PTCDA thin films is an ideal example
because both models predict a completely different microscopic
picture. The available experimental data®”*®*"'>1¢ \which are
collected in Fig. 9, can be summarized as follows: The absorp-
tion spectra exhibits a narrow (0.2-0.3 eV) band with a maximum
at about 2.2 eV. A broader and more intense peak with a
maximum at about 2.6 eV is found between 2.4 and 2.9 eV.
Reasons for the shift in the peak maxima seen in the two
measured spectra remain unclear because both experiments
were performed at room temperature.

The emission spectra provided by Forrest and co-workers
and Engel et al.***! resemble each other although the first group
used pump-pulses at 2.72 eV and 2.05 eV while the second one
employed pulses at 2.22 eV. The emission spectra provided by
Forrest and co-worker possess one structureless band which
starts somewhat below 1.5 eV and has its peak maximum at
about 1.7 eV. The most intense peak maximum of the emission
spectrum given by Engel et al. is at about 1.8 eV while two less
intense peaks are found at about 1.6 and 1.9 eV. The differences
between both spectra may result because the latter experiments
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Fig. 9 Measured absorption (solid lines) and emission spectra (dotted
lines) for PTCDA. The red and blue curves are taken from the measure-
ments reported in ref. 37, 115 and ref. 40, 41 respectively.
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were performed at a temperature of 10 K while the former ones
were conducted at room temperature.

Monomer-based models®”**>17 121 aggioned the lower
band of the absorption spectrum to transitions into CT states
which were computed to lie below the Frenkel state. Using
ionization potentials and electron affinities and adding the
electro-static attraction between anion and cation for monomer
distances in the corresponding crystals, the relative energetic
positions of CT states of the dimer were estimated. In this
approach, stabilization effects resulting from the polarizable
environment as well as effects resulting from charge delocaliza-
tion and polarization are approximately taken into account.'>*™**
The model predicts that diabatic Frenkel- and CT states mix to
some extent. However, the computations indicate that the lower
states have predominantly CT character. A severe drawback of
this approach is the assumption that the CT states are indeed real
charge-separated states so that the cation and anion are localized.
However, this is not the case because, due to the high symmetry,
each CT state includes both local CT configurations. Conse-
quently, the charges are completely delocalized and the dipole
moments of both CT states vanish. This lowers the stabilizing
effects from the Coulomb attraction of the anion and the cation
and also from interactions with a polarizable environment which
mainly result from the static dipole moments. Hence, stabili-
zation of the CT states might be overestimated. For PBI thin films
the same approach predicted the reverse order (Frenkel- below
CT states), i.e. according to these computations PTCDA and PBI
aggregates possess quite different electronic structures.'**>>7>*

Using the computed PES (Fig. 8) describing the inter-
monomer motions along RL and RT, it is possible to explain
the features of both, the absorption and the emission spectrum.
However, our assignment differs from the ones discussed above.
The bands seen in the absorption and the emission spectrum
involve exclusively transitions to both Frenkel states because the
CT states are predicted to lie above their Frenkel counterparts.
Considering that the computed states represent envelope states
for the manifold of all Frenkel states resulting from a delocaliza-
tion of the exciton over various monomers, the computed
vertical excitation energies of about 2.2. eV and 3.1 eV agree
nicely with the positions and of the two absorption bands. The
weak band at low energy and the broad intense band appearing
at higher energies are assigned to transitions into the lower dark
and higher bright Frenkel state, respectively. The PESs also
explain why the emission spectra resemble each other for the
different pump-pulses used in the experiments. Due to the shape
of the PESs of both states and the CI between them, the upper
state, which is initially populated from a pump pulse at 2.72 eV,
decays to the global minimum of the lower Frenkel state which
is computed to lie about 1.5 eV above the ground state. Pump-
pulses at 2.05 or 2.2 eV which mainly populate the lower Frenkel
state in the Franck-Condon region, lead to similar emission
spectra because the shape of the PES of the lower Frenkel state
also induces a relaxation to the global minimum of this state.

The differences in the assignment of the various transitions
result because the monomer- and dimer-based theoretical
approaches differ in the relative energetic order of Frenkel- and
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CT states. Additionally, while the dimer computations predict
large similarities between PTCDA and PBI aggregates, the
monomer-based models predict strong differences in their
electronic structures. The question which model is correct is
not that simple to answer. Both are able to describe features of
the absorption- and emission spectra because the lower Frenkel
and the CT states possess similar transition moments from/to
ground states, i.e. both represent a lower lying ‘dark’ state which
is necessary to explain the intensity pattern of the spectrum.
Additionally, both approaches rest on various approximations
which will be discuss in the next section.

3.6 Towards more realistic aggregate models

Monomer- and dimer-approaches both possess advantages and
disadvantages. The main uncertainty of the monomer approach lies
in the estimate of the relative position of CT- and Frenkel states.
Inaccuracies in the dimer approach result from the reduction of the
aggregate to a dimer and the neglect of a polarizable environment.
Investigations about the influence of these approximations
on the computed data were recently performed for PBI°* and
PTCDA.>® Here, we concentrate on our studies on PTCDA thin
films, because they go beyond the work on PBI.

A major shortcoming of the dimer approach is the neglect of
a polarizable environment, because the related stabilization
was expected to shift the CT states below the Frenkel state. In
contrast to this expectation, computations in which the
environment was approximated by a polarizable continuum,
stabilized the upper Frenkel state more than the CT states. This
unexpected behavior results from the fact that both types of
states possess vanishing static dipole moments due to the high
symmetry of the system. For vanishing static dipoles the
stabilization due to a polarizable environment correlates with
the transition moment of the given state®>'*® which is large for
the upper Frenkel- but vanishes for both CT states. Non-symmetric
environments which were mimicked by a QM/MM approach>%**”
lead to a stronger stabilization of the CT states because they allow
for a localization of the charges. This is not the case within a
continuum description which preserves the symmetry of the
system. Nevertheless, the CT state remains above the upper
Frenkel state, i.e. the same order of states as for vacuum computa-
tions is predicted. A stronger stabilization of the CT states is only
possible if the system adopts geometries optimized for the CT
state. In this case, the lower CT state drops below the upper
Frenkel state, but it remains above the lower Frenkel state.

The situation found for PTCDA resembles the situation
discussed for PBI aggregates. Recent investigations showed
that the ®B97XD functional’®® in combination with a TZVP
basis’®®! provides similar accurate structures, reorganization
and excitation energies than more demanding wave-function
based approaches as SCS-CC2 or SCS-ADC(2).2"812913% Qur
computations for PTCDA dimer, trimers and tetramers showed
that even ZINDO/S"*""3>'33 provides excellent vertical excita-
tion energies.>® This enables us to extend the computations
to larger out of plane stacks. An example of such a stack is
sketched in Fig. 10, lower panel. Calculations for larger stacks
are of interest because it is assumed that the exciton is
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Fig. 10 Upper panel: Vertical excitation energies in eV and characters of
the states (Frenkel (F), charge transfer (CT)) as predicted by ZINDO/S. The

magnitude of the oscillator strength f is also indicated. The orientations of
the monomers within an out of plane stack are shown in panel (lower panel).

delocalized over larger aggregates than dimers. In the upper
part of Fig. 10 we present data including excitation energies,
oscillator strengths and CT-characters for aggregates of
selected size. The calculations indicate that also for larger
aggregates the lower lying electronically excited states still
possess Frenkel character. Additionally, an increase of the band
width is seen. The upper Frenkel state which possesses the
strongest transition probability also for larger stacks, is shifted
into the manifold of the CT states. Due to the resulting mixing,
its absorption intensity is distributed over various states.
This indicates that the strong band in the PTCDA absorption
spectrum results from transitions into several electronic states.
Additional investigations revealed that interactions between
two out of plane stacks do not change the order of the electro-
nic states because the spectrum is dominated by the much
stronger interaction within an out of plane stack. Assuming an
average error of 0.3 eV, the predicted excitation energies agree
excellently with experiment. This accuracy indicates another
advantage of our ab initio based approach: it is able to predict
the photo-physical properties of yet unknown materials
because no experimental input is needed.

At this point the question arises, if dimer calculations are also
needed for amorphous systems. Here, monomer approaches
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might be sufficient because the exciton is more localized than
in an ordered structure. In contrast, trapping processes which
are suppressed in well-ordered systems due to steric restric-
tions, might take place. Amorphous structures are less dense
due to defects and grain-boundaries, so that the, in the average,
reduced spatial confinement may allow for a relaxational motion.
This assumption is underlined by computations in which the
steric restrain in a DIP crystal was lifted. Hence, we predicted that
an increased flexibility is one of the reasons for the strong
differences in the exciton diffusion lengths of single crystals
and of amorphous systems.>” An investigation about the interface
processes in organic solar cell which combines fullerenes as
p-semiconductor with various organic n-semiconductor revealed
another reason.'™'? In these computations, we generated an
amorphous film of DIP molecules and simulated the exciton
diffusion within this film. Assuming that the excitons are
localized on monomers, variations in their energies only depend
on a varying environment. As a consequence, efficient exciton
diffusion is predicted. However, if the exciton is delocalized over
dimers, the energy disorder increases considerably because in
dimers of an amorphous film the monomers adopt various
orientations with respect to each other which results in con-
siderably different excitation energies. Consequently, in amor-
phous materials trapping processes already occur if an exciton
hops to a dimer which adopts an orientation with low excitation
energies. Such trapping processes do not even depend on the
possibility of relaxation motions of both monomers with respect
to each other which might be prohibited by the dense packing of
organic semiconductor thin films.

3.7 Summary and conclusions

Careful assignments of absorption and emission spectra of
organic semiconductor aggregates allow a comprehensive
understanding of their complicated electronic structure, which
is a prerequisite for the design of improved materials. The
necessary disentanglement of the various effects deserve a close
collaboration between experiment and theory. The today’s
standard approach to model the spectra is monomer-based,
i.e. it starts from the electronic structures of monomers and
incorporates the interactions between the monomers of the
aggregates via coupling matrix elements, which are partly
computed and partly fitted to experimental data. In the present
feature article, we compare this approach with the so-called
dimer approach, which uses dimers as the smallest unit.
The discussion focuses on strengths and weaknesses of both
methods and gives some examples to show the applicability of
the dimer approach. The advantages of the monomer-based
approach can be summarized as follows: It contains all relevant
interactions determining the energetic behavior of the Frenkel
states and includes exciton-phonon couplings, which arise
due to intra-monomer vibrations. On the other hand, inter-
monomer motions are usually not considered. Further possible
disadvantages result from the relative energies of Frenkel- and
CT states. They have to be computed and uncertainties may arise
because delocalization effects within the CT states are difficult
to estimate.
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The dimer approach starts from a pair of monomers and
uses sophisticated quantum chemical approaches to compute
the potential energy surfaces (PESs) of the relevant inter-
monomer motions. These PESs are subsequently used to model
the influence of excited state relaxation processes on absorp-
tion and emission spectra and on exciton diffusion. This
approach has the first advantage that the interaction between
both monomers are treated quantum mechanically. A second
advantage is that the employed quantum chemical methods
treat Frenkel- and CT states on equal footing so that their
energetic order, the energy differences and the mixing of
the states are reliably predicted. Our given examples show,
however, that the main advantage of the dimer approach
results from an accurate treatment of the inter-monomer
motions. They turned out to be of major importance for
the development of atomistic pictures of exciton relaxation
processes which are relevant to understand the photo-physics
of many organic semiconductor aggregates.

We illustrate the power of the dimer approach regarding
three examples which are the emission spectroscopy of PBI
aggregates, the differences in the exciton diffusion within DIP
and PTCDA single crystals and the assignment of optical
spectra of PTCDA. In all three examples inter-monomer
motions turned out to be central for excited state relaxation
effects. The strongly red-shifted broad band of the emission
spectra of PBI aggregates and transient absorption measure-
ments could be fully explained by a two-step mechanism
resulting from the interplay of intra- and inter-monomer
motion (Fig. 7, upper part). In the first step a photo-induced
intra-monomer motion, which distorts the monomers towards
the cationic and anionic geometries leads to a conical inter-
section between the initially populated upper Frenkel- and the
lower CT state. This induces a fast depopulation of the upper
Frenkel state while the CT state acts only as a doorway state. Its
population is quickly transferred to the lower Frenkel state
because both states strongly couple along the deformation
reaction coordinate. This population transfer is predicted to
happen on the fs time scale, which is in nearly quantitative
agreement with the experiment. In a second process which
evolves on a much longer time scale, both monomers reorient
with respect to each other. Because the lower Frenkel state is
slightly stabilized but the ground state is strongly destabilized
along the coordinate a strong red shift is seen in emission. The
broad emission band results because the PES of the lower
Frenkel state is rather flat whereas the ground state PES
is steep.

Differences between the exciton diffusion length (LD) in
single crystals of DIP (60-80 nm) and PTCDA (22 nm) can also
be explained by relaxation processes along inter-monomer
coordinates. This difference in the LD values is surprising
because the orientation of the PTCDA molecules within the
crystal environment is more appropriate for exciton hopping
processes than the one of the DIP molecules. For this study, we
had to improve the dimer approach used for the PBI aggregates.
Steric restrictions arising from the crystal environment were
included via QM/MM. Additionally we estimated effects, which
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arise from the delocalization of the exciton over larger aggre-
gates by the Apéry factor. The two-dimensional quantum dyna-
mical treatment based on the computed surfaces predicted that
for PTCDA a photo-induced motion to a conical intersection
between both Frenkel states leads to a population transfer from
the initially populated upper to the lower Frenkel state. Despite
the strong steric restrictions arising from the crystal environ-
ment, this process is predicted to happen on a similar time-
scale than the exciton hopping. Consequently, the exciton can
only hop a few times before it is quenched to the lower Frenkel
state leading to the short diffusion length of only 22 nm. The
electronic structures of DIP and PTCDA dimers are very similar,
i.e. the conical intersection described above is also present in
the PESs of the DIP dimer. However, the steric restrictions
which arise within the DIP single crystal, lead to high barriers
on the corresponding PES so that the conical intersection is not
accessible. This shows that the differences in the LD values
mainly result from the respective crystal environment. It also
indicates that variations which decrease the mobility of the
monomers within the aggregate network, should improve the
exciton diffusion properties.

The computed PESs also provided an assignment of the
absorption- and emission spectra of PTCDA, which differ from
the interpretation of monomer-based approaches. The main
difference results from the energy order of CT and Frenkel states.
The monomer-based approaches predicted that the lowest state
of PTCDA aggregates has CT character. Consequently, this state
is responsible for the lower band of the absorption spectra
and represents the initial state for emission. In contrast, our
quantum chemical calculations predict that the CT states lie
above the upper Frenkel state, i.e. they can influence the spectra
only indirectly. Hence, our dimer-based computations assigned
the lower band of the absorption spectra and the emission
spectra to the lower Frenkel state.

The excellent agreements between computed and measured
data support the applicability of the dimer approach and
indicates that it considers the most important effects. Never-
theless, the method obviously possesses various shortcomings.
The computational efforts needed to compute the PESs are its
main disadvantage. It is much higher than that of standard
monomer based approaches and constrains the introduction of
various simplifications. The strongest approximation is the
reduction of an aggregate within a given polarizable environ-
ment to a dimer in the vacuum. Both restrictions were already
partly lifted in the DIP and PTCDA investigations but the
interplay between the various effects is so complicated that it
could not be excluded that our approach obtains the right
answer for the wrong reason. Hence, for PTCDA and PBI we
investigated how the various approximations influence the
predictions. We incorporated environmental effects, increased
the size of the aggregates and modeled the influence of intra-
and inter-molecular vibrational motions. All these simulations
show that only quantitative but no qualitative changes occur if
the various approximations of the dimer approach are relaxed.

The latter investigations indicate a route to generalize the
dimer model to a more appropriate aggregate model. This route
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is in principle feasible but the computational effort increases
dramatically and the strongly increasing number of inter-
monomer degrees of freedom leads to further problems. Hence,
the question arises if a model is possible which combines the
advantages of the monomer- and dimer-based approaches. One
might think of, e.g., combining both approaches and start with
a dimer which interacts with other dimers (or monomers)
through the equations given in Section 2. The necessary cou-
pling parameters could be taken from trimer (tetramer) com-
putations. Work along these lines is under way.
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