
Chemical
Science

EDGE ARTICLE

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
A

pr
il 

20
16

. D
ow

nl
oa

de
d 

on
 7

/2
0/

20
25

 8
:4

1:
23

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue
Machine learning
aDepartment of Chemistry and Chemical B

02138, USA. E-mail: aspuru@chemistry.har
bPhysik-Department T38, Technische Univers

† Electronic supplementary informa
10.1039/c5sc04786b

Cite this: Chem. Sci., 2016, 7, 5139

Received 10th December 2015
Accepted 1st April 2016

DOI: 10.1039/c5sc04786b

www.rsc.org/chemicalscience

This journal is © The Royal Society of C
exciton dynamics†

Florian Häse,ab Stéphanie Valleau,a Edward Pyzer-Knappa and Alán Aspuru-Guzik*a

Obtaining the exciton dynamics of large photosynthetic complexes by using mixed quantum mechanics/

molecular mechanics (QM/MM) is computationally demanding. We propose a machine learning

technique, multi-layer perceptrons, as a tool to reduce the time required to compute excited state

energies. With this approach we predict time-dependent density functional theory (TDDFT) excited state

energies of bacteriochlorophylls in the Fenna–Matthews–Olson (FMO) complex. Additionally we

compute spectral densities and exciton populations from the predictions. Different methods to

determine multi-layer perceptron training sets are introduced, leading to several initial data selections. In

addition, we compute spectral densities and exciton populations. Once multi-layer perceptrons are

trained, predicting excited state energies was found to be significantly faster than the corresponding

QM/MM calculations. We showed that multi-layer perceptrons can successfully reproduce the energies

of QM/MM calculations to a high degree of accuracy with prediction errors contained within 0.01 eV

(0.5%). Spectral densities and exciton dynamics are also in agreement with the TDDFT results. The

acceleration and accurate prediction of dynamics strongly encourage the combination of machine

learning techniques with ab initio methods.
1 Introduction

Studying the exciton dynamics of large photosynthetic
complexes, such as the Fenna–Matthews–Olson (FMO) and
light-harvesting II (LHII) complexes, has been a topic of much
theoretical and experimental interest in recent years.1–14 The
theoretical community has focused on employing and devel-
oping reduced models to understand and describe the
dynamics of these complexes.2–7,13–30 These models rely on the
knowledge of a system Hamiltonian for the interacting chro-
mophores as well as spectral densities to describe the coupling
of chromophores to their environments (protein, solvent).31

Computing a system Hamiltonian or spectral density is an
arduous computational task due to the large number of degrees
of freedom in these complexes. The most detailed approaches
used to obtain these quantities have been mixed quantum
mechanics/molecular mechanics (QM/MM) or semi-classical
simulations.32,33 In particular, one QM/MM approach which has
become popular in recent years consists in propagating the
nuclei in the electronic ground state of the photosynthetic
complex.9,10,34,35 This approximation ignores the change in
electronic structure due to excitation of the chromophores.
Subsequently, for a subset of time frames, excited state energies
for the chromophores are computed using a quantum method
iology, Harvard University, Cambridge,
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tion (ESI) available. See DOI:

hemistry 2016
such as time-dependent density functional theory (TDDFT).10

The energy trajectories are then employed to extract system-
bath correlation functions and nally spectral densities to use
in exciton dynamics.

The downside of this approach is the large computational
cost. Long molecular dynamics (MD) equilibration times of
several tens of nanoseconds are required.36,37 The typical
computational scaling of MD codes with the system size N is
O (N log N).38 In contrast, TDDFT calculations scale as O (N2).39

Very oen calculations need to be repeated for identical chro-
mophores in similar environments to account for the effect of
small variations. For instance in the case of a single-point
mutation typically one would need to rerun the entire set of
simulations.

In this work we propose an alternative route: using multi-
layer perceptrons, a special class of neural networks, to predict
the excited state along a MD trajectory. Such approaches typi-
cally scale as O (N) and were found to perform signicantly faster
than TDDFT approaches. As a test system we consider the
Fenna–Matthews–Olson (FMO) complex of P. aestuarii. Neural
networks have previously been used to predict potential-energy
surfaces.40 We use multi-layer perceptrons as fully connected
neural networks to predict the values of the rst singlet excited
state for the chromophores. We train the neural networks on
the excited state energies obtained from QM/MM calculations.
Several sampling methods are used to select the training
data for the neural networks. In particular we tested a sam-
pling method based on correlations of nuclear positions to
improve on the spectral density predictions. Once trained, the
neural networks are employed to make excited state energy
Chem. Sci., 2016, 7, 5139–5147 | 5139
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predictions. Then one can build a Hamiltonian from the
predictions and compute the exciton dynamics.

With optimal neural network training and 12 trained neural
networks per BChl we predicted excited state energies with
errors contained to 0.01 eV (0.5%) from the neural network
ensemble average. Further, with neural networks trained on
data based on correlation sampling we correctly predict the
shape of the spectral density and observe an error which is
squared with respect to the excited state prediction error. This
demonstrates the power of machine learning in chemistry, as
has also been found in recent work where machine learning was
employed to extract other chemical properties.41–44
2 Methods and computational details
2.1 Ground state QM/MM simulations

A semi-classical description of the FMO complex was obtained
by combining ground state MD simulations with TDDFT
calculations of the rst singlet excited state, known as the Qy

state,45 at given molecular conformations along the time-
dependent trajectories. The MD runs were carried out using the
NAMD soware package46 with the AMBER99 force eld
(ff99SB).47 The BChl-a parameters employed are reported in ref.
48. The X-ray crystal structure of the FMO trimer in P. aestuarii
(PDB 3EOJ,49 see Fig. 1) was chosen as initial conguration. The
trimer was solvated using a TIP3P water box.50 The minimum
distance between the crystal structure and edges of the solvent
box was taken to be 15 Å.37,51 The charge was neutralized by
adding sodium ions. The total number of atoms in the system
was 141624. The simulation was equilibrated for 4 ns and the
production run was 40 ps long with a 2 fs time-step. Electro-
static interactions were calculated with the particle-mesh Ewald
method. Shake constraints were used for all bonds containing
hydrogen. Simulations were carried out at 300 K and 1 atm
using a Langevin thermostat and a Langevin piston as imple-
mented in NAMD.

The time-dependent Qy excited ground state gaps of the
BChl-a molecules were obtained using TDDFT with the PBE0
functional,52 within the Tamm–Dancoff Approximation (TDA),53

using Q-Chem.54 We employed the 3-21G basis set due to the
high computational cost of these simulations. The Qy excited
Fig. 1 Crystal structure of the FMO complex in P. aestuarii (PDB
3EOJ).49 (A) 3EOJ trimer crystal structure. (B) BChls' geometric
arrangement in monomer A (residues 360 to 367, corresponding to
sites 1 to 8). Hydrogens are not shown in this representation.

5140 | Chem. Sci., 2016, 7, 5139–5147
state was taken to be the one with the largest oscillator strength
and the orientation of the transition dipole was veried using
the same methodology as in ref. 37 and 55. Excited state energy
distributions are shown in the ESI (see Section S.1.4†) and
trajectories can be downloaded from ref. 56. Excited state
energies were computed at every 4 fs of the production run. The
number of TDDFT calculations performed initially is based on
the time scale and time step required to reproduce the
dynamics accurately. Some values were excluded based on the
oscillator strength/angle criterion/failed convergence. The
excluded values were at most 2.15% of the full trajectory.

2.2 Machine learning: neural networks training

2.2.1 Input data representation. Multi-layer perceptrons
(neural networks) were used to predict quantum mechanical
excited state energies of BChls in the FMO complex from the
MD classical coordinate trajectory. Neural networks were
trained in a supervised training scheme using the back propa-
gation algorithm.57 Excited state energies from the TDDFT
calculations described previously were provided to the neural
network as targets. BChl conformations were represented by
Coulomb matrices,43 which were successfully used to predict
excited state energies of various molecules with one neural
network.58 Both, input and target feature distributions, were
rescaled to a zero mean and a unitary standard deviation prior
to neural network training.59

By using Coulomb matrices as input features, neural
networks can be trained on a representation of BChls which is
translation and rotation invariant. Coulomb matrices are
particularly suitable to describe BChls in the FMO complex as
these molecules do not undergo large conformational changes
within time scales of several tens of picoseconds.36,37,60 Coulomb
matrices were adapted to account for external charges within
and around the represented BChl. The electrostatic inuence of
particles in the environment N was described by adding addi-
tional Coulomb potential terms to the corresponding Coulomb
matrix entries (see eqn (1)):

Mij ¼
Zi

2:4
�
2þ

X
n˛N

ZiZn��~ri �~rn
�� for i ¼ j;

ZiZj��~ri �~rj
��þ

X
n˛N

ZiZn��~ri �~rn
��þ

X
n˛N

ZjZn��~rj �~rn
�� for isj:

8>>>><
>>>>:

(1)

Partial charges Zi of atoms in the system were taken from the
system topology (Amber 99SB force eld,47 and ref. 48). Studies
have shown that the tails of the BChls have little inuence on
the Qy excited state energies.37,61 Thus, instead of representing
the entire BChl in a Coulomb matrix, the phytyl tail was
neglected and only the 90 atoms closest to the magnesium in
the BChls were represented in Coulombmatrices to reduce their
dimensionality. We included all external partial charges present
in the system to generate Coulomb matrices.

2.2.2 Neural network architecture, choice of BChl molecule
and over-tting. We chose to use multi-layer perceptrons
(neural networks) with logistic activation functions and two
hidden layers. This set-up has been shown to perform
This journal is © The Royal Society of Chemistry 2016
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particularly well for supervised regression problems.62 Optimal
neural network hyperparameters were identied from a grid
search. Both the learning rate and the number of neurons in the
rst and second hidden layer were varied to nd the lowest
deviations between predictions and target data.

Instead of performing the grid search on each BChl in the
FMO complex individually, only the most representative BChl
was used to determine optimal neural network hyper-
parameters to reduce the computational cost. We identied this
BChl in terms of shared Coulomb matrix space. Coulomb
matrices of all eight BChls were clustered and compared. We
found that site 3 shares the most Coulombmatrix space with all
other sites (see ESI Section S.1.1†).

From the grid search, we found that a learning rate of 10�4

with 204 neurons in the rst hidden layer and 192 neurons in
the second hidden layer results in the smallest average absolute
deviation of predicted and target excited state energies.

Target feature over-tting was avoided by using early stop-
ping.63 For all training sessions a total of 4000 trajectory frames
was assigned to the training set as a balance between infor-
mation and computational cost. Neural networks were trained
on Intel(R) Xeon(R) CPUs (X5650 @ 2.67 GHz). Training one
neural network on four cores took about (23.9� 5.0) h. Training
times for other investigated training set sizes ranging from 500
to 5000 frames are reported in the ESI (see Section S.1.2†).

2.2.3 Reducing training set redundancies through clus-
tering: taxicab, Frobenius and “correlation” clustering. We
employed different methods to select Coulomb matrices and
corresponding excited state energies for neural network
training. In a rst approach training set Coulombmatrices were
drawn randomly from the entire trajectory.63 This led to excited
state energy predictions with an average accuracy of 13 meV.

However, as BChl conformations in the data set are not
uniformly distributed a training set consisting of randomly
drawn Coulomb matrices likely contains redundant informa-
tion. MD simulations were carried out in the NPT ensemble
with constant temperature and pressure. Thus, the BChl
conformations are sampled from a Boltzmann distribution.64

To avoid selecting many similar conformations and thus similar
Coulomb matrices we performed a cluster analysis on all
Coulombmatrices of the entire trajectory to determine the most
distinct Coulombmatrices. We implemented a Coulombmatrix
cluster algorithm following the principles of the gromos
method.65

Distances between Coulomb matrices were measured using
p-norms. Two different metrics were applied: p ¼ 1 (taxicab
norm) and p ¼ 2 (Frobenius norm). Both clustering approaches
resulted in more accurate predictions of excited state energies
with accuracies of 9 meV but the prediction of exciton dynamics
remained quite inaccurate (see Section 3.2).

To improve the prediction of exciton dynamics, we devel-
oped a clustering method based on coordinate correlations in
the classical MD trajectory. We will refer to this approach as the
“correlation” clustering method. The Qy state in BChls is mostly
distributed along one of the diagonals which connects opposite
nitrogen atoms.37 Training set frames were thus selected based
This journal is © The Royal Society of Chemistry 2016
on high correlations in the nitrogen root-mean square deviation
(RMSD). In particular, for the n-th BChl we sampled from

|CRMSD
n (t)|2 ¼ |hDnitrogen

n (t)Dnitrogen
n (0)i|2. (2)

until 4000 frames with the largest RMSD correlation were

selected. Here, Dnitrogen
n ðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4

X4
i¼1

k~rn;iðtÞ �~rn;ið0Þk
2

s
refers to

the root-mean square difference in position of the four nitrogen
atoms in the n-th BChl at a given time t with respect to their
position in the energy minimized crystal structure at time t ¼ 0.
This sampling led to a more accurate prediction of the spectral
density (see Section 3.2).
2.3 Exciton dynamics and spectral densities

To further compare the predicted excited state energy trajecto-
ries with the TDDFT trajectories we computed the exciton
dynamics in the FMO complex using two different methods.
The rst is a stochastic integration of the Schrödinger equation
as used in previous work.10 The second method is the Markov
Redeld master equation.66 Both of the methods are Markovian
but the rst relies only on the excited state energy trajectories
while the latter also depends on the spectral density. Here we
focus on the sensitivity of these methods to the changes related
to using neural networks rather than to more subtle questions
on dynamics such as those addressed by the comparison of
Markovian with non Markovian methods (e.g. the hierarchy
equation of motion approach).2

Finally the spectral density j(u), as used in the Redeld
equations of motion (see eqn (3)), is obtained by normalizing
the Fourier transform of the two-time correlation function as we
discussed in previous work.31

jðuÞ ¼ JharmðuÞ
p

with JharmðuÞ ¼ bħu
2

ðN
�N

eiutCclðtÞdt: (3)

The superscript “harm” refers to the harmonic prefactor
which is needed to connect the QM/MM results to the open
quantum system approach. Following the notation of previous
work,31 Ccl(t) denotes the classical correlation function.
3 Results and discussion
3.1 Excited state energy prediction using neural networks

3.1.1 Acceleration of excited state energy computations
with neural networks. Intel(R) Xeon(R) CPUs (X5650@ 2.67 GHz)
were used to train neural networks and predict excited state
energies. A total of 12 neural networks was trained for each of the
eight BChls in monomer A of the FMO complex. Predictions of
each of the 12 neural networks per BChl were averaged in
a neural network ensemble averaging approach to obtain a more
accurate prediction for the excited state energy trajectory. The
spread of predictions of individual neural networks is given in
the ESI (see Section S.1.3†).

Training sets were generated with all four training set
selectionmethods (see Section 2.2.3). Predicting Qy excited state
Chem. Sci., 2016, 7, 5139–5147 | 5141
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Table 1 Time required to compute excited state energies (10000
frames) for all bacteriochlorophylls (BChls) for TDDFT (PBE0/3-21G)
and neural network (NN) predictions from correlation clustered
Coulomb matrices. Reported times include neural network training
(ttrain) on 4000 frames with input (tinputCoul ) and target feature
(ttargetE ) generation, excited state calculations/predictions (tCalc) and the
total time (ttot). If trained neural networks are available, only Coulomb
matrices need to be calculated for neural network predictions,
reducing the required time to 48 h. Reported times correspond to
training a total of 12 neural networks independently to obtain
ensemble averaged excited state energies. All reported times refer to
calculations on a single core of an Intel(R) Xeon(R) CPU (X5650 @ 2.67
GHz)

Method Training [h] Calculation [h] Total [h]

tinputCoul ttargetE ttrain tCalc ttot

PBE0/3-21G — — — 480000 480000
NNCorr 48 192000 9178 <0.1 201226 Fig. 2 Mean and standard deviation of Qy excited state energy

distributions for all eight sites obtained from TDDFT calculations
(PBE0/3-21G) and compared to neural network predictions. Presented
distributions were obtained from single neural network predictions.
Neural networks were trained on Coulombmatrices selected from the
classical MD trajectory by the indicated selection method. Error bars
indicate the width of the excited state energy distribution.
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energies for the entire trajectory (104 frames) for one BChl with
one neural network took on average (3.9 � 0.8) s on one core. In
contrast, the quantum chemistry calculations using the TDDFT
(PBE0/3-21G) model chemistry required approximately 60 000 h
for the entire trajectory on one core. Target feature generation is
only necessary if trained neural networks are not available and
independent of the number of frames to be predicted, thus
reducing the reported costs if longer trajectories are predicted.
Required calculation times to compute excited state energy
trajectories for each of the eight BChls in the FMO complex are
reported in Table 1. While two cores of an Intel(R) Xeon(R) CPU
(X5650 @ 2.67 GHz) were used for TDDFT calculations and
neural networks were trained on four cores the recorded
calculation times were multiplied by the number of used cores
for comparison reasons.

If trained neural networks are available, excited state energies
of given BChl conformations can be predicted directly from
Coulombmatrices representing the BChl conformations. Thus, to
obtain the excited state energies of an entire trajectory consisting
of 10 000 frames, Coulomb matrices need to be calculated rst.
With a calculation time of 2.19 s per Coulomb matrix on one
Intel(R) Xeon(R) CPU (X5650 @ 2.67 GHz) core, about 6 h are
needed to compute all 10 000 Coulomb matrices. With excited
state energy predictions requiring less than aminute, excited state
energy trajectories can be obtained from neural networks about
four orders of magnitude faster compared to TDDFT calculations.

3.1.2 Accuracy of neural network predictions. As can be
seen in Fig. 2 neural network predictions agree well with the
TDDFT data. Predictions from the average over 12 networks
deviate from TDDFT values by �0.3 meV regardless of the site
and the input selection method. Ensemble averaging was found
to improve the prediction accuracy for all sites (see Table S.2†).
When considering excited state energies predicted from a single
network, we observed a deviation of ssingles,random < 14 meV for all
sites s when the neural network was trained on randomly drawn
Coulomb matrices. This prediction error can be decreased to
ssingles,taxicab < 9 meV by selecting the training set based on the
5142 | Chem. Sci., 2016, 7, 5139–5147
Coulomb matrix space clustering taxicab method (see Section
2.2.3). The uncertainty of neural network predictions therefore
corresponds to roughly 14% of the typical FWHM (64 meV) of
the sites. Frobenius clustering showed similar deviations. In
contrast, predictions from neural networks trained on correla-
tion clustered Coulomb matrices show a slightly higher devia-
tion of ssingles,correlation < 15meV on average. The obtained prediction
errors are about one order of magnitude smaller than those in
ref. 58. This difference is due to the fact that we predict excited
state energies of the samemolecule in different time-dependent
geometries while in ref. 58 the neural network was trained to
predict the excited state energies of many different molecules.

3.1.3 Cross-predictions: predicting excited state energies
for other bacteriochlorophylls. Since all BChl-a molecules in the
FMO complex consist of the same atoms and show similar
geometrical conformations, we also used neural networks trained
on one BChl to predict excited state energies of other BChls in the
same monomer. This enabled us to understand how well the
trained network can adapt to changes in the environment from
changes in the Coulomb matrices. We observed that for any
clustering method, the prediction error is about two times larger
when performing this type of cross-prediction, see Fig. 3. None-
theless, as we see in panel A, the largest observed average abso-
lute deviation is still below 1.14% (corresponding to 25 meV).

3.1.4 Predicting excited state energies of bacteriochloro-
phylls in other monomers. All neural networks were trained on
BChl-a molecules in monomer A. These neural networks were
then used to predict excited state energies of BChls in the other
two FMOmonomers. Each neural network predicted the excited
state energies of the BChl corresponding to the one on which it
was trained (i.e. a neural network trained on site 1 in monomer
A predicted site 1 in monomer B and C).
This journal is © The Royal Society of Chemistry 2016
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Fig. 3 Relative absolute deviations of predicted excited state energies from TDDFT excited state energies. Neural networks trained on one
particular site (indicated by “Network”) were used to predict excited state energies of another site (indicated by “Target”). Panel (A) shows the
relative absolute deviation �srelBChl of predicted excited state energies from TDDFT excited state energies for each BChl,

srelBChl ¼
X
i

��3NNBChlðtiÞ � 3TDDFTBChl ðtiÞ
���ðNframes

�
3TDDFTBChl

�Þ, in percent. Panel (B) shows the deviation smean
BChl of the mean of the predicted excited state

energies from the mean of the TDDFT calculated excited state energies, sBChlmean ¼ |h3NNBChli � h3TDDFTBChl i|/h3TDDFTBChl i in per-thousand.
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Due to the fact that the FMO complex is a homo-trimer,
similar BChl conformations should be sampled during the MD
simulation in each monomer. Thus, excited state energy aver-
ages are expected to be identical for corresponding BChls of
different monomers, provided that the same phase space
regions were covered in the simulation time. The results are
presented in Fig. 4. In that gure, we show the time-averaged
excited state energy predicted from 12 independently trained
Fig. 4 Mean and standard deviation of excited state energy distribu-
tions for all eight sites obtained using TDDFT PBE0/3-21G (solid line
with circle), for monomer A, and using neural network prediction with
training on 40% of all Coulomb matrices of monomer A for all three
monomers (dashed lines and triangle, square and star symbol for
monomers A, B, C). Presented distributions were obtained from the
ensemble averaged predictions of 12 neural networks. Error bars
indicate the standard deviation of the obtained excited state energy
distributions.

This journal is © The Royal Society of Chemistry 2016
neural networks for each monomer as well as the time-averaged
Qy energies obtained from TDDFT for monomer A. The bars
represent the spread of the distribution and not an error. The
predicted distributions are narrower than the TDDFT distribu-
tions. This is probably due to the fact that frames corresponding
to energies at the tails of the distribution are less sampled.
Regarding the error on the other hand, the largest deviation
encountered between mean values of excited state energy
distributions is 3 meV.

We have found that trained neural networks can accurately
predict TDDFT excited state energies. This allows for a large
reduction of computational time. It is possible to train on
a single BChl and predict excited state energies of other BChls
in the same monomer or in different monomers.

3.2 Spectral densities and exciton dynamics with neural
networks

We then used the calculated excited state energy trajectories of
all BChls to obtain information about interactions of the BChls
with their environment by computing spectral densities. In
addition, we built a Hamiltonian to extract the exciton
dynamics in the system.

The spectral density Jharm(u) (see eqn (3)) was computed for
all eight sites in the FMO complex from the TDDFT excited state
energies and neural network predicted excited state energies.31

Spectral densities for each site were averaged over all BChls to
obtain an averaged spectral density Jave(u). To minimize
spurious effects in the Fourier transform, we multiplied the
correlation function by a Gaussian of s2 ¼ 0.09tmax

2 with tmax ¼
1600 fs.31 The Gaussian is normalized to have unitary area in
frequency domain so that in frequency domain this corre-
sponds to a convolution with a Gaussian with a FWHM of 26
cm�1.
Chem. Sci., 2016, 7, 5139–5147 | 5143
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Fig. 5 Spectral density averages JaveðuÞ ¼
X
BChl

JharmBChl ðuÞ=NBChl. The

spectral densities were computed from excited state energy trajec-
tories obtained from TDDFT calculations (PBE0/3-21G) and compared
to spectral densities from neural network predicted excited state
energy trajectories. Neural networks were trained on the bacterio-
chlorophyll they predicted with the indicated Coulomb matrix selec-
tion method. The correlation method (see Section 2.2.3) gives the best
prediction.

Fig. 6 Population dynamics of the FMO complex calculated at 300 K
with initial state in site 1. Here only two site populations are shown but
dynamics was carried out for the 8 BChls. Excited state energy
trajectories were obtained from TDDFT calculations (PBE0/3-21G) as
well as neural networks trained on randomly drawn and correlation
clustered Coulomb matrices.
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In Fig. 5 we show the comparison to our neural network
prediction with training and prediction on the same site and the
various Coulomb matrix selection methods. We found that
predicted spectral densities all have a shape which resembles
the overall shape of the TDDFT spectral density. However, the
height and accurate position of the peaks in the spectral density
is most accurately predicted using correlation clustering.

Spectral densities for each BChl, calculated from TDDFT
excited state energies and excited state energies predicted from
neural networks trained on all input selection methods are
plotted in the ESI (see Fig. S.11 in Section S.1.5†).

Average spectral densities were used to calculate the reor-

ganization energy l ¼
ðN
0
JaveðuÞ=udu. Comparisons of reorga-

nization energies are reported in Table 2. We observe that the
smallest deviation between neural network predicted results
and TDDFT results occurs for neural networks trained on
correlation clustered Coulomb matrices.

We also computed the population dynamics in the FMO
complex monomer with a stochastic integration method.10 We
averaged 4000 stochastic trajectories to obtain converged pop-
ulation dynamics. The initial excited site was chosen to be site 1
and the dynamics was propagated for all eight coupled sites at
Table 2 We report the percentage deviation of neural network pre-
dicted reorganization energies lNN,b from TDDFT (PBE0/3-21G)
calculated reorganization energies lTDDFT as sl ¼ |lTDDFT � lNN,b|/
lTDDFT, where b indicates the method used for Coulomb matrix
selections. Results are given in percent (%)

Method (b) Random Frobenius Taxicab Correlation

sl [%] 70.0 54.9 53.4 46.6

5144 | Chem. Sci., 2016, 7, 5139–5147
300 K. The couplings of the Hamiltonian were taken from ref. 55
and 67. Results are shown in Fig. 6. We see that neural network
predictions from neural networks trained on randomly drawn
and correlation clustered Coulomb matrices predict the exciton
dynamics in agreement with TDDFT calculations.

We also employed the Markovian Redeld method to
compute the exciton dynamics in the FMO complex (see Section
2.3).66 In this case there is an explicit dependence of the exciton
dynamics on the spectral density. The energies in the Hamil-
tonian were taken to be the averages from the TDDFT or neural
network predicted excited state energy trajectories. The same
couplings as for the stochastic integration method were used.

To investigate the importance of excited state energies and
spectral densities on the Redeld exciton dynamics we calcu-
lated the exciton dynamics in two different ways. First, we
computed the exciton dynamics with neural network predicted
excited state energies and the average spectral density obtained
from TDDFT calculations and then we used the neural network
predicted energies as well as the neural network predicted
spectral densities. Results are presented in Fig. 7 panel A, for
predicted excited state energies and TDDFT spectral densities
and panel B, for excited state energies and spectral densities
predicted by neural networks. We initialized the dynamics with
the excitation in BChl 1 and propagated the dynamics for all
eight coupled sites at 300 K.

In panel A we see that given a constant spectral density the
error on energies is small and does not strongly inuence the
exciton dynamics. The main role is played by the spectral
density as can be seen in panel B. Here we see much larger
differences depending on the neural network sampling method
and we notice that the prediction of neural networks trained on
correlation clustered Coulomb matrices agrees better with the
TDDFT exciton dynamics. Deviations of neural network pre-
dicted exciton dynamics from TDDFT calculated exciton
This journal is © The Royal Society of Chemistry 2016
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Fig. 7 Time evolution of the exciton population for BChl 1 (red) and BChl 2 (blue) in the FMO complex calculated from excited state energy
trajectories and average spectral densities using the Redfield method. The initial state is site 1 excited. Panel (A) shows the exciton dynamics for
neural network predicted excited state energies using the same TDDFT calculated average spectral density in all cases. Panel (B) shows the
exciton dynamics with both, excited state energy trajectories and harmonic average spectral densities predicted by neural networks trained with
the indicated selection method.
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dynamics are listed in detail in the ESI (see Section S.1.5†).
Further methods should be investigated to improve the
prediction of the spectral density, the error on the energy
should be reduced further by an order of magnitude to predict
spectral densities with the optimal reorganization energy.
4 Conclusion

The computational study presented in this article showed that
multi-layer perceptrons (neural networks) can be used to
successfully predict excited state energies of BChls in the FMO
complex. Using different methods to select a training data set for
neural network training from features in the classical MD trajec-
tory alone we were able to generate neural networks which can
predict TDDFT excited state energies with high accuracy (0.01 eV).

Furthermore, the neural networks can predict properties
such as QM/MM derived spectral densities or exciton pop-
ulation dynamics. The prediction of excited state energies using
the neural networks is about seven orders of magnitude faster
than TDDFT. If we include training feature generations we still
observe a speed-up of about four orders of magnitude. Even if
neural networks need to be trained rst, excited state energies
are obtained in less than half the time needed for TDDFT. Based
on the observations we made on the FMO complex we recom-
mend the following procedure to apply machine learning to
predict excited state properties of other systems:

(1) Represent all molecules of interest and their chemical
environment with Coulomb matrices.

(2) Obtain optimal neural network architectures from
hyperparameter grid searches. In particular, it is important
identify the most representative molecule in terms of the
space which contains the features used for neural network
predictions.
This journal is © The Royal Society of Chemistry 2016
(3) Determine an optimal training set. Training sets for
neural networks with optimal network architecture can be
generated by selecting Coulomb matrices based on properties
which are related to the desired quantum mechanical proper-
ties. We observed that selecting Coulomb matrices which
represent Coulomb matrix space clusters improves excited state
energy predictions. However, these do not necessarily work well
for dynamics. Investigate on the role of higher sampling of the
tails of the energy distribution when selecting the training set.

(4) Make predictions. To predict spectral densities and exciton
dynamics with high accuracy, Coulomb matrices should be
selected for the training set if they reveal high excited state energy
correlations. We found that nitrogen RMSD correlations in the
BChls are a good indicator for excited state energy correlations.
Thus, we selected Coulomb matrices based on high nitrogen
RMSD correlations. Of course this might be complicated for
some molecules with very delocalized excited states.

In conclusion, this approach provides a gigantic speedup to
ground state QM/MM. From a neural network trained on a single
BChl molecule, we can predict the excited states of 23 other
molecules in the system at very low additional computational
costs. This will be particularly useful to speed up or simply to
enable the simulation of larger, more complex and challenging
light-harvesting systems. Further, it will be helpful to study, for
instance, the role of small changes in the environment on the
exciton dynamics. Future questions we would like to address
include the possibility of extending the prediction to other
temperatures using for example multi-target machine learning.
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K. Schulten, Phys. Rev. E: Stat., Nonlinear, So Matter Phys.,
2002, 65, 031919.
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