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The application of reaction engineering to

10 R. H. Ringborg and J. M. Woodley*

Biocatalysis is a growing area of synthetic and process chemistry with the ability to deliver not only im-

proved processes for the synthesis of existing compounds, but also new routes to new compounds. In or-
der to assess the many options and strategies available to an engineer developing a new biocatalytic pro-
cess, it is essential to carry out a systematic evaluation to progress rapidly and ensure decisions are made
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on firm foundations. In this way, directed development can be carried out and the chances of implementa-
tion of a commercially successful process can be much improved. In this review we outline the benefits of
reaction engineering in this development process, with particular emphasis of reaction kinetics. Future re-

search needs to focus on rapid methods to collect such data at sufficient accuracy that it can be used for

rsc.li/reaction-engineering

Introduction

In recent decades a growing branch of synthetic chemistry
has been established which uses enzymes to catalyze interest-
ing reactions for the production of valuable molecules.™”
Such an approach is termed biocatalysis and today finds ap-
plication in the synthesis of many chemical products, ranging
from bulk commodities to pharmaceutical intermediates.*™®
Several hundred industrial processes have already been
implemented, mostly in the pharmaceutical industry, with
more in development.>” The motivation for the application of
such catalysts stems from their ability to perform highly
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the effective design of new biocatalytic processes.

selective chemistry under mild conditions in water based solu-
tions, making them attractive as ‘green’ catalysts.® In the last
decade the ability to alter the properties of the enzyme via pro-
tein engineering® ™" has enabled the synthesis of entirely new
molecules and reactions (without precedent in nature).'®'?
Multi-step sequences of enzymes, operating sequentially or in
tandem,"®'* as well as chemo-enzymatic combinations"**®
have now also been established. In short, biocatalysis provides
a valuable tool to complement many established synthetic ap-
proaches. Despite these scientific developments biocatalysis is
still often limited in application due to a poor transition from
the laboratory to the process plant. There are several good rea-
sons for this, but amongst the most important is the complex-
ity of enzyme kinetics, combined with the fact that the en-
zymes need to carry out synthetic reactions under conditions
far away from those found in Nature. This makes the
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collection of parameters in kinetic models especially difficult.
For conventional chemical reactions (including catalytic con-
versions), reaction engineering has long provided an efficient
and effective methodology for the design and sizing of appro-
priate reactors in which to synthesize valuable industrial
chemicals."”° At the heart of the discipline lies the determi-
nation of rate laws, collection of kinetic parameters and the
application of these models to mass balances to enable in
silico prediction of product concentration and reactant conver-
sion as a function of residence time. It is an essential activity
to inform chemical engineers charged with the design of pilot-
scale or full scale plant. The time is now right for the develop-
ment of such a paradigm for biocatalytic reactions where suit-
able methods are established for deriving kinetic expressions,
not solely aimed at the mechanistic understanding required
by biochemists, but now also of appropriate accuracy to be
used by (bio)chemical engineers to design (bio)reactors. Such
design should also include options for defining suitable bio-
catalyst loadings and operating schemes to make optimal use
of existing equipment, which is often the requirement in the
pharmaceutical industry. Likewise such design should also en-
able considerations for improvement of the enzyme itself*'
(via protein engineering) as well as the process plant and oper-
ation to be considered.

In order for the new biocatalytic synthesis routes to reach
industrialization it is necessary to have models describing
the kinetic properties of the biocatalyst. Chemical engineer-
ing tools can then be used to scale and design facilities. Ide-
ally, for the biocatalyst to reach this stage several require-
ments need to be met.

e An enzyme has been developed to thrive in the opera-
tional conditions required in the industrial process, fre-
quently much harsher than those found in Nature. For exam-
ple, a process for pharmaceutical synthesis, requires product
concentrations of >50 g L™",>***?® with a biocatalyst yield of
10-100 &Product Eimmobilized Biocatalyst_l-zz‘23

e The enzyme has been characterized comprehensively in
terms of kinetics and stability.

¢ A model has been fitted to describe the rate of reaction
in the full conversion range.

e A process concept has been made to define targets for
the performance of the enzyme.

These four requirements are often attained in an iterative
manner, leading to inefficiencies. Systematic procedures
would be far more preferable to give the opportunity to as-
sess the feasibility of processes quickly and where appropri-
ate design optimum development strategies. Enzyme kinetics
lies at the center of this procedure.

Today processes are developed first with an emphasis on
protein engineering to broaden substrate scope, and secondly
by process engineering to enable implementation. However,
it is our contention that investigation of potential processes
should be considered much earlier in the development proce-
dure, so that it is possible to use reaction engineering as a
guide for protein engineering such that biocatalytic proper-
ties match the process requirements. Indeed, without such
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guidance there is even a danger of ‘over’-engineering an en-
zyme. We believe judicious use of process engineering in con-
cert with protein engineering may ultimately prove more
effective.

With this background to the importance of kinetics, we
will in this review describe different kinetic models of en-
zymes important to synthesis and production, and describe
methods available for determination of rate laws (and associ-
ated kinetic parameters). Importantly, we will describe the
application of such models in process evaluation and design
and give a future outlook, emphasizing where they can be
used to assist the targeted improvement of the biocatalysts
themselves.

Biocatalytic process features

As described in numerous texts, chemical reaction engineer-
ing is built around the determination of a rate law (defining
the relationship of the rate of reaction with the concentration
of reactants and catalyst, under given conditions). Although
in essence the rate law is similar whether an enzymatic or a
chemical catalyst is used (e.g. Michaelis-Menten kinetics are
equivalent to Langmuir-Hinshelwood), in reality extra terms
are required in enzyme catalysis to account for reactant and
product inhibition at the extraordinarily high concentrations
required for an industrial process, compared to those found
in Nature. This added complexity needs to be built into the
rate law and becomes particularly important when multiple
reactants are used and/or products produced. Hence the rate
law may prove particularly complex and while the estimation
of macro-kinetic parameters is difficult, the estimation of
micro-kinetic parameters is in many cases impossible due to
problems of identifiability.

A second feature of enzyme reactions is that they usually
take place in the liquid phase. This means that operating a
simple continuous plug flow reactor for catalyst characteriza-
tion, is frequently limited due to high pressure drops. The
many chemical reactions that take place in a gas phase can
easily overcome such problems, due to much lower viscosities
and higher diffusion rates. Additionally, enzyme reactions in
Nature mostly take place in an aqueous environment, and
while many enzymes have the ability to work in organic me-
dia (to a greater or lesser extent), clearly the kinetics are af-
fected.>* In many cases the requirement for addition of an or-
ganic solvent is essential based on the poor water-solubility
of many of the most interesting industrial compounds. The
complex structure of an enzyme also means that the protein
is subject to unfolding under exposure to extremes of pH,
temperature, ionic strength and interfacial effects.>® In gen-
eral, conditions such as the solvent, pH and temperature will
therefore be predefined, but in principle this also provides
room for optimization, provided suitable kinetic data is avail-
able as a function of these variables. In itself this also implies
a vast space of reaction conditions.

The third important feature of biocatalysis, with respect to
reaction engineering, concerns thermodynamics. The early

React. Chem. Eng., 2016, 1, 10-22 | 11
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days of biocatalysis focused in particular on hydrolytic reac-
tions, in the presence of water. Since then we now know that
the amount of water required to maintain structure is mini-
mal (although essential) meaning such reactions can be run
26:27 Biocatalysts lowers the activation energy for
both directions of a reaction and thermodynamics deter-
mines the favourable direction. Nonetheless, it can be desir-
able to operate reactions in the unfavourable direction for
synthetic purposes. Specific products, low cost substrates or
natural substrates can be the motivator for such a direction
of reaction, but makes the process considerable more diffi-
cult to design. Substrate and consequently product pairs can
however be chosen so that the direction of the reaction will
be overall favourable. This has been shown for amine trans-
aminases®® and can also be obtained by coupling the main
reaction with enzymatic cascades.>® In cases where reactions
are operated against the thermodynamically favourable direc-
tion it is necessary to collect thermodynamic data to estab-
lish the reaction equilibrium as well as the kinetic data. Un-
like chemical catalysts where the variables of pressure and/or
temperature can be used to shift equilibrium, for biocatalysis
other methods are required such as use of an excess of a re-
actant (provided it is beneath its inhibitory threshold) and in
situ product removal (ISPR technologies).***! This also needs
consideration in reaction engineering.

For all these reasons we argue that biocatalysis is deserv-
ing of a separate treatment in reaction engineering. The vari-
ables available to improve the process metrics, as well as the
targets required, are quite different depending on whether
one develops a chemo-catalytic reaction or a biocatalytic reac-
tion. For example, the operational temperature for chemo-
catalysts can span hundreds of degrees and investigation of
rate constants can be extrapolated by activation energies to
describe this change. The different activation energies of par-
allel reactions can then be used to tune selectivity. In con-
trast, the temperature range for enzymes is rather limited
and selectivity rarely a concern.

in reverse.

Operational window for kinetic
studies

Historically and still today for biocatalysis, activity assays are
used for the investigation of enzyme kinetics. These prelimi-
nary studies include an investigation of the effect on reaction
rate of changes in temperature, pH, ionic strength, enzyme
and component concentration. The results have not always
been presented in a rate law, but have most often provided a
useful starting point for more detailed studies by fixing some
of the environmental variables such as ionic strength, pH
and temperature. Experiments have usually been carried out
by mixing all components together at the same time and
thereafter monitoring the development of the individual com-
ponent concentrations. The rate of reaction has then been
defined as either the disappearance or production of a com-
ponent over time. The initial testing of enzymes usually
includes an investigation of the linear activity/enzyme
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concentration range and the optimal pH. After this has been
established, enzyme concentration can be fixed so as to ob-
tain subsequently measured initial rates in a reasonable time
period. pH is then also fixed in accordance with the highest
activity observed, which usually also represents the most sta-
ble condition for the enzyme. Care should however be taken
here to investigate the protonation of the different com-
pounds in solution. The activity dependence on temperature
for enzymes is similar to that of chemo-catalysts. Here also
the empirical rule of a 10 °C increase in temperature
resulting in a two-fold increase in rate holds true.>> However,
with enzymes, denaturation can also occur at higher tempera-
tures, resulting in a trade-off of activity and stability - most
usually reported as an optimum temperature. The tempera-
ture at which an enzyme is fully denatured is termed its melt-
ing temperature.®® Technology for measuring this is available
and can be done either with differential scanning calorimetry
(DSC)** or the recently developed thermal shift methodol-
ogy.>® At temperatures beneath the melting temperature, de-
naturation will still occur but at a slower rate, and can easily
be mistaken for inhibition. An optimal temperature will re-
quire a minimum enzyme stability and will therefore lie sig-
nificantly below the melting temperature. In order to avoid
stability issues, experiments are therefore often carried out at
ambient temperatures similar to these in their natural envi-
ronment. After fixing the enzyme concentration, pH and tem-
perature, the concentration of the different compounds can
be investigated. To put the above analysis into perspective
the general workflow for developing a kinetic model for an
enzyme can be represented diagrammatically as shown on
Fig. 1, without the dashed processes. An overview of the dif-
ferent analysis methods are given later in the article.

The determination of the rate law is the last part of such a
workflow. Modelling chemo-catalytic reactions can be done
by fitting or testing zero, first or second order rate laws which
are relatively straight forward since these will remain con-
stant under specific conditions."”*® However, for biocatalytic
reactions, the identification of rate laws is more complex
since they display mixed order kinetics. The strategy has
therefore been to elucidate reaction mechanisms and in turn
develop models, prior to parameter estimation based on rig-
orous experimental data. Not surprisingly, the field of biocat-
alytic model construction has therefore produced several text-
books covering the common mechanisms.>”*®* Enzyme
classification has long been based on the reaction catalysed
and according to the convention of the International Union
of Biochemistry and Molecular Biology, IUBMB, an agreed
nomenclature falls into 6 Enzyme Commission (EC) groups,
each of which have a further 3 levels of sub-classes. In this
way each enzyme can be characterized by a 4 digit number
(e.g. transketolase is EC 2.2.1.1). The generalized reactions
that are carried out by these enzymes in the 6 groups are
summarized in Table 1.

The third column of Table 1 indicates the general reaction
equation of these conversions. This is important in order to
identify the basic structure of the rate law. For synthetic

This journal is © The Royal Society of Chemistry 2016


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c5re00045a

Open Access Article. Published on 13 January 2016. Downloaded on 10/16/2025 6:29:30 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Reaction Chemistry & Engineering

Reaction
selection

A 4

Look up

»| mechanism

BRENDA / Investigate

Scientific ‘M Determine .| parameter

literature analysis method space by
experiments

View Article Online

Review

Application to

> Fit model

process design

v

Enzyme
selection

A
: v
Practical
Reduce model [€--4 identifiability
analysis

Fig. 1 Proposed workflow for developing a kinetic model, here BRENDA refers to the data base.!'® The dashed line introduces statistical analysis
of the model applied.

Table 1 Enzyme commission categories with generalized reaction schemes

Group

Reaction catalyzed

Typical reaction

Enzyme example(s)
with trivial name

EC 1 oxidoreductases

EC 2 transferases

EC 3 hydrolases
EC 4 lyases

EC 5 isomerase

EC 6 ligases

To catalyze oxidation/reduction reactions; transfer of hydrogen
and oxygen atoms

Transfer of a functional group from one substance to another.
The group may be methyl-, acyl, amino- or phosphate
Formation of two products from a substrate by hydrolysis
Non-hydrolytic addition or removal of groups from substrates.
C-C, C-N, C-O or C-S bonds may be cleaved

Intramolecular rearrangement, i.e. isomerization changes
within a single molecule

Join together two molecules by synthesis of new C-O, C-S,

A+B=P+Q
A+ 0, = P+ H,0,
A+B=P+Q

A+H,0=P+Q
A=P+Q

A=P

A+B+ATP =P+

Dehydrogenase, oxidase
Transaminase, transketolase

Lipase, amylase, peptidase
Aldolase decarboxylase

Isomerase, mutase

Synthetase

C-N or C-C bonds with simultaneous breakdown of ATP

purposes, the emphasis lies with EC groups 1-4,"*>° where

typical reaction schemes involve two reactants and two prod-
ucts (with the exception of EC 4 that in the synthesis direc-
tion only has a single product). General models for EC
groups 1-3 are summarized in Fig. 2 and represent so-called
ordered, random and ping pong bi-bi mechanisms, reflecting
the order in which multiple substrates and products are
bound to or released from the enzyme complex, respectively.
Enzymes in EC group 4 will also follow these models but in a
reduced form since this group has a reaction equation with
one less specie. Examples of synthetically useful enzymes
from these different EC categories are listed in Table 2. It
is well known that the three mechanisms listed do not

ADP + Pi

represent all enzymes, and both more complex as well as sim-
pler mechanisms exist. Nonetheless, for synthetic purposes
these are the most common and further discussion will
therefore be based on the identification and parameter fitting
of these models in particular.

Mechanistic models

In cases where no mechanism has previously been deter-
mined for an enzymatic catalyst of interest, it can be deter-
mined by an inhibition study. The initial rates are studied
under the conditions where one substrate is varied while the
other is kept constant. The mechanism can hereafter be

A B P Q
A B P Q A P B Q
EAB EAB=—EPQ EA FB
E E
E EA EPQ EQ E E P F EQ E
B A Q P
Ordered Random Ping pong

Fig. 2 Cleland representation of ordered bi-bi, random bi-bi and ping pong bi-bi, substrates are denoted A and B, products are denoted P and Q,
free enzyme species are denoted E, F, enzyme complexes are denoted EA, EB, EP, EQ, EAB, EPQ.

This journal is © The Royal Society of Chemistry 2016
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Table 2 Kinetic mechanisms of different enzymes in different EC categories

View Article Online

Reaction Chemistry & Engineering

Sub EC
EC category # Reactive group Case enzyme Kinetic mechanism Ref.
EC1 Acting on
oxidoreductases
1.1 Alcohol groups Alcohol dehydrogenase Random bi-bi, ordered bi-bi, 39-41
theorell-chance
1.1 Alcohol groups Galactose oxidase Ping pong bi-bi 42
1.2 Aldehyde or oxo groups Pyruvate dehydrogenase Ping pong bi-bi 43
1.4 Amino groups Mono amino oxidase Ping pong bi-bi 44
EC 2 transferases Transferring
2.7 Phosphorous-containing Non-specific protein-tyrosine Random bi-bi 45
groups kinase
2.4 Glycosyl groups Glycogen phosphorylase Random bi-bi 46
2.1 One-carbon groups Thymidylate synthase Ordered bi-bi 47
2.3 Acyl groups Histone acetyltransferases Ordered bi-bi 48
2.6 Nitrogenous groups Transaminases Ping pong bi-bi 49-51
2.2 Carbon-carbon Transketolase Ping pong bi-bi 52, 53
EC 3 hydrolases Acting on
3.1 Ester bonds Lipase Ping pong bi-bi 26
3.2 Glycosyl bonds Amylase Ping pong bi-bi 54
3.5 Carbon-nitrogen bonds Amidase Ping pong bi-bi 55, 56
EC 4 lyases Acting on
4.1 Keto acid Aldolase Random bi-uni ordered bi-uni 57
4.3 Carbon-nitrogen Methylaspartate ammonia-lyase  Ordered bi-uni 58

identified by plotting them in a Lineweaver-Burk plot, see
Fig. 3. The relative position of the intercept depends on
whether the substrates hinder or favour one another,
resulting in an intercept above or below the abscissa, respec-
tively. Commonly, the intercept will appear to the left of the
ordinate above the abscissa. If both substrates bind indepen-

concentration of enzymatic species reaches steady state after
milliseconds of reaction. Additionally, the rate constants are
collected together in the form of equilibrium-like constants,
K, which are termed macro-kinetic constants. For example
the model for the ping pong bi-bi mechanism without dead-
end inhibition®” is shown in eqn (1)

v, [[A][B]+ [P;[Q]]
v= = - (1)
VK, [A]+VK, [B]+ ViK,, [P] LK Q1 VIAIB]+ ViK,, [A[P] LAPIQ] , VoK, [BIIQ]
’ * eq Keq KquiQ Keq KiQ

dent of one another then the intercept should lie on the ab-
scissa, indicating a random mechanism. When parallel lines
are observed, then a ping-pong mechanism is inferred. As
can be observed in Fig. 3, the enzyme is either in the form of
one or other complex (EX) or alternatively activated enzyme
(F). Experiments need to be designed such that the substrate
concentration greatly exceeds that of the enzyme. This is not
required in order to saturate the enzyme but rather to have a
negligible amount of the substrate bound to the enzyme.>
The required sensitivity of the analysis method for measuring
the different enzymatic species can thereby only be achieved
by the sensitive fluorescence methods. Aside for mechanistic
studies, for reaction engineering the inability to measure the
species restricts model fitting substantially and estimation
of micro-kinetic constants will therefore only make sense
in cases where the individual species can be measured. The
necessary simplification of the models is achieved primarily
by the steady state assumption, which states that the

14 | React. Chem. Eng., 2016, 1, 10-22

where K.q are described by the following Haldane equations
see eqn (2)

. 2
— I/f KmQ KiP — L/f KmP KiQ — KiP KiQ — & KmP KmQ (2)
“ I/II<iA]<mB I/r1<iBI<mA KiAKiB I/K K K

mA~“*mB

There are 8 degrees of freedom (DOF) in this model and
fitting it all at once without proper initial guesses and/or con-
straints is not advised. This is due to the high level of correla-
tion, explained later, where many parameter sets can be a so-
lution that satisfies the objective function. It is therefore rare
that a non-linear regression of the complete dataset would re-
sult in a global optimum. Recently, our group has published
a stepwise approach for the fitting of the ping pong bi-bi
mechanism,”" based on deriving the rate equations for the
forward and backward rates independently (eqn (3) and (4)).
The remaining model parameters are then adjusted and vali-
dated against high conversion experiments. In total, one can

This journal is © The Royal Society of Chemistry 2016
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Fig. 3 Lineweaver-Burk plots for the determination of ordered, random and ping pong bi-bi mechanisms.

expect to carry out 45-55 different experiments to have a ro-
bust platform for fitting such a mechanism.*

. VIAIIB]

forward (3)
K, [Al+ K, [B]+[A][B]

Vieverse = Vr [P] [Q] (4)
K, [P1+ K, [QI+[P][Q]

However, such a methodology is not particularly robust since
a strong correlation between some parameters exists. A
change in one parameter can therefore be compensated by
another, i.e. the parameters become unidentifiable.

In the scientific literature, makrokinetic reaction networks
with sequential, competitive or consecutive steps are models
recognized to have highly correlated parameters.®® This
causes problems with finding a global minimum for the ob-
jective function, and therefore a unique solution. The esti-
mated parameters from the previously described method rely
on “independent estimation”, first fitting the forward rate,
then fitting the backward rate and finally fitting the
remaining parameters. However, because correlation persists
further measures need be taken. Model-based design of ex-
periments (MBDOE), uses the model to design new experi-
ments which will yield information in terms of reducing un-
certainty or correlation.”®" In order for this method to be
applicable it is necessary to have a good initial guess of the
individual model parameters. The stepwise approach is cur-
rently the best way of fitting the data and thus the best
“initial-guess” available. MBDoE aims at devising experi-
ments that will yield the most informative data, in a statisti-
cal sense, for use in parameter estimation and model valida-
tion. The method applies the maximization of the Fisher
information matrix (FIM) or minimization of the covariance
matrix, which is the inverse of the FIM. The calculated experi-
mental conditions required to reach this point can then be
identified and tested. Specific, anti-correlation criteria for ex-
perimental design have been described by Franceschini
et al.®? In the case where correlation cannot be eliminated,
the parameters should be collapsed into a new variable. This
variable may lose physical meaning but, as with the case of

This journal is © The Royal Society of Chemistry 2016

the rate and equilibrium constants described previously, it is
better to have an practically identifiable model.

Methods for obtaining kinetic data

The term ‘reaction progress kinetic analysis’, coined by

Blackmond,'”*®

stresses the importance of on- or in-line
analysis to elucidate mechanisms of catalytic systems. Ideally,
this would also be routinely applied to the study of enzyme
kinetics and Johnson®® has reported an excellent case apply-
ing this to determine the micro-kinetic parameters for the
rate law of invertase and the more complex case of EPSP
synthase.®® The goal of that research was to investigate the
structure-activity relationship, which is quite different from
the process engineering objective, which is the primary target
addressed in this paper. In principle, for process design and
development all that is desired is a sufficiently accurate
model that can describe the kinetic dynamics of a biocata-
Iytic reaction. The stepwise fitting procedure presented in the
mechanistic model section is heavily reliant upon initial
rates. For this reason determination of macro-kinetic parame-
ters is probably more practical, although correlation remains
a challenge. A suitable technology and methodology for deter-
mining enzyme kinetics would therefore be very desirable.
Ideally it could be used to reliably determine initial rates
at low conversion and likewise have the possibility of
conducting high conversion experiments. Recent develop-
ments include exciting new ways of collecting data at
microscale,**®® although the associated FT-IR and Raman
spectroscopy do not yet deliver the required sensitivity. All
the methods are summarized in Table 3.

Spectrophotometric assays

Proteins and enzymes are in general detectable by UV-vis ab-
sorption spectroscopy, and can in this way be quantified, al-
though the absorption maxima of many substances, e.g., car-
bonyl groups or peptide bonds, lie in the far-UV region (122-
200 nm), which is not easily accessible. From the perspective
of synthesis, many small molecules are used which absorb in
the mid-UV region (200-300 nm). Therefore, for determina-
tion of enzyme kinetics, both the absolute absorption and
spectral changes must be considered. In fact, in many cases

React. Chem. Eng., 2016, 1, 10-22 | 15
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the spectral differences in solutions with enzyme, substrate(s)
and product(s) are not very large and only small shifts can be
observed. Even with curve resolution techniques, the quanti-
fication of small molecules proves to be very dependent upon
local calibration. Historically, this has been circumvented by
determination of the cofactor NAD(P)", which upon reduction
to NAD(P)H forms a new absorption band at 340 nm.*® This
is not only an easily accessible region but has the great ad-
vantage that the oxidized form does not absorb at this wave-
length, meaning any observed change in absorption is directly
proportional to the reaction rate. This technique is directly
applicable to dehydrogenases®**"** and these enzymes can
also be coupled with other reactions in cascades.”””> The re-
action conditions of such ‘coupled assays’ are rather complex
to ensure that the test reaction and not the ‘indicator’ reac-
tion becomes limiting. In general, coupled assays are helpful
for the determination of enzyme activity, but cannot be
recommended for enzyme kinetic studies for this exact rea-
son. In an analogous way, oxidases can be used to produce
hydrogen peroxide which can then oxidize phenol red”* or
xylenol orange’* detected at 610 and 560 nm, respectively.

Batch reactors

The slowest and most labor intensive method for collecting
kinetic data is in batch mode. However, this is also the most
robust in terms of wide applicability. Vessels can range from
micro wells to laboratory scale equipment, although vessels
are commonly chosen in the scale of a few mLs. Such reac-
tors can fit into thermoshakers and aliquots can be drawn
without affecting the reaction. The samples can then be mea-
sured off-line, most commonly by HPLC. The frequency of
sampling is usually quite high for measuring initial rates and
5-10 points can be collected within an hour. Many batch ex-
periments can be carried out in parallel and for a prolonged
time, making them ideal for the measuring of progress
curves. Here the sampling frequency is in the order of hours.

Flow reactors

More recently systems based on the principles of flow chem-
istry have been developed to ensure rapid, low-volume and
high precision analysis. This can replace many tedious and
high volume requirements of conventional analysis. Use of
flow systems implies the use of pumps and this environment
leads quite naturally towards automation. The implications
of computer controlled liquid handling can give rapid charac-
terization throughputs and cost savings. Furthermore, auto-
mated operation can remove manual errors and in principle
will give more reliable results.

Flow strategies can best be classified dependent upon how
the reacting stream is manipulated after merging of the reac-
tant and enzyme. The different types considered here are
“continuous flow” which is a non-interrupted flow from in-
troduction to waste, “stopped flow” which holds the mixture
in a chamber fit for spectrophotometric measurements and
“quench flow” which involves either physically or chemically
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stopping the reaction at the exit of the system and thereafter
analyzing the samples off-line.

Generally flow systems struggle to circumvent the problem
of laminar flow, which introduces dispersion into the system.
Dispersion elongates the flow profile and hence time re-
quired to reach steady state. This is a problem because the
concentration profile in the reactor will change over time un-
til steady-state is reached. A comparison of different perfor-
mance under non-steady state reactor conditions should
therefore only be made when the flow conditions are exactly
the same, such as constant residence time and Reynolds
number. Flow injection analysis (FIA) solves this to some ex-
tent by measuring pulses of samples. Here the distribution of
the sample is followed over time and the area of the pulse is
measured. This method is very similar to that of an HPLC
and it is calibrated likewise. What further complicates things
for enzymes are their size, which in solution translates to a
factor 100 slower diffusivity compared to small molecules
(10" to 10° m* s7').°"%* The dispersion of enzymes will
therefore be much more pronounced, meaning they are more
dispersed through the channel compared to the small mole-
cule reactants and resulting products. Homogeneity of the
pulses is therefore questionable for FIA applied to enzyme ca-
talysis. The effect of enzyme diffusion in 83-283 um wide
channels with side-by-side flow has been investigated by
Swarts and co-workers.”> A Michaelis-Menten model was
constructed for a P-galactopyranoside enzyme (Vi = 20.9
umol s g enzyme™, Ky = 1.04 mM), the model was com-
bined with a computational fluid dynamics (CFD) model. The
pure model and the CFD model were subsequently compared
to understand the effects of diffusion. Even though the enzyme
only occupies half of the reactor volume, the reaction rate was
not limiting due to the short characteristic mixing time of the
reactant. Consequently, only at high enzyme concentrations
(>1 g L") in this case would rate limiting effects be observed.
Clearly, this is very dependent on the kinetic constants of the
enzyme of interest. The investigation was assumed to have
been carried out at steady-state, and so the impact of enzyme
diffusion on non-steady state methods is yet to be described.

Microfluidic flow reactors

Developments towards carrying out chemical reactions in
flow micro-reactors has in recent years received much
attention.’* °® This can also be applied to the collection of ki-
netic data. In many cases it is likely this will replace the tra-
ditionally used flasks or stirred vessels operated in batch
mode. The small scale makes it possible to conduct experi-
ments with low material input but yielding the same degree
of information about the reaction performance. There are
three methods reported in the scientific literature used for
conducting such investigations, namely: (1) steady-state, (2)
measurements at multiple positions at steady-state and (3)
non-steady state. The measurements at non-steady-state are
made possible by reconsidering low disperse flow’® that was
originally described by Taylor'®® and Aris.'®" Low-disperse flow
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behaves similar to that of plug flow but at relatively small
flow rates. What makes this so interesting is that a plug-flow
reactor has the same integrated mass balance model as a
batch reactor. Sampling from an ideal batch reactor will pro-
vide concentration over time data and such data is exactly
what is used for kinetic modelling. Low-disperse flow reactors
can therefore also be used to obtain this type of data without
correction for flow dynamics.

Steady-state. Steady-state measurements of “continuous
flow” should represent the kinetic behavior of batch systems.
The method will generally be slower for measuring kinetics
compared to that of a batch reactor as one will have to wait
for steady-state to be attained, prior to making measurements.
Normally, operational steady state is measured as a depen-
dence on substrate or product concentration, a small drift
might be neglected but could indicate that the mass balance
of the enzyme is yet to reach steady state. Looking through the
literature this is often not considered and it is expected that
this is commonly attributed to uncertainty of the experiments.

Steady state multi point readings. Making microfluidic re-
actor designs in transparent materials offers the possibility of
probing the concentration at different locations along the
length of the reactor. These locations represent different resi-
dence times according to the flowrate and channel dimensions.
Such a combination was recently reported by Fagaschewski
and co-workers®” using IR-spectroscopy. Absorption saturation
of water was avoided by substitution with deuterium oxide.

Non-steady state. Mozharov and co-workers have devel-
oped a method in which the contents of the reactor are
quickly pushed out and measured.®® It was subsequently pos-
sible to correlate concentrations with residence times. The
Jensen group at MIT has reconsidered the low-disperse
flow,”> and investigated a method to exploit this region
further by implementing a flow ramp after obtaining steady-
state. This gradually changes the residence time of the reactor
and in this way it was possible to monitor the development of
the reaction by coupling the system to FT-IR analysis.®® The
progress curve obtained was compared to steady-state values
and thereby validated. The method has already been adopted
by others and shown to work as well coupled to analysis using
Raman spectroscopy.®®

Stopped-flow techniques

This technique has been developed for the study of reactions
in the millisecond to minutes time range. Transient kinetics
can be measured in the lower time range'®**** if the method
is in place. The system can otherwise be used to study steady-
state kinetics with the common assays as described previ-
ously. Experiments can be carried out by rapidly injecting so-
lutions into a mixing device. The liquid is then led into the
flow cell from the mixer, replacing the previous sample, the
displaced liquid then fills a stop syringe moving the plunger
towards the trigger leaf. After hitting the leaf the flow is
stopped and measurement begins. The flow cell is illumi-
nated and data is collected over time. The usual properties
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exploited are absorbance and fluorescence measurements, as
well as application of light scattering, turbidity and fluores-
cence anisotropy technologies see Fig. 4. In the absence of a
spectrophotometric method, quench flow can be applied. Di-
rectly after mixing, the solution is be chemically quenched,
which can be used to study reactions in the millisecond
range. Instead of holding the solution in an observation cell
the quenched sample is collected and analyzed elsewhere
(e.g. by HPLC).

Isothermal titration calorimetry (ITC)

In contrast to spectral methods, measurements performed
with ITC, are independent of the optical properties of the so-
lution. ITC instruments have the objective of keeping the
temperature constant in the reaction chamber, achieved ei-
ther by heating or cooling the chamber. The required energy
added or subtracted is logged and can be directly translated
into reaction rate by relating the heat flow (dQ/d¢) to the en-
thalpy change of reaction (AH,).'> From a practical perspec-
tive this is usually done with a single injection experiment
where reactant is inserted into the reaction chamber. In the
chamber it is possible to follow the burst of energy as the re-
action initiates. From this point the reaction will follow a 1st
order reaction development until the return to steady state
(zero energy flow). It is necessary to know the exact amount
of reactant converted by performing an independent concen-
tration determination. The enthalpy change of reaction can
thereafter be calculated by dividing the total heat transferred
to the measurement cell by the total number of moles of sub-
strate converted, Ngyp, converted-

=0 d
Il:l) ??dl

nsub.convened

AH =

r

The reaction rate can thereafter be determined by

yo_1 40
VAH_ dt

where V denotes the volume of the reaction chamber.

— I
I

Syringes

Static mixer

Driveram

Light source

[Cowan 1 +— 3K

Observation
cell

g Trigger Leaf

Stop syringe

Fig. 4 Concept of stopped flow methods.
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The technique of ITC is particularly potent since it can es-
sentially measure any event occurring in a reaction chamber.
This is also its problem, since dilution, binding events, inter-
action of impurities and buffer protonation effects'®® will
influence the readout. Pure formulations and materials for
experiments are therefore required to ensure accurate mea-
surements. Furthermore, dialysis of macromolecular solu-
tions is also recommended, and preparation of small mole-
cule solutions should be made from dialysate. After satisfying
the rather high entrance requirements, it is necessary to
match the energy development (rate of reaction) with the
lower and upper detection limits. The enthalpy changes for
most enzyme-catalyzed reactions range from -40 to -400 kJ
mol ", allowing reaction rates from 10 to 100 pmol s to be
accurately measured.’®” Despite the fact that ITC has been
used to measure enzymatic activity®”**°° and that the tech-
nology dates back to 1965,'°'% the method is not found to
be frequently applied in the field of enzyme kinetics. The ad-
vantage of a direct non-invasive measurement is though obvi-
ous and could be applied to a greater extent.

Application of kinetic data for process
development

A powerful tool in assessing how a process can be developed
is by coupling mass balances in a process design. This can
only be carried out if kinetic and thermodynamic models for
all the different parts of the process are available. Biocatalytic
processes most often deal with the relatively low reaction
rates prior to any biocatalyst engineering and this empha-
sizes the importance of having a reliable kinetic model. Theo-
retical evaluation is thereafter possible and requirements for
the different elements of a process can be set. In the develop-
ment of new processes one of the most difficult parts is to as-
sess where the bottleneck lies. Moreover, it is not expected
that biocatalyst engineering alone will be able to overcome
all problems in relation to carrying out reactions at industrial
conditions. Today, process engineering is most often only
carried out at the end of a protein engineering development
phase, where the biocatalyst engineer hands over the enzyme
to the chemical engineer. It would be hugely advantageous
were process engineers able to be involved earlier such that
they could obtain enzymatic kinetic data and fit the different
mechanisms (as they do for chemo-catalytic processes) prior
to setting targets for enzyme development.

Recent reviews on the application of biocatalytic
models,***""* show that models are applied to find perfor-
mance limitations, to define optimal operating conditions,
different reactor choices and compare different process con-
figurations. Example: Berendsen and co-workers™'?> combined
models of two enzymes to optimize the enantiomeric excess
as a function of conversion. Schaber and co-workers''® car-
ried out an economic assessment of a full process. It is there-
fore clear that these models can be applied to obtain this
kind of information, and from a development perspective it
is necessary to use these for identification of the bottleneck.

This journal is © The Royal Society of Chemistry 2016
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For example enzymatic reactions are often hampered by
product inhibition at high product concentrations. The intro-
duction of ISPR to the simulation could here reveal targets
for a given removal method, which would assist process engi-
neering in terms of improving the method as well as protein
engineering in terms of increasing tolerance.

Hence the input from the process engineering gives direc-
tion for protein engineering, which in turn drives a better
process. While the order of the necessary tasks in process de-
velopment is still not fixed®* it remains certain that in order
to move the field forward collaboration between chemical en-
gineers and protein engineers must be emphasized.

Discussion

Many spectrophotometric assays require alterations to the
original reaction in order to be carried out effectively. This is
can be achieved either by derivatization of the reactant with a
chromophore or by an analytical enzyme cascade. The widely
used indirect spectrophotometric assays rely on the stability
of not only the target enzyme but also the assay enzyme and
cofactors (e.g. NAD(P)H). Testing rather harsh conditions also
requires a robust assay and this should therefore be carefully
considered in the experimental planning phase. The indus-
trial development environment is rarely able to conduct com-
prehensive investigations, so both speed and resources are
important factors, driving automated and flexible methods
similar to those that have been developed for classic organic
synthesis.®>®® However, more sensitive concentration mea-
surement methods are required and preferably in the order
of 0.1 mM. The UV-vis spectrophotometer-based assays are
therefore still advantageous, and if these fail one can turn to
classic chromatographic measurements.

The microfluidic FT-IR method developed by Moore and
Jensen®® can be further developed to automatically propose
experiments in the parameter space (e.g. concentration, tem-
perature) based on the Fisher information matrix."** How-
ever, focus in the paper by Schaber and co-workers was to
have a fluid dynamic model of the reactor to circumvent the
problems of dispersion. We propose that focus should rather
be on fitting more complex models while applying the low-
disperse flow regime.”® Having this in mind one can envisage
automation of the kinetic models for enzymes. This may be
possible after the realization of a versatile and sensitive on-
line method.

The different parts of the development required could
conceivably be combined into a methodology as proposed in
Fig. 1, including the dashed processes. The theory and
methods have already been developed, but appropriate
models are yet to be produced as a basic step in biocatalytic
process development.

Conclusion

In order to find the real bottleneck for the development of a
new biocatalytic process, it is necessary to have a kinetic
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model of the reaction. The increasing interest in biocatalytic
processes and the constant change of catalysts justifies a
more streamlined development. Here, the common bi-
substrate mechanisms covering most enzymes for synthetic
purposes have been shown, the models for these can be
found in textbooks and a method for fitting them has been
presented. Methods for collecting kinetic data are available
and assays can be found for almost any enzyme. The general
methods of stopped flow, quenched flow or ITC in combina-
tion with HPLC provide an almost universal detection
method. Analytical tools coupled with microfluidics are rap-
idly developing and it can be assumed that a method for en-
zymatic systems will be available in the near future. The entry
barrier of fitting biocatalytic kinetic models is therefore
lowered, this enables others to find bottlenecks, quantify the
process problem and conduct a fast feasibility analysis of
what is at hand. In this way the application of validated
models will therefore be able to drive the field biocatalytic
process development, as a whole, forward.

Nomenclature

In this article, reactants are designated by the letters A and B
in the order in which they are added to the enzyme. Products
are designated the letters P and Q in the order in which they
leave the enzyme. Stable enzyme forms are designated E and F,
complexes between e.g. E and A are designated EA. K;_ is the
dissociation constant of EX, K, is the Michaelis-Menten con-
stant for the individual compound X. The number of kinetically
important reactants in a given direction is indicated by the
prefix or postfix uni, bi, ter and quad. A reaction with two reac-
tants and two products is therefore termed a bi-bi reaction.
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