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The use of enzymes for industrial and biomedical applications is limited to their function at elevated temperatures. The principles of thermostability engineering need to be implemented for proteins with low thermal stability to broaden their applications. Therefore, understanding the thermal stability modulating factors of proteins is necessary for engineering their thermostability. In this review, first different thermostability enhancing strategies in both the sequence and structure levels, discovered by studying the natural proteins adapted to different conditions, are introduced. Next, the progress in the development of various computational methods to engineer thermostability of proteins by learning from nature and introducing several popular tools and algorithms for protein thermostability engineering is highlighted. Further discussion includes the challenges in the field of protein thermostability engineering such as the protein stability–activity trade-off. Finally, how thermostability engineering could be instrumental for the design of protein drugs for biomedical applications is demonstrated.

1. Introduction

Enzymes are the primary catalytic agents conducting chemical reactions within cells. Enzymes’ functions have not been limited to cells but are used in a range of applications because of their favorable features such as high specificity and activity. However, natural enzymes cannot usually meet the needs of industrial conditions such as the harsh environment in chemical industries, because they are evolved to function in their native conditions. Protein engineering has revolutionized the application of naturally available enzymes for different applications and led to the development of commercially available enzymes. The aim of protein engineering is to improve different features of functional proteins, such as the stability and activity, to overcome their natural limitations. Stability engineering mainly develops longer stability at harsh conditions such as elevated temperatures, high pH values, and high concentrations of salts. In this review, thermostability engineering will be discussed, which is a special subset of protein engineering, with the focus on the engineering of proteins/enzymes to overcome the natural limitations of their stability against temperature.

Increasing the temperature by only a few degrees higher than the normal functioning temperature of proteins leads to unfolding and structural changes, and impacts their function.¹,² In addition to the structural and functional changes, the hydrophobic amino acids (AAs), normally buried inside the protein structure, are exposed to solvents and hydrophobic AAs from other proteins and form aggregates, leading to irreversible unfolding.³

However, stability of proteins at higher temperatures has always been attractive for different reasons. Heat treatment methods can be used to purify enzymes after their production within mesophilic hosts. In addition, higher thermostability of proteins is associated with their stability to other destabilizing agents such as guanidinium hydrochloride and solvents. Finally, conducting an enzymatic chemical reaction is more favorable at higher temperatures, where a lower viscosity and a higher diffusivity and solubility of the substrate can increase the reaction yield and minimize the risk of contamination by mesophilic species. In addition, understanding thermostabilizing and destabilizing factors is important not only for protein thermostability engineering (PTE) with different applications, but also to figure out the origin of genetic diseases because pathogenic missense mutations result in misfolding and destabilizing effects.⁴

The thermostability engineering of natural enzymes has been implemented by assessing their stability response to temperature changes. Such assessment for naturally occurring proteins has extended our knowledge about the thermostabilizing factors used by nature over thousands of years to evolve enzymes for adapting the ever-changing environment. There are enzymes in nature, called extro-enzymes, that can function at extreme conditions such as high salt concentrations (haloenzymes), highly alkaline conditions (alkanozymes), as well
as at high temperature and pressure.\textsuperscript{5,6} Hyper/thermophilic proteins have been isolated from both natural (such as hydrothermal vents) and industrial (such as geothermal power plants) sources.\textsuperscript{7} It is worth noting that the stable temperature of proteins belonging to hyper and thermophilic organisms is not essentially the same as their optimum growth temperature (OGT). Although most of the enzymes characterized from these organisms possess the optimal activity at temperatures around the OGT of the organism, their cell bound and extracellular proteins such as saccharidases have optimal activity at temperatures higher than the OGT of the host microorganism. For example, the optimum activity of amylopullulanase occurs at 117 °C, whereas the OGT of its hosting microorganism (\textit{Thermococcus litoralis}) is reported to be as high as 88 °C.\textsuperscript{8} In addition, to study the behavior of protein at elevated temperatures, we should consider that although the upper limit of temperature for their survival is not definitely known, biomolecules such as metabolites and AAs become unstable at above 110 °C and key stabilizing interactions within protein structures, mainly hydrophobic interactions, are significantly weakened.\textsuperscript{9} The development of accurate methods to engineer proteins viable at elevated temperatures broadens the application of enzymes considerably for different purposes.

2. Thermostabilization strategies

Different studies have been conducted to characterize the modulating factors of the thermostability of proteins. There are two primary resources of data needed to learn about thermostability: (1) naturally occurring sequences with diverse degrees of thermostability, and (2) the mutagenesis data.

Here, a set of thermostabilization strategies used by nature to enhance the thermostability of proteins is summarized. These strategies have been studied by comparing of proteins with different thermostabilities. Nevertheless, these strategies can be useful as starting points for engineering a target protein sequence to enhance its thermostability.\textsuperscript{7} It should be noted that the comparative studies cannot provide universal rules of protein thermostability modulation, given the fact that the results of the comparative studies vary among protein families. However, they can be considered as the family specific thermostability governing modes.\textsuperscript{10,11} The results of the systematic comparison have not been very successful for the thermostability assessment.\textsuperscript{12} Furthermore, hyper/thermophilic and mesophilic homologs are highly similar because: (1) typically, their sequence similarity is in the range of 40–85% or higher,\textsuperscript{13} (2) they have both superposable three-dimensional (3D) structures,\textsuperscript{14} and (3) their catalytic mechanism is the same.\textsuperscript{15} From now on in this review, the comparative results are summarized to two levels of the sequence and the structure. Our knowledge of these two analysis levels is used to design effective PTE strategies.

2.1. Sequence level comparison

Finding a correlation between the composition of AAs in protein sequences and their thermostability has been one of the primary approaches for engineering the thermal stability of proteins.\textsuperscript{16} However, the rapid growth in DNA sequencing technologies has clarified that the difference in the composition of AAs in mesophilic and thermophilic sequences is not as significant as initially expected.\textsuperscript{17} It was concluded that the thermostability modulating factors cannot be expressed only by identifying the differences in the amino acid composition.\textsuperscript{18} The first research addressing the difference between mesophilic and thermophilic sequences indicated a higher hydrophobicity and residue volume, fewer uncharged polar residues, and higher charged AAs in thermophilic proteins.\textsuperscript{18} Advances in genome sequencing technologies have been supplying more data at the sequence level for different types of microorganisms, and have, therefore, provided more statistics for comparison purposes with higher resolutions. The hydrophobic content is higher in thermophiles compared with mesophiles, which in consequence increases both the hydrophobicity and rigidity of the protein.\textsuperscript{19} In particular, isoleucine (Ile) and valine (Val) show higher frequencies in the thermophilic proteins.\textsuperscript{19,20} Although some studies indicate that glycine (Gly) has a lower frequency in the thermophilic proteins because there are voids within the protein structure,\textsuperscript{21} other reports show no difference in Gly presence in mesophilic and thermophilic proteins.\textsuperscript{22} Proline (Pro) has been demonstrated to have a higher frequency in thermophilic proteins\textsuperscript{22,23} so that an increase in Pro content has been used as a strategy to enhance protein thermostability.\textsuperscript{24} On the other hand, methionine (Met) has a lower frequency in thermophilic proteins compared to that in mesophiles.\textsuperscript{24,25} Several reports indicate that uncharged polar AAs, mainly serine (Ser), glutamine (Gln), cysteine (Cys), and threonine, are less frequent in thermophiles compared to mesophiles.\textsuperscript{19,20,22} Cys, asparagine, and Gln are known as thermolabile AAs.\textsuperscript{26} This explains their lower frequency in thermophilic proteins which minimizes the backbone cleavage, deamination, and oxidation at temperatures corresponding to thermophiles.\textsuperscript{20,25} Therefore, the following replacement preference was reported from mesophile to thermophile: Met → Ala, Cys → Ala, Trp → Tyr, Met → Leu, Cys → Val, and Cys → Ile.\textsuperscript{27} Generally, a higher frequency of charged AAs is reported in thermophilic proteins.\textsuperscript{22,28} The most common explanation for such an increase in the charged amino acid content is making the salt bridges stabilizing weak points on the protein structure against high temperatures.\textsuperscript{29–34} In a combinatorial work, the $E + K/Q + H$ ratio has been reported as an indicator for the thermostability of proteins. The protein is considered as hyper-thermophilic for the ratios above 4.5, mesophilic for the ratios below 2.5, and thermophilic for the ratios between 3.2 and 4.6.\textsuperscript{35}

A relatively higher frequency is reported for aromatic AAs in thermophilic proteins.\textsuperscript{20,22} However, it is worth noting that the difference in preference of AAs between mesophilic and thermophilic proteins vary from one protein family to other.\textsuperscript{28,36,37} In another report exploring all possible amino acid combinations, the sum of frequencies of Ile, arginine (Arg), glutamic acid (Glu), Val, tyrosine (Tyr), tryptophan (Trp), and leucine (Leu) (IVYWREL) AAs presented a correlation coefficient with the OGT of the microorganisms as high as 0.93 in 86 proteomes.\textsuperscript{38}
In addition to analysis of the amino acid composition, the coupling patterns of AAs were assessed in terms of thermostability analysis in the sequence level. Denoting the [XdZ] as the coupling between AAs X and Z with a distance d, the following amino acid patterns have been suggested to fit mesophilic proteins: [C(−4)L], [C(−3)L], [C(−2)L], [C2L], [C3L], [D(−5)T], [D(−4)T], [E(−8)T], [E(−4)T], [E1Q], [E3T], [E4T], [G(−3)Q], [K(−4)T], [K2T], and [K3T]. Similarly, the amino acid patterns of [C(−3)P], [C1P], [C3C], [C4C], [C6C], [C7C], [K(−7)E], [K(−4)E], [K3E], [K4E], and [H(−4)V] were suggested to fit thermophilic proteins.

AA physicochemical properties. A systematic analysis of the differences in 48 physicochemical properties of AAs between mesophilic and thermophilic proteins indicated that the shape factor and Gibbs free energy of the hydration for native proteins indicated that the shape factor and Gibbs free energy of the hydration for native proteins.

Occurrence of AAs on different structural regions. In a report that studied the occurrence of AAs following their solvent accessible surface area (SASA) in thermophilic proteins, a higher relative occurrence was reported for Gln and Ile at the fully exposed state; Arg, Glu, and AAs with lower solvation energy; ion pairs located on the 3/10 helix at the exposed state; flexible AAs at the partially exposed states; alanine (Ala) residues located on the 3/10 helix; Arg and Glu at the buried state; and cation–π interactions at the well-buried states. However, a lower relative occurrence was reported for Ala, Ser, and Val at the exposed state, Ser at the partially exposed state, Met at the buried state, and aspartic acid (Asp) and Gly at the well-buried state.

2.2. Structure level comparison

Comparison of protein structures provides more useful and practical help because it considers the meaningful pair and group interactions between the different classes of AAs that are physically interpretable.

Disulfide bridges. Disulfide bridges make strong interactions and can stabilize the protein by decreasing the entropy of the unfolding state.

Hydrophobic interactions. The effect of hydrophobic interactions on the protein stability via escaping from water media and forming and preserving hydrophobic–hydrophobic interactions was first shown by Kauzmann.42 The hydrophobic cores have not only been shown to be essential for the general protein stability43,44 but also as a principal stabilizing strategy for the PTE.45,46 The hydrophobicity content has also been proposed to be informative for discriminating between mesophilic and thermophilic proteins.47 As well as comparisons between mesophilic and thermophilic proteins, several mutagenesis studies proved that the protein stability could be altered significantly by mutations in the hydrophobic cores.48 Nevertheless, the mechanism of stabilization/destabilization of such mutations is not well understood.49 Some reports proposed that alteration in the stability was dependent on factors such as changes in the transfer free energy and neighboring residues in the structure.50 In particular, the loss of hydrophobicity and disturbance of the well packed core residue side chains have been suggested to contribute in destabilizing the mutations in the hydrophobic cores.50 Many experimental and theoretical works have also addressed the effect of mutation size from the small to large (and vice versa) substitution.44,49,50 It was indicated that both the large to small (i.e., by introducing cavities)48,52 and small to large (i.e., by introducing unfavorable contacts)48,52 mutations could result in protein instability. Mutations should make specific interactions and optimize a hydrophobic core, thus the “small to large mutations” strategy cannot be used as a universal rule. However, L to I mutation usually do not show alteration in the protein stability.53 This could reveal the importance of side chain hydrophobicity versus packing.53 To gain more insight into the thermodynamics, ΔΔG of the substitution of a hydrophobic core member was correlated with features of hydrophobic cores such as the local packing density,44 structural perturbations in neighboring atoms,44 and the number of neighboring methyl and methylene groups.55 However, whereas this approach is effective for several specific proteins, the generalization of these correlations was shown to be difficult.44 Somewhat simpler correlations between ΔΔG and features of hydrophobic AAs and the consequent cavities and interactions cannot be simply generalized to all other protein families.44 Besides experimental studies, computational techniques have also been utilized to address the effect of hydrophobic core mutations on the protein thermostability.56

Packaging. Although better packing has been shown to contribute to the thermostability enhancement,57 the role of packing of the interior and exposed residues is still under debate. Whereas Pack and Yoo58 found no distinct difference between packing of exposed residues in mesophilic and thermophilic proteins, Glyakina et al.59 recently showed that the exposed residues are more closely packed in thermophilic proteins than in mesophilic ones.

Aromatic interactions. The contribution of aromatic interactions in the protein folding and stability is significant and has been discussed for a long time.60,61 Different forms of aromatic interactions have been detected including π–π, cation–π, ary–sulfur, and carbohydrate–π interactions.62 The cluster formation of two or more aromatic AAs has also been shown to be prevalent with a significant role in protein stability.63,64 For Phe–Phe interactions on locations i and i + 4 of a helix, a free energy of −0.1 to −0.8 kcal mol−1 is reported, which is the greatest among π–π interactions,64,66 and is almost the same magnitude as hydrophobic interactions such as Leu–Tyr67 or Phe–Met.68,69 The stability effect of Phe–Phe interaction also depends on its location on the protein structure, showing more stabilizing impact on the C-terminus compared to the central regions of a helix.66 Aromatic clusters are also required for well folded hairpin structures.70,71 In fact, Phe–Phe interactions are among the most abundant cross-stand pair interactions on β-strands72 and are suggested as key interactions in the formation of amyloids.73 Trp–Trp cross-stand pair interactions on a beta-hairpin such as tryptophan zipper (TrpZip) strongly increase the stability to exhibit a melting point temperature (Tm) of up to 78 °C.74 Aromatic interactions have also been utilized for inducing specificity in folded protein structures, showing...
features such as a narrow thermal denaturation range. However, the cation–π-interaction tendency has been reported to have a wide range of −0.8 to −1.2 kcal mol$^{-1}$ for Trp–His with almost no stabilizing effect on the protein structure for Phe–Lys/Arg interaction.

**Salt bridges and hydrogen bonds.** Stronger networks of salt bridges and hydrogen bonds play a central role in the higher thermostability of hyper/thermophilic proteins compared to mesophilic proteins. It has been suggested that the salt bridges are not the driving force of the protein folding and stability because there exists a limited number of these bridges in the protein structure that are not highly conserved. However, other researchers have indicated a significant stabilizing role for salt bridges. For T4 lysozyme, the stabilizing effect was calculated to be around 3–5 kcal mol$^{-1}$ for a single salt bridge. Although salt bridges have a positive effect on the thermostability they do not have a principal role. Furthermore, a larger number of salt bridges are not able to explain the increased number of the positively charged residues compared to the negatively charged ones. It is argued that the number of charged AAs in thermophilic proteins increases in order to make more salt bridges. However, this needs further discussion and more detailed investigation. It is suggested that the surface charged residue interactions with solvent molecules at higher temperatures increase the stability. In addition to the effect of solvent interaction, a “negative design” is suggested to explain why the charged AAs are present more in hyper/thermophilic organisms, whereas they do not necessarily form salt bridges. A negative design means that during the evolution, proteins are selected in a way that partially unfolded states are less favorable because of the clustering of residues with identical charges with a consequent repelling effect.

**Prolines and decreasing the entropy of unfolding.** The reduction in entropy of the protein unfolding is suggested to act as one stabilizing factor. Whereas Gly has the highest conformational entropy, Pro has limited conformational states, leading to a lower conformational entropy. Therefore, Glu → Pro is expected to enhance the stability of proteins. This technique has been used in other studies. The most significant stabilizing effect has been reported for mutations located on turns or the N caps of helices. However, this kind of mutation has less stabilizing effect if it introduced unfavorable interactions or removed favorable interactions such as H-bonds.

**Inter-subunit interactions and oligomerization.** Ion pairs and hydrophobic interactions have been shown to enhance the thermostability via inter-subunit interactions.

**Helix dipole stabilization.** Helix dipoles are shown to be effective on the protein stability. Locating the negatively charged residues close to the N-terminal, and the positively charged ones close to the C-terminal of helices is shown to have a stabilizing effect.

**Docking of the N and C termini, and anchoring of loose ends.** Protein N and C terminals and loops show the highest B-factors. Therefore, stabilizing these regions with the rest of the protein via H-bonds and ion pairs can result in thermostabilization of the protein. For loops, shortening the loop length is another strategy for thermostabilization.

---

**Metal binding.** Binding of metal ions is also shown to alter the thermostability of proteins.

**Extrinsic parameters.** Although hyper/thermostable proteins are inherently stable at elevated temperatures, some environmental factors such as salts and substrate can increase the thermostability of intracellular enzymes.

**Secondary structure propensity.** The secondary structure propensity of AAs is also suggested to affect the protein thermostability. However, such a relationship is not supported by all the reports.

---

**2.3. Quantification of protein thermostability**

The thermostability of proteins is addressed by measuring the thermodynamic and kinetic stabilities. The thermodynamic stability is usually expressed by the unfolding free energy (ΔG) of proteins and their Tm, whereas the kinetic stability is expressed by the half-life time (t1/2) for enzymes at a specific temperature. The unfolding free energy is typically reported to be between 5 and 15 kcal mol$^{-1}$ for globular mesophilic proteins at 25 °C. There is a small difference between the unfolding free energy of hyper/thermophilic and mesophilic homologs, which is typically between 5 and 20 kcal mol$^{-1}$. However, mutations in enzymes with change in Gibb's free energy (ΔG) of 3 to 6.5 kcal mol$^{-1}$ may increase the melting temperature up to 12 °C. Theoretically, there are three approaches for increasing the thermodynamic stability of proteins by manipulating the ΔG–T curve: (1) shifts towards higher ΔG, (2) shifts towards higher T, and (3) flattening. Different combinations of these three approaches are used by hyper/thermophilic proteins to achieve a higher thermodynamic stability although the most common approach is the shifting of the curve towards higher ΔG values.

---

**3. Protein thermostability engineering**

Although the reaction rates, in general, double by increasing the reaction temperature by 10 °C (Q10 rule), hyper/thermophilic and mesophilic homologous enzymes usually have the same activity at their corresponding physiological conditions. Nevertheless, the observation of lower catalytic efficiency of hyper/thermophilic enzymes, compared to mesophilic, at mesophilic conditions has strongly suggested that there is a trade-off between the activity and thermostability. A number of protein engineering studies showed the possibility of increasing the thermostability without compromising the activity.

Traditional experimental methods particularly the random mutations method have been employed to engineer proteins with low thermostability. Given the improvement in the knowledge about proteins, specifically the difference between categories of thermostability, computational techniques nowadays contribute to improve the thermostability. In this section, some commonplace experimental methods are introduced and because this review is mainly devoted to exploring in silico methods, the computational methods are investigated in depth.
3.1. Experimental methods for protein thermostability enhancement

The stabilization of proteins has usually been conducted via genetic protein engineering (by introducing appropriate mutations) or chemical modifications.\textsuperscript{105} Site-specific mutations are usually used when the structure of the protein is known. However, for directed evolution techniques,\textsuperscript{106,107} the structure of the target protein is not needed.\textsuperscript{108,109} In addition, the extension of the protein via N- or C-terminals using a random peptide technique to improve the thermostability of proteins can also be used.\textsuperscript{110,111}

Chemical modification techniques do not introduce any mutation. These techniques have been considered less during the last decade compared to genetic strategies.\textsuperscript{112} The proteins of interest can be chemically altered by the covalent attachment of proteins to water soluble polymers.\textsuperscript{112} Alternatively, the surface of the protein can be chemically modified using chemical groups. For example, the side chains of surface lysines were modified using citraconic anhydrides and as a consequence, the lysines with positive charges were replaced with carbosyl groups with negative charges.\textsuperscript{111} The details of these experimental techniques have been reviewed elsewhere.\textsuperscript{114,115}

3.2. Computational protein thermostability engineering techniques

Because the experimental methods used for studying the protein stability are usually costly and time-consuming, computational techniques are appropriate alternatives to predict the function and activity of proteins.\textsuperscript{116} The most common computational technique used for the engineering of protein thermostability is called rational engineering. In this method, a hot spot should be first detected in a protein structure, followed by engineering an appropriate mutation to improve the thermostability. Hot spots could be mechanically weak regions on the structure, detected by B-factors or molecular dynamic (MD) simulations, or cavities within the protein structure composed of hydrophobic residues. Stabilizing substitutes can stabilize the hot spots by either making salt bridges or improving the hydrophobic cores. The comparison studies are considered to be the origin of the methods that can improve the stability such as introducing a salt bridge at the appropriate point on the structure. Alternatively, the concept of stability predictors introduces another category of computational methods for thermostability engineering.

Sequence-based engineering. All the analyses presented in previous sections were based on knowledge about the structure of the protein of interest. However, for a lot of (interesting) protein sequences, there is no structure available. However, there are plenty of characterized and annotated protein sequences available in public databases. Therefore, any analytic tool that can provide hints about the enhancement of the thermostability of proteins out of such a big collection of information would be of great interest.\textsuperscript{117} As an alternative to structure-based engineering, sequence-based engineering, known as data driven engineering, has recently been attracting attention. Specifically, advances in DNA sequencing technologies and an increasing number of characterized protein sequences have made this approach more attractive.\textsuperscript{118}

This approach uses all the available homologous sequences to propose thermostabilizing mutations.\textsuperscript{118}

Consensus concept. To extract thermostabilizing mutations out of homologous sequences, the consensus concept (CC) was introduced and has been used in many studies as the primary sequence-based PTE technique.\textsuperscript{119-127} This method has been applied successfully for different proteins including phytases,\textsuperscript{118} repeat proteins,\textsuperscript{109-111}\textsuperscript{113} β-lactamase,\textsuperscript{114} endoglucanase,\textsuperscript{122} fibronectin type III (FN3) domains,\textsuperscript{135} fluorescent proteins,\textsuperscript{136} penicillin G acylase,\textsuperscript{137} glucose dehydrogenase,\textsuperscript{138}\textsuperscript{30} and L-α-amino ester hydrolases.\textsuperscript{139} The logic behind this method is simple: using a multiple sequence alignment (MSA), non-consensus residues are substituted by consensus ones.\textsuperscript{118} This method was first introduced by Pantoliano et al.\textsuperscript{140} and a few years later Steipe provided a statistical explanation by making an analogy to the thermodynamic canonical ensemble.\textsuperscript{141,142} The number of sequences is not important in this method. A successful PTE has even been reported using four sequences.\textsuperscript{142,143} Because the functional residues essential for the protein folding and enzyme activity belong to the consensus pool,\textsuperscript{144} this method does not compromise the stability and catalytic activity.\textsuperscript{126,144,145} Furthermore, the thermostabilized proteins that are engineered by this approach have shown enhanced stability against water miscible organic solvents and the high concentration of kosmotropic and chaotropic salts.\textsuperscript{125}

However, the CC method does not guarantee that all the proposed individual mutations can increase the thermostability. Reports indicate that the mutations suggested by the CC method are usually composed of stabilizing, neutral, and destabilizing mutations, which eventually counterbalance each other and produce an overall stabilizing effect.\textsuperscript{120,121,124} Nevertheless, removing the destabilizing mutations has been shown to increase the thermostability.\textsuperscript{118,122,145} Therefore, it is important to formulate strategies to refine the CC results and more precisely detect stabilizing and destabilizing candidates among the proposed set of mutations. In the next sections, three CC refinement methods that have been used by different groups will be introduced.

Analysis of residues’ coupling. An important assumption behind the CC method is that the functions of AAs in all the positions are independent, whereas in reality, this is not true because residues interact to form the optimum structure and work cooperatively to gain the overall required functions.\textsuperscript{146} Studies on indole-3-glycerol phosphate synthase and anthranilate phosphoribosyltransferase enzymes confirm that positions on the protein that are highly correlated with other sites are important for protein stability and function\textsuperscript{147} and the mutation of such positions should be omitted from the library. For example, Sullivan et al. found that mutation of the coupled location to other residues were less likely to stabilize the protein in triosephosphate isomerase from \textit{Saccharomyces cerevisiae}.\textsuperscript{148,149} They suggested the removal of statistically correlated sites as an effective strategy to eliminate destabilizing mutations from the library.\textsuperscript{148} However, it is worth noting that the analysis of the AA coupling needs big MSAs and this can
limit the application of this method for those protein families with a limited number of sequences.127,146,149

Comparing sequences with higher thermostability. There are a few reports which describe taking advantage of comparing the thermostability of target proteins with their thermophilic homologues.104,150 The primary benefit of this method underlies the fact that the target protein is compared with the known thermally stable sequences, which results in mutations with a higher chance of thermostability enhancement. In addition, the sequences extracted from the thermophilic species are tolerant to a set of harsh conditions, where the high temperature is only part of it. Therefore, the mutations found through this method are expected to improve not only the thermostability but also the resistance to other harsh conditions such as intense pH. Nevertheless, this approach suffers from shortage of the number of species isolated from hyperthermophilic regions compared to mesophiles.104,150,151

Structure-guided CC. For further refinement of CC results and to increase the chance of selecting thermostabilizing mutations, the rational analysis of the protein structure is one of the most popular approaches,119,120 specifically for a target sequence with a few available homologues or low sequence identities.117–119,122 This method has been applied successfully for enzymes such as penicillin G acylase,157 glucose dehydrogenase,138 α-amino ester hydrodases,139 and pullulanase132 with a higher rate of thermostabilizing mutations detection compared to the conventional CC method. In all these studies, after building a mutation library using the traditional CC method, the function or stability disturbing mutations were eliminated using the following procedure. First of all, to decrease the risk of mutation on the function and activity of the proteins, mutation sites should be far away from the important residues such as those located at the active sites (6–10 Å away). Then, to preserve the secondary structure of the protein, the secondary structure propensity should be taken into account. For example, helix destabilizing substitutions were eliminated from the list of mutations. Finally, mutations that could disturb the existing salt bridges or hydrogen bonds were eliminated from the list. As an example, Polizzi et al.137 decreased the number of mutations from 109 to 21 mutations using this method. Further complementary analysis can be added to this procedure for further refinement of the results using available experimental data such as B-factor analysis, analysis of the water-exposed surface, subunit interactions, and Ramachandran plots.114,119,122

Structure-based engineering. At high temperatures, mechanically weak regions of proteins are the most likely unfolding initiators. Therefore, locating these fragile regions and strengthening them by appropriate mutations has been widely used for the PTE.153–166 In this approach, first, the weak points are found on the protein structure by flexibility/rigidity analysis and then strengthened by genetic modifications such as adding salt bridges,163,165 introducing disulfide bridges,163,165 or incorporating Pro residues.154,166–169

B-factor analysis. From the data available for proteins with known 3D structures, characterized using X-ray crystallography, the relative flexibility of atoms on the protein structure can be studied by looking at their B-factors. The B-factor analysis of crystallographic structures has been used in several thermostability engineering studies.124,154,170–172 The B-values may vary significantly between proteins depending on the structural refinement and the crystal quality. To select the best 3D structure for the protein B-factor analysis, high-resolution structures without any molecules attached to the protein with the minimum number of non-resolved residues should be considered.172 In cases with several available Protein Data Bank (PDB) files for a protein or different subunits of an individual protein, it is possible that different structures present different B-factor scales. Therefore, for making the comparison possible between different PDB files, the B-factors should be taken from the BDB database174 or standardized using algorithms such as B-FITTER.175

The B-factor of the CA atom of a residue is usually considered as the representative of the residue and is used to find the most flexible residues or regions on the protein structure. However, the measured B-factors belong to the crystal state of the proteins and the crystal packing affects the dynamic information extracted from the B-factors. Therefore, the B-factor does not represent the dynamics of protein residues in solution.104 In addition, the crystallographic data are measured at temperatures around 110 K under which the protein may not essentially represent the physiological state.176

Molecular dynamics (MD) simulations. Whereas the experimental investigation is challenging for studying phenomena such as protein folding and unfolding, MD simulations have been very helpful. The protocols and applications of MD simulations are detailed elsewhere.177,178 MD simulations have been used for analysis of the unfolding pathway of proteins at temperatures higher than the working physiological temperature to study the thermostability affecting factors and detecting the weak points.151,154,179,180 The MD method is the most widely used computational technique for thermostability analysis and engineering of a variety of enzymes including lipases,181–183 esterases, 184,185 α-amylases,186 amidases,187 xylanases,186,187,188 adenylate kinases,189 adenylsuccinate synthetase,190 carboxylesterases,191,192 xylene isomerase,193 β-fructosidases,194 phytases,195 and ligases.104 MD simulations for the thermostability analysis usually consist of a sequence of steps. First, a 3D structure of a target protein is prepared. The structure is characterized using nuclear magnetic resonance spectroscopy or X-ray crystallography, and if not available, generated using homology modeling. After addition of explicit water molecules and neutralizing ions to the system, the energy minimization is used to remove atomic clashes. Then, the system is equilibrated at room temperature. Finally, the production simulations are run at room temperature or higher temperatures and the trajectory is saved over time for use in the subsequent analyses for example, flexibility analysis. The length of simulations varies in the range of 2–100 ns depending upon the nature of the protein and the computational power.196 The time step is usually set to 2 ps in typical biological systems. However, to prevent the unforeseen protein collapse at higher temperatures it is more effective to set it to 1 fs.104,152 In some studies, simulations are run and analyzed only at room temperature.
calculate the B-factor using root mean square fluctuations (RMSF) and to determine the overall flexibility of the protein using the root mean square deviation (RMSD).\textsuperscript{163,197} However, in the majority of MD simulations for the thermostability analysis, simulations are run at different temperatures ranging from 298 K to 600 K.\textsuperscript{151,154,179,180} An important advantage of MD simulation is that the flexibility analysis is not only possible for individual residues but also for a sub-domain of the protein. Such sub-domain analysis is not feasible using the B-factor analysis.\textsuperscript{199,202} For example, using MD simulations, Wang et al.\textsuperscript{201} detected an susceptible to unfold loop region that was stabilized by mutations, leading to the thermostability improvement. In addition to targeting the hot-spots for the PTE, MD simulations have also been used to understand the thermostabilizing factors and mechanisms. It is implemented by studying the flexibility, secondary structure, hydrogen bonds, salt-bridges, SASA, RMSF, RMSD, metal ion binding sites, and radius of gyration at different temperatures for the thermo-resistant proteins and mutants.\textsuperscript{153,182,195,196,198–201}

Different MD simulation packages such as NAMD,\textsuperscript{202} GROMACS,\textsuperscript{203} CHARMM,\textsuperscript{204} or Amber\textsuperscript{205} have been used for thermostability analysis and engineering studies. However, thermosensitive analysis using MD simulations can only find hot spots, which are usually located on the surface of a protein. They cannot provide useful information about clusters of hydrophobic residues that are usually buried inside the protein structure. These hydrophobic residues are the key for protein folding and preserve the stability.

The thermostability simulations addressed previously have been categorized as atom simulations meaning that all the atoms in the system including the protein and solvent, which usually make up the biggest portion of the system, are included. The incorporation of such a large number of particles in a system causes limitations in the simulation time length (usually less than 100 ns for thermostability simulations) and does not allow phenomena that may happen at longer time scales to be observed. Coarse-grained (CG) force fields can be utilized to tackle this limitation. In CG models, a group of atoms are represented by a single particle and can significantly decrease the number of particles that are subjected to the simulation. CG models lead to longer simulations with more sampling of protein dynamics and the exploration of the thermal unfolding process. Although several studies have used atomic MD simulations, the use of the CG model is rarely reported in the field of thermostability analysis and engineering.\textsuperscript{206} Kalimeri et al.\textsuperscript{206} used a CG model called optimized potential for efficient protein structure prediction (OPEP) to study the thermostability of a protein for hundreds of nanoseconds. They showed that the number of sub-states visited by the hyperthermophilic one is larger compared to the mesophilic homolog. They also showed slower dynamics with more resilient behavior against the temperature increment. There is still a lack of evidence about the successful performance and application of CG models for thermostability studies. New CG force fields need to be tested for different proteins.

Constraint network analysis (CNA). Constraint network analysis (CNA) runs rigidity/flexibility analysis, models thermal unfolding, and computes the local and global stability indices. This method uses a simplified representation of protein residue interactions and could be used as an alternative to MD simulations that may take much time and computational resources.\textsuperscript{207–209} However, as far as is known to the authors, this method was rarely used in thermostability studies.\textsuperscript{210}

Floppy inclusion and rigid substructure topography (FIRST). The FIRST algorithm represents the protein structure as a set of constraints over covalent bonds and angles, hydrogen bonds, and hydrophobic interactions, and further uses the constraint analysis to identify the rigid and flexible regions.\textsuperscript{211} Although the FIRST algorithm has shown successful results for the flexibility prediction for some proteins,\textsuperscript{212–214} more protein families should be tested by this technique to assess its performance.\textsuperscript{173,215}

Although algorithms such as FIRST and CNA are much faster than MD simulations for the detection of flexible and rigid regions on the protein structure, they are simplified methods and do not take into account important details such as the effects of explicit solvent molecules and long range electrostatic interactions that are considered in the atomic MD simulations. Such differences can result in differences in the measured flexibilities calculated using simplified methods and MD simulations.\textsuperscript{216}

Disulfide by design. This program uses energy and geometry constraints, extracted from known protein structures containing disulfide bonds, to locate potential sites for Cys substitutions leading to the formation of the disulfide bond.\textsuperscript{217} This algorithm has been used in several studies not only for the thermostability analysis of thermophilic proteins\textsuperscript{218} but also for protein engineering to improve the thermostability.\textsuperscript{219–223}

Rosetta design. This program finds the sequences of AAs that can fit into a given protein structure with optimal packing, hydrogen bonding, and hiding of hydrophobic residues. The program uses the Monte Carlo optimization and simulated annealing to search the possible sequence space.\textsuperscript{224} It also contains a package to estimate changes in the protein stability via single and multiple mutations.\textsuperscript{225} The Rosetta design has been used to find stabilizing mutations for weak points detected using either MD simulations\textsuperscript{226} or B-factor analysis.\textsuperscript{228,210} Korkegian et al.\textsuperscript{226} showed that this program can be utilized without a weak point detection step for further thermostabilization of the proteins.

Databases. The databases play a crucial role in the design and evaluation of engineering algorithms and tools by providing the needed data.

ProTherm. ProTherm is the most frequently used database for design and assessment of the stability change predictors for proteins. ProTherm contains numerical values for thermodynamic parameters for protein unfolding including changes in Gibbs free energy ($\Delta G$), heat capacity ($\Delta C_p$), enthalpy ($\Delta H$), and melting temperature ($\Delta T_m$) and their changes upon mutations. Based on the latest update, it contains 12 561 single, 12 561 double, and 1132 multiple mutations extracted from 1902 references for 1040 proteins. ProTherm\textsuperscript{227} has been used to design several prediction algorithms and tools including FoldX,\textsuperscript{228} Prethermut,\textsuperscript{229} PoPMuSiC,\textsuperscript{230} iPTREE,\textsuperscript{231} FQ-STAB,\textsuperscript{232}
WET-STAB, AUTO-MUTE, CUPSAT, MUpro, and I-Mutant. However, for developing stability predictors that are based on machine learning techniques, one should be aware that the majority of available experimental data are biased. Whereas there are abundant data for some frequently occurring substitutions (such as X → Ala, where X can be any of the other 19 AAs), the accumulated data is very limited for some substitutions. In addition, the majority of the reported mutations in a database such as ProTherm (around 70%) are destabilizing which causes another bias, answering the question: “why is the accuracy of prediction of the de-stabilizing mutations higher than that of stabilizing mutations”.

DSDBASE. DSDBASE together with AnalyCys are databases that provide information not only for native disulfides on proteins but also for the residue pairs that can stereochemically form disulfide bridges. This database can be used for PTE by introducing disulfide bridges for the analysis of native disulfide bonds in the database, if available, or by mutating the suggested locations on the target protein structure.

MODEL. MODEL is another database that provides MD simulation trajectories for different proteins. Currently, it contains simulations for 1595 structures covering around 40% of the PDB protein structures with the probability of observing results by chance (p-value) of less than 10^{-3}. One can use this database for flexibility analysis without running expensive MD simulations.

3.3. Stability predictors

The main feature of predictors is that only the information needed about the protein is its sequence or structure. Although there are predictors that are based on the protein sequence, their accuracy is less than the structure-based predictors. However, even the structure-based predictors still suffer from limited accuracy. This, together with the fact that they do not provide sufficient rationalization for the thermostability analysis (specifically machine learning based predictors), makes them difficult to use for thermostability engineering with high confidence. For an efficient engineering of proteins, predictors are needed that can accurately predict the effect of any mutation on stability of the protein, preferably with a reasonable answer to the question of “why the mutation makes the protein thermostable or thermo-unstable”. Such predictors can also be helpful for better understanding the mechanisms underlying genetic diseases.

Different computational tools have been developed to predict the effect of single or multiple mutations on the protein stability by predicting the difference in the free energy of unfolding or the ΔG_m between the wild type and the mutated protein. Such computational methods can be classified into two groups: methods that use energy functions and methods that utilize the machine learning approach.

Table 1 presents a list of available predictors. In a systematic evaluation of several stability predictors upon the mutations, Potapov et al. compared CC/PBSA, EGAD, FoldX, I-Mutant2.0, Rosetta, Hunter, and combinations of them to predict the effect of 2156 mutations on the stability of proteins. Interestingly, the results showed that even the combination of methods did not significantly enhance the power of predictions. In another study, Khan and Vihinen showed that I-Mutant (utilizing protein structure information), D-Mutant, and FoldX gave the most reliable results with almost similar accuracies. However, it is worth noting that even for these three predictors, the accuracy level was moderate (60%), and designing tools with a higher accuracy are still challenging. Both these studies suggest that there is still opportunity for the development of more accurate stability predictors.

4. Challenges of thermostability engineering

4.1. Absence of a protein structure

Many of the rational PTE methods need the 3D structure of the target protein. In other words, without knowing the protein structure the existing valuable tools cannot be used for protein engineering purposes. However, for most of the protein sequences available, there is no structure available in the sequence databases. To overcome this problem, two approaches are applicable: using the structure prediction methods and using sequences for the prediction of structural features such as flexibility.

Over the years, many algorithms have been developed for protein structure prediction, and these have been comprehensively reviewed elsewhere. Among the protein structure prediction methods, homology modeling is one of the most popular methods used in several thermostability analysis and engineering studies. In homology modeling, a 3D structure is generated for a target sequence using the structure of its homologous sequence(s) and packages such as SWISS-MODEL and Modeller.

The constructed structure can then be used as the starting point for the PTE, for analysis of mutants of the target protein to identify the mechanisms of thermostabilization or for studying the origin of the thermostability for hypertherophilic proteins.

In cases with no available structure among homologous sequences, it is possible to predict the contact maps using the sequence alignment of homologs. The knowledge about the contact maps is very important, specifically for the detection of hydrogen bonds, salt bridges, and hydrophobic cores. In addition to the contact map prediction, other methods and algorithms have been developed to predict the specific structural features of a given sequence. For example, it is possible to determine the flexibility of residues only using the sequence of residues for detecting the potential weak points, predicting the secondary structure, for considering the secondary structure’s propensity for thermostability engineering, and predicting the disulfide forming residues on the protein sequence.

4.2. The stability-activity trade-off and flexibility/rigidity of enzymes

Enzyme function modulating mutations are reported to be destabilizing in general. The effect of mutation on the protein can be dramatic, first for catalytic residues, then for substrate...
binding residues, and finally for surface residues with a non-adaptive evolutionary change. The arrangement of active site residues is naturally unfavourable because they are usually charged or polar when located within hydrophobic clefts, and they often have unfavourable backbone angles. Therefore, a mutation in catalytic residues often arises with a significant stability increment and at the same time, sacrificing the original function or activity. Wang et al. and others have shown that the mutations resulted in new functions are usually destabilizing. Nevertheless, it is necessary to remember that most mutations are destabilizing, whatever the functional/catalytic role of the residues.

The extensive experimental data have suggested that mesophilic enzymes are more flexible than their thermophilic homologues at ambient temperatures. Thus, the direct correlation between the rigidity and thermostability has been the primary working hypothesis so far, confirmed by the MD and B-factor analysis. However, this hypothesis is not supported by some other studies which state that the stability and rigidity are not necessarily correlated. The enzymes with a higher activity than thermophilic homologues are expected to combine the local flexibility of their active sites (responsible for their higher activity) with a higher overall rigidity (which is the origin of their higher thermostability).

The thermophilic enzymes have a lower activity around ambient temperature when compared to psychrophilic enzymes. The higher activity of enzymes has been linked to their higher flexibility of active site residues during their evolution and this may cause unfavorable geometry and interactions. Such flexibility in the active site results in the effective transition state binding and subsequently reduces the activation energy barrier. However, the stability of active site is optimized in thermophilic homologues at the cost of activity. Following the transition state theory, there are two possibilities for increasing the activity of an enzyme: decreasing the activation enthalpy change (ΔH) or increasing the activation entropy change (ΔS). Structurally, the decreased flexibility of active sites in thermophilic proteins can be related to the ΔH increment by considering the increased number of thermodynamically favorable interactions such as salt bridges and hydrogen bonds. On the other hand, the higher flexibility results in a bigger population of conformational states and therefore a higher ΔS.

It is also possible to improve the thermostability and catalytic efficiency simultaneously or at least keep the catalytic activity close to its original state. Such evidence helped to elucidate the next generation of in silico protein engineering tools and algorithms: simultaneous improvement of

---

### Table 1  Protein stability change predictors upon mutations

<table>
<thead>
<tr>
<th>Name</th>
<th>Input</th>
<th>Mutation</th>
<th>Method</th>
<th>Website address</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FoldX</td>
<td>Str.</td>
<td>Single/multiple</td>
<td>PE</td>
<td><a href="http://foldxsuite.crg.eu/">http://foldxsuite.crg.eu/</a></td>
<td>228</td>
</tr>
<tr>
<td>Prethermut</td>
<td>Str.</td>
<td>Single/multiple</td>
<td>ML</td>
<td><a href="http://www.mobioinfor.cn/prethermut">http://www.mobioinfor.cn/prethermut</a></td>
<td>229</td>
</tr>
<tr>
<td>MLI</td>
<td>Str./Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://www.prc.boun.edu.tr/appserv/prc/mls/server.php">http://www.prc.boun.edu.tr/appserv/prc/mls/server.php</a></td>
<td>330</td>
</tr>
<tr>
<td>PoPMuSiC-2.0</td>
<td>Str.</td>
<td>Single</td>
<td>PE</td>
<td><a href="http://babylone.ubl.ac.be/poppmusic">http://babylone.ubl.ac.be/poppmusic</a></td>
<td>230</td>
</tr>
<tr>
<td>iP TREE-STAB</td>
<td>Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://bioinformatics.myweb.hinet.net/iptree.htm">http://bioinformatics.myweb.hinet.net/iptree.htm</a></td>
<td>231</td>
</tr>
<tr>
<td>WET-STAB</td>
<td>Seq.</td>
<td>Double</td>
<td>ML</td>
<td><a href="http://bioinformatics.myweb.hinet.net/wetstab.htm">http://bioinformatics.myweb.hinet.net/wetstab.htm</a></td>
<td>233</td>
</tr>
<tr>
<td>AUTO-MUTE</td>
<td>Str.</td>
<td>Single</td>
<td>PE</td>
<td><a href="http://proteins.gmu.edu/automute">http://proteins.gmu.edu/automute</a></td>
<td>234</td>
</tr>
<tr>
<td>CUPSAT</td>
<td>Str.</td>
<td>Single</td>
<td>PE</td>
<td><a href="http://cupsat.tu-bs.de">http://cupsat.tu-bs.de</a></td>
<td>235</td>
</tr>
<tr>
<td>MU pro</td>
<td>Str./Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://www.igb.uci.edu/servers/html">http://www.igb.uci.edu/servers/html</a></td>
<td>236</td>
</tr>
<tr>
<td>I-Mutant</td>
<td>Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://folding.biofold.org/i-mutant/i-mutant2.0.html">http://folding.biofold.org/i-mutant/i-mutant2.0.html</a></td>
<td>237</td>
</tr>
<tr>
<td>SDM</td>
<td>Str.</td>
<td>Single</td>
<td>PE</td>
<td><a href="http://www-cryst.bioc.cam.ac.uk/~sdm/sdm.php">http://www-cryst.bioc.cam.ac.uk/~sdm/sdm.php</a></td>
<td>331</td>
</tr>
<tr>
<td>mCSM</td>
<td>Str.</td>
<td>Single</td>
<td>Graphs</td>
<td><a href="http://structure.bioc.cam.ac.uk/mcsm">http://structure.bioc.cam.ac.uk/mcsm</a></td>
<td>332</td>
</tr>
<tr>
<td>DUET</td>
<td>Str.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://structure.bioc.cam.ac.uk/duet">http://structure.bioc.cam.ac.uk/duet</a></td>
<td>333</td>
</tr>
<tr>
<td>iStable</td>
<td>Str./Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://predictor.nchu.edu.tw/iStable">http://predictor.nchu.edu.tw/iStable</a></td>
<td>334</td>
</tr>
<tr>
<td>INPS</td>
<td>Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://inps.biocomp.unibo.it">http://inps.biocomp.unibo.it</a></td>
<td>335</td>
</tr>
<tr>
<td>NeEMO</td>
<td>Str.</td>
<td>Single</td>
<td>Networks</td>
<td><a href="http://protein.bio.unipd.it/neemo/">http://protein.bio.unipd.it/neemo/</a></td>
<td>336</td>
</tr>
<tr>
<td>ENC0M</td>
<td>Str.</td>
<td>Single</td>
<td>Normal mode analysis</td>
<td><a href="http://bcb.med.usherbrooke.ca/encom">http://bcb.med.usherbrooke.ca/encom</a></td>
<td>337</td>
</tr>
<tr>
<td>EASE-MM</td>
<td>Seq.</td>
<td>Single</td>
<td>ML</td>
<td><a href="http://sparks-lab.org/server/ease">http://sparks-lab.org/server/ease</a></td>
<td>338</td>
</tr>
<tr>
<td>MAESTRO</td>
<td>Str.</td>
<td>Single/multiple</td>
<td>ML</td>
<td><a href="https://biwww.che.sbg.ac.at/maestro/web">https://biwww.che.sbg.ac.at/maestro/web</a></td>
<td>339</td>
</tr>
<tr>
<td>STRUM</td>
<td>Str.</td>
<td>Single</td>
<td>PE</td>
<td><a href="http://zhanglab.ccmb.med.umich.edu/strum/">http://zhanglab.ccmb.med.umich.edu/strum/</a></td>
<td>340</td>
</tr>
</tbody>
</table>

* The second column shows the inputs needed for the prediction. Str. and Seq. represent structure and sequence, respectively. The third column defines the mutations predicted using the predictor. The forth column shows the methods used for the design of the predictor. ML and PE represent machine learning and potential energy function, respectively.
thermostability and activity. During the last decade, the primary concern of scientists has been minimizing the unfavourable consequences of thermal-stabilizing mutations on enzymatic activity and now it is time to improve both with a minimum number of mutations. Interestingly, some of the available computational techniques that contributed to improving the enzymatic activity are very similar in function to thermostability engineering. For example, Liu et al.\textsuperscript{326} used statistical coupling analysis to improve the activity of isopentenyl phosphate kinase. However, they did not report the effect of activity improving mutations on the stability of the enzyme.

5. Thermostability of protein drugs

Protein drugs have been very attractive to the pharmaceutical industry. Indeed, compared to small molecule drugs, protein drugs have a higher activity and specificity.\textsuperscript{325} The number of engineered proteins and peptides used as therapeutics is growing including an antagonist variant of human growth hormone (hGH); Genentech’s Somavert 1 (pegvisomant), Triagenes’ Fuzeon 1 (enfuvirtide), an inhibitor of human immunodeficiency virus (HIV) fusion derived from the viral protein gp41; Amgen’s Aranesp 1 (darbepoetin alfa), a hyperglycosylated variant of erythropoietin (EPO); a fully human monoclonal anti-gp41; and Abbott’s Humira 1 (adalimumab).\textsuperscript{326,329} However, some of the proteins eligible to be considered as therapeutics do not show needed or optimal features essential for a therapeutic protein. Therefore, the improvement of their favourable features by protein engineering will provide a huge opportunity for the development of more efficient protein therapeutics. A variety of strategies including mutations, fusions, and chemical modifications have been developed to engineer different features of therapeutic proteins such as their stability, solubility, binding affinity, and oligomerization.\textsuperscript{329} Next, mutation-based genetic engineering will be focussed on, with the aim of enhancing the stability of protein therapeutics and to further show how PTE can be helpful in the detection of such mutations. Table 2 shows some of the genetically engineered protein therapeutics.

The stability of protein drugs is not only important for their shelf life and efficiency during the treatment but also for the production process.\textsuperscript{327} A drug–protein with a higher stability lasts longer, therefore a less frequent usage with a lower dosage is needed.\textsuperscript{341,342} In addition, the expression level of stable recombinant proteins is often higher, and its function during the manufacturing process is retained, leading to lower costs.\textsuperscript{311} Whereas small molecules can be taken orally, lack of stability does not allow them to be taken orally, thereby they are traditionally used by injection.\textsuperscript{341–345} Instability of proteins against different conditions makes their application as therapeutic agents challenging. Although thermostability, as discussed in this review, plays a crucial role in the global stability of drug proteins, it is not the only factor.\textsuperscript{342} Other factors impact on the protein stability, e.g., physical and chemical factors such as pH, ionic strength, shearing, shaking, solvents, additives, pressure, protein concentration, oxidation, deamidation, hydrolysis, isomerization, succinimidation, non-disulfide crosslinking, and deglycosylation.\textsuperscript{327,346} In addition, protein pharmaceuticals should be stored at low temperatures or be freeze dried to preserve them for an acceptable lifetime.\textsuperscript{347} The weak thermostability of protein drugs is one of the main reasons which necessitates maintaining these drugs at low temperatures during the storage and transportation.\textsuperscript{346,348} Furthermore, aggregate formation can be considered as a common consequence of proteins’ instability which may be caused by a change in temperature. The increase in the stability of the protein drugs can minimize the risk of aggregation.\textsuperscript{347} Therefore, exploring the stabilizing factors to improve their desired features is a major step in the development of protein drugs.\textsuperscript{327} Among the different strategies, genetic engineering is focussed on for the thermal stabilization of protein drugs, given that their sensitivity to temperature is the most critical origin of instability.\textsuperscript{347} The genetic modifications that improve the conformational thermostability of proteins can increase the global stability of protein drugs and even improve other favorable features.\textsuperscript{349} For example, the pharmaceutical application of wild-type hGH is limited because of its low stability as a solution.\textsuperscript{346} The thermal stability of this protein was increased by 16 °C using six to ten mutations, selected using computational techniques, which could modify core interactions. As another example, the mutant granulocyte colony stimulating factor (G-CSF), with 10 to 14 substitutions, detected by computational techniques, showed not only an increase up to 13 °C in thermal stability but also preserved its biological activity with a prolonged shelf life.\textsuperscript{351} Human fibroblast growth factor 1 (FGF1) is another successful example of therapeutic protein engineering. FGF1 is a promising therapeutic candidate because of its osteogenic, angiogenic, and wound healing properties. Using the semi-rational approach, FGF1’s mutants showed an increase up to 27 °C in thermostability with a prolonged \textit{in vivo} half-life and an enhanced protease resistance.\textsuperscript{327,342} Finally, mutations in the G-

<table>
<thead>
<tr>
<th>Name</th>
<th>Protein</th>
<th>Mutation</th>
<th>Disease</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Betaseron®</td>
<td>Interferon β (IFN-β)</td>
<td>Cys-Ser substitution</td>
<td>Multiple sclerosis therapy</td>
<td>Bayer</td>
</tr>
<tr>
<td>Humalog®</td>
<td>Insulin lispro</td>
<td>Pro28lysine (Lys),</td>
<td>Diabetes</td>
<td>Eli Lilly</td>
</tr>
<tr>
<td>NovoLog®</td>
<td>Insulin aspart</td>
<td>Lys29Pro</td>
<td>Diabetes</td>
<td>Novo Nordisk</td>
</tr>
<tr>
<td>Proleukin®</td>
<td>Interleukin 2 (IL-2)</td>
<td>Pro28Asp</td>
<td>Metastatic renal cell carcinoma,</td>
<td>Prometheus</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>metastatic melanoma</td>
<td></td>
</tr>
</tbody>
</table>
CSF not only increased the thermostability but also improved the shelf life by 5–10 fold, thus preserving its bioactivity.271

Genetic engineering methods need special care to avoid unfavorable side effects for practical aspects of protein therapeutics in vivo. As a general consideration, mutations increasing the stability of proteins may also affect their activity drastically in a negative way as discussed in the section on protein stability function trade-off. The stability and activity may decrease simultaneously, for example for D58A mutation in ribonuclease T1.255 However, it is still not feasible to deal with this challenge to increase and preserve the original activity.104,312 In other words, achieving such mutations through the process of random mutation is very rare, whereas rational engineering approaches can aid significantly in the selection of the mutations with the lowest negative effects on the activity.104 For proteins with a potential application as drugs, in particular, the effect of the mutation on the activity is not the only issue that should be taken into account during genetic engineering. Another important subject is the effect of mutations on immunogenicity. A higher similarity of the engineered proteins to the endogenous human proteins has been reported by avoiding T- and B-lymphocyte reactivity as a strategy to overcome the immunogenicity problem.341 To deal with this problem, a method called humanization was successfully utilized.354–358 Using the CC method that has been shown to be useful to improve the thermostability and other favorable features of the protein, one can build up a mutation library and add constraints that increase the probability of similarity to the human sequence from the selected mutations. This is recognized as a practical strategy for engineering the proteins towards a higher stability with a minimal risk of the immunogenicity. Finally, the solubility is another important feature of drug proteins that may be influenced by mutations, specifically for hydrophobic/hydrophilic exchange mutations.147 Because the improvement of hydrophilic interactions on the surface and optimization of hydrophobic interactions within the protein core are among the main stability engineering strategies, it is important to make absolutely sure that the thermostability enhancing mutations do not inversely affect the solubility of the target proteins.

The replacement of the free Cys residues, CC process, and introducing the disulfides are reported as three successful genetic engineering approaches to increase the stability of protein drugs.127,129,141,142,152,154,159–170 Among them, the replacement of free Cys is most likely to be the most popular approach.127,129,166–178 Such mutation prevents the aggregation and instability of proteins caused by the intermolecular disulfide bonds. This genetic modification has been successfully applied for commercially available IL-2 and (IFN-β) (Table 2).169 It is worth noting that although Cys replacements can increase the half-life of the protein, it may inversely decrease the thermostability.129,166 Another commonly used method is the CC process.141,142,152,154,159–163 This method was used in human fibroblast growth hormone-1 and resulted in a 27 °C increase in its thermostability.352 It also had a longer half-life with a stronger mitogenic activity.352 Introducing disulfide bridges354,364,365 and optimization of the interaction of AAs located on the protein core350 have also been reported to enhance the stability of the protein drugs.

Correlating the mutation-based modifications with the alterations induced to the different features of a protein is usually difficult. Approaches such as the CC not only improve the thermostability but also benefit other therapeutic functions of the proteins such as the solubility and the expression level.142,159,160 If the sequence set of proteins, used to form the consensus sequence, is selected carefully from the human homologs, or if special care is taken to preserve the residues conserved within the human homologs, it can overcome the immunogenicity issue by converging it with the humanization method.354–358 In addition, methods that use comparison with more stable homologous sequences (such as comparing them with hyper/thermophilic sequences) are in fact comparing the sequence with sequences that are not only working at high temperatures but also under other harsh conditions, such as intense pH, high salt concentration, and in the presence of organic solvents. Therefore, mutations selected by comparing the target sequence with homologs with a higher thermostability can also increase the stability of the protein against other harsh conditions. Finally, the thermostability enhancing strategies that stabilize flexible regions of the protein structure can also improve other favorable features of the protein drugs such as reducing the proteolytic susceptibility.371 As the protease cleavage sites are usually placed on the flexible regions of the protein, the flexibility decreasing mutations may make the proteolysis prone site to be no longer a match for the putative protease.371 This concept is in complete synergy with the thermostabilizing strategies such as the thermo-sensitive region enhancement and in a good example shows how the thermostabilization by structural modifications can lead to the enhancement of other stability factors.

6. Conclusions

Given the progress in thermostability engineering of proteins, there are still significant challenges in the areas of activity trade-off, rigidity, and drug properties. There are pressing needs to develop complex models that can cover different desired features, satisfy them by a reasonable trade-off, and enhance all the favorable properties of proteins at the same time. It is also necessary to develop new sophisticated experimental evidence to find correlations between different properties. So far, only single parameter evaluations such as the correlation between various structure/sequence properties and the individual biochemical features such as the thermostability or activity have been investigated. Finding the relationship between the structure/sequence properties and multiple biochemical features, such as the thermostability and activity together needs numerous experimental data. High-throughput techniques using robotic systems or microfluidics are expected to be helpful in this context.

Most individual prediction/engineering methods used for thermostability analysis suffer from some limitations. More comprehensive and global models should be developed to minimize the risks by mixing different models to cover the
weaknesses of each other but meanwhile taking advantage of them. Rational engineering methods are mostly based on the structures although there are fewer structures available compared to the sequences. Incorporation of accurate 3D structure predictors can partially solve this challenge.

All the discussions about protein drugs together indicate that the suggested mutations developed using thermostability engineering methods could be a good starting point for designing protein drug engineering libraries. To protect or improve the function, activity, immunogenicity, and other important factors of the protein drugs, more constraints should be applied to the initially designed mutation library. This leads to the importance of a new generation of computational algorithms that can simultaneously take into account all of these issues.
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