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#### Abstract

This study is based on the usage of a composite of zinc sulfide nanoparticles with activated carbon (ZnS-NPs-AC) for the adsorption of methylene blue (MB) from aqueous solutions. The properties of ZnS-NPsAC were identified by X-ray diffraction (XRD), field emission scanning electron microscopy (FE-SEM), energy dispersive X-ray spectroscopy (EDS) and Fourier transformation infrared spectroscopy (FTIR). Response surface methodology (RSM), an artificial neural network (ANN) and the least squares-support vector machine (LS-SVM) were used for the optimization and/or modeling of $\mathrm{pH}, \mathrm{ZnS}-\mathrm{NPs}-\mathrm{AC}$ mass, MB concentration and sonication time to develop respective predictive equations for the simulation of the efficiency of MB adsorption. The obtained results using LS-SVM and ANN exhibit two nonlinear approaches (LS-SVM and ANN models) which show better performances in comparison to central composite design (CCD) for the prediction of MB adsorption. The root mean square error (RMSE) values corresponding to the validation set for MB were $0.00013,0.00071$ and 0.00117 , while the respective coefficient of determination $\left(R^{2}\right)$ values were $0.9996,0.9983$ and 0.9978 for the LS-SVM, ANN and CCD models, respectively. In the training set, the RMSE values of $0.00011,0.00065$ and 0.00110 and the $R^{2}$ values of 0.9997, 0.9984 and 0.9980 were obtained using the LS-SVM, ANN and multiple linear regression (MLR) models, respectively. The significant factors were optimized using CCD combined with desirability function (DF) and genetic algorithm (GA) approaches. The obtained optimum point was located in the valid region, experimental confirmation tests were conducted and good agreement was found between the predicted and experimental data. The optimum conditions for searching for the optimum point were set as $\mathrm{pH} 7.0,0.015 \mathrm{~g} \mathrm{ZnS}-\mathrm{NPs}-\mathrm{AC}, 20 \mathrm{mg} \mathrm{L}^{-1} \mathrm{MB}$ and 3 min sonication, while at this point, the removal percentages were $98.02 \%$ and $98.12 \%$ by the DF and GA approaches, respectively. The adsorption equilibrium data in all conditions according to the optimum point are represented by the Langmuir model with a maximum monolayer adsorption capacity of $243.90 \mathrm{mg} \mathrm{g}^{-1}$ while, in all situations, the kinetics and rate of MB adsorption follow the pseudo-second-order kinetic model. Moreover, ZnS -NPs-AC was efficiently regenerated using methanol and, over five cycles, the removal percentage did not change significantly.


## 1. Introduction

Human health and the safety and purity of environmental media depend highly on water quality which is strongly affected by the presence of contaminants, especially organic pollutants and dyes of great public concern. ${ }^{1}$ The direct arrival of dyes

[^0]contained in industrial waste water in different media causes many hazards and problems including reduced light penetration and photosynthesis efficiency, and subsequent carcinogenic and mutagenic effects. These issues encourage researchers to supply and develop new procedures to improve the quality of different ecosystems and also to increase the water quality by reducing the pollutant content to numerical values lower than threshold limits. ${ }^{2,3}$

Methylene blue ( MB ) as a heterocyclic aromatic compound has a high tendency for absorption and is easily adsorbed onto a good selection of solid materials having reasonable porosity and reactive centers. ${ }^{4}$ MB's applicability for coloring paper, cottons and wools and also as a coating agent for paper stocks is associated with the presence of a high content of this dye that
leads to heart damage, vomiting, shock, Heinz body formation, cyanosis, jaundice and quadriplegia, and tissue necrosis in humans. ${ }^{5-7}$

Adsorption, as the most conventional and high efficiency protocol, is a highly recommended versatile procedure for the removal of pollutant like dyes. This technique is based on the accumulation of molecules or ions on the surface of a solid (adsorbent). ${ }^{8,9}$

Adsorption processes are based on either physical or chemical forces which strongly depend on the nature of reactive centers, the charges of the adsorbent and material, the porosity of the adsorbent and also the back-bone of the adsorbent, which can target compound adsorption through several forces such as electrostatic interactions, hydrogen bonding, hydrophobic interactions, van der Waals forces etc. ${ }^{\mathbf{1 0 , 1 1}}$

Activated carbon ( AC ), as the most conventional and popular porous structure which contains numerous functional groups, is often the best choice for water treatment purposes to achieve a safe and clean environment. However, traditional disadvantages, viz. high operating costs, regeneration problems and difficulties in its removal from waste water after use, limit its applications ${ }^{12}$ and encourage researchers to find nonconventional alternative adsorbents.

Nowadays, nanomaterials because of their distinguished physical and chemical properties (high surface area, porous structure, high number of reactive atoms and large number of vacant reactive surface sites) are the best choice for loading on various supports and have led to remarkable improvements in adsorption systems. They are the most selected water treatment procedure especially in terms of economic viewpoint by enabling selection of an appropriate amount of ecofriendly material. ${ }^{13-15}$

The response surface methodology (RSM) technique is a good choice for estimating relationships among experimental variables and responses and representing main and interaction effects. It is possible to construct a mathematical equation that expresses the correlation between variables and responses using a small amount of reagents. ${ }^{16-19}$

Besides the conventional adsorption isotherms and kinetic models, statistical methods help researchers to provide more information about adsorption behaviors. Among the various multivariate statistical methods, the least squares-support vector machine (LS-SVM) and artificial neural networks (ANNs) are the best programs for modeling complex and nonlinear problems, ${ }^{20,21}$ while multiple linear regression (MLR) efficiently explains linear relationships. ${ }^{22,23}$

Nowadays, a genetic algorithm (GA) approach is interesting and the most widely used variable selection method to solve the optimization problems defined by fitness criteria, applying the evolution hypothesis of Darwin and different genetic functions, i.e. crossover and mutation. ${ }^{24,25}$

In this work, a composite of zinc sulfide nanoparticles loaded on activated carbon (ZnS-NPs-AC) was synthesized, and successfully used for the removal of MB dye from contaminated water via an adsorption process. The major aim of this work was to evaluate the efficiencies of LS-SVM and ANN for modeling the adsorption behavior of MB onto ZnS-NPs-AC. Batch
experiments were conducted in order to examine the effects of pH , adsorbent mass, initial MB concentration and sonication time on MB removal in the preliminary steps, while X-ray diffraction (XRD), field emission scanning electron microscopy (FE-SEM) and Fourier transform infrared spectroscopy (FTIR) gave detail of adsorbent structure. The isotherm and kinetic investigation provided knowledge about the mechanism of the adsorption process. Finally, the performances of the LSSVM and ANN models were compared with those of the central composite design (CCD) models considering the correlations between the predicted and experimental data. Also, optimization results were calculated by CCD coupled with desirability function (DF) and GA methods.

## 2. Materials and methods

### 2.1. Adsorbate

MB dye (CAS number: 7220-79-3, molecular formula: $\mathrm{C}_{16} \mathrm{H}_{18} \mathrm{ClN}_{3} \mathrm{~S}$, molecular weight: $319.85 \mathrm{~g} \mathrm{~mol}^{-1}$, $\lambda_{\text {max }}: 664 \mathrm{~nm}$ ) was purchased from Sigma-Aldrich; its stock solutions were prepared daily by dissolution of accurately weighed amounts of dye in 100 mL water.

### 2.2. Instruments and reagents

Zinc sulfate dihydrate $\left(\mathrm{Zn}\left(\mathrm{SO}_{4}\right) \cdot 2 \mathrm{H}_{2} \mathrm{O}\right)$, tri-sodium citrate dihydrate $\left(\mathrm{Na}_{3} \mathrm{C}_{6} \mathrm{H}_{5} \mathrm{O} \cdot 2 \mathrm{H}_{2} \mathrm{O}\right)$, hexamethylenetetramine $\left(\mathrm{C}_{6} \mathrm{H}_{12} \mathrm{~N}_{4}\right)$ and AC were purchased from Merck (Darmstadt, Germany) and thiourea $\left(\mathrm{CH}_{3} \mathrm{CONH}_{2}\right)$ was purchased from Scharlau Chemie, S.A. Here, zinc sulfate and thiourea were used as the source of $\mathrm{Zn}^{2+}$ and $\mathrm{S}^{2-}$ ions, respectively, whereas hexamethylenetetramine was used as a complexing agent for $\mathrm{Zn}^{2+}$ ions and AC was used as a support material for the ZnS-NPs. The initial pH values of the solutions were roughly adjusted to $3.5-9.5$ by adding either $0.1 \mathrm{~mol} \mathrm{~L}^{-1} \mathrm{HCl}$ or NaOH . MB absorbance spectra were acquired using a UV-Vis spectrophotometer (model V-530, Jasco, Japan). The morphology of the nanoparticles was observed by FE-SEM (Hitachi S-4160, Japan) under an acceleration voltage of 15 kV . FTIR spectroscopy provided structural and compositional information on the functional groups present in the adsorbent and the approximate composition of the ZnS-NPs-AC. The spectra were recorded on a FTIR 68 (JASCO, Japan) in the range of 4000 to $400 \mathrm{~cm}^{-1}$ using a KBr disk containing $1 \%$ of finely ground sample. A 130 W and 40 kHz ultrasonic bath with heating system (Tecno-GAZ SPA Ultrasonic System, Bologna, Italy) was used for the ultrasound-assisted adsorption. XRD (Philips PW 1800, The Netherlands) was performed to characterize the phase and structure of the prepared nanoparticles using $\mathrm{Cu}_{\mathrm{K} \alpha}$ radiation ( 40 kV and 40 mA ) at angles ranging from 20 to $70^{\circ}$. The point of zero charge $\left(\mathrm{pH}_{\mathrm{zpc}}\right)$ was determined for the ZnS-NPs-AC as follows: a 10 mL solution of $\mathrm{KNO}_{3}\left(0.1 \mathrm{~mol} \mathrm{~L}^{-1}\right)$ was added to 0.1 g of adsorbent. The initial pH values were adjusted in the range $1.0-10.0$ by adding HCl and/or NaOH solutions, and the solutions were then stirred for 24 h at $25{ }^{\circ} \mathrm{C}$. After filtering the mixtures, the differences between the final and initial pH values $(\Delta \mathrm{pH})$ of the solutions were plotted against initial pH .

### 2.3. Preparation of ZnS nanoparticles loaded on activated carbon

ZnS-NPs-AC was prepared according to the recommended procedure: 50 mL of $0.01 \mathrm{~mol} \mathrm{Zn}\left(\mathrm{SO}_{4}\right) \cdot 2 \mathrm{H}_{2} \mathrm{O}$ solution and 0.005 mol $\mathrm{Na}_{3} \mathrm{C}_{6} \mathrm{H}_{5} \mathrm{O} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ solution were mixed completely and diluted to a total volume of 200 mL . In the next step, 100 mL of $0.2 \mathrm{~mol} \mathrm{~L}^{-1} \mathrm{CH}_{3} \mathrm{CONH}_{2}$ solution was added to the prepared mixed solution drop-by-drop along with strong stirring at room temperature over 45 min in an Erlenmeyer flask. The obtained mixed solution was stirred at room temperature for 15 h , then stirred at $95{ }^{\circ} \mathrm{C}$ for 1.5 h . Finally, the material produced was deposited on 20 g AC following stirring for 3 h .

### 2.4. Batch adsorption experiments

To conduct batch adsorption experiments, 50 mL of $20 \mathrm{mg} \mathrm{L}^{-1} \mathrm{MB}$ at pH 7.0 was mixed completely with 0.015 g ZnS-NPs-AC following sonication for 3 min , and subsequently around 10 mL of the supernatant solution was centrifuged for 3 min at 3500 rpm . The concentration of dye in the supernatant solution before and after adsorption was determined by UV-Vis spectrophotometry at $\lambda_{\max }$ of 664 nm . The MB removal percentage was calculated by:

$$
\begin{equation*}
R \% \mathrm{MB}=\left(\frac{A_{0}-A}{A_{0}}\right) \times 100 \% \tag{1}
\end{equation*}
$$

where $A_{0}$ is the initial absorbance and $A$ is the equilibrium absorbance at the MB maximum absorption wavelength. The adsorption capacity for MB at time $t\left(q_{t} ; \mathrm{mg} \mathrm{g}^{-1}\right)$ was calculated using the following equation:

$$
\begin{equation*}
q_{t}=\left(\frac{\left(C_{0}-C_{t}\right) V}{W}\right) \tag{2}
\end{equation*}
$$

where $C_{t}\left(\mathrm{mg} \mathrm{L}^{-1}\right)$ is the MB concentration at time $t(\mathrm{~min}), C_{0}$ is the initial concentration ( $\mathrm{mg} \mathrm{L}^{-1}$ ), $W$ is the adsorbent mass $(\mathrm{g})$, and $V$ is the solution volume ( L ).

Kinetic studies were undertaken at various MB concentrations ( $8-40 \mathrm{mg} \mathrm{L}{ }^{-1}$ ). MB was mixed sonically with $0.015 \mathrm{~g} \mathrm{ZnS}-$ NPs-AC at $25^{\circ} \mathrm{C}$ at pH 7.0 over time intervals of $0.5-6 \mathrm{~min}$, while after each time point, phase separation was accomplished by centrifugation and the supernatant was analyzed by spectrophotometry.

Isotherm studies were conducted over the MB concentration range of $5-40 \mathrm{mg} \mathrm{L}{ }^{-1}$ using $0.005-0.025 \mathrm{~g} \mathrm{ZnS}-\mathrm{NPs}-\mathrm{AC}$ at $25^{\circ} \mathrm{C}$ and pH 7.0 following 3 min sonication. After equilibrium, the MB concentration was determined according to a calibration curve obtained at the same conditions.

### 2.5. Multivariate experimental design and optimization

RSM following CCD analysis indicates the numerical values for significant terms in the obtained polynomial equation for the main and interaction effects. This enables the researchers to predict adsorption data over expected space. ${ }^{26}$ The influence of four main parameters, namely $\mathrm{pH}\left(X_{1} ; 3.5-9.5\right)$, adsorbent mass ( $X_{2} ; 0.005-0.025 \mathrm{~g}$ ), initial MB concentration ( $X_{3} ; 8-40 \mathrm{mg} \mathrm{L}^{-1}$ ) and sonication time ( $X_{4} ; 1-5$ ), on MB removal was investigated with CCD using the minimum number of experiments.

The ranges and the levels of the variables are shown in Table 1 for 30 experiments composed of 16,8 and 6 for factorial, axial and replicates at the center points, respectively. The second-order polynomial response equation correlates the dependency of a response to a significant term which may be either a main or an interaction effect ${ }^{27}$ as presented according to previous reports. ${ }^{28-30}$

The quality of prediction and fitting of the polynomial model was expressed through the coefficient of determination $R^{2}$ and $\operatorname{Adj}-R^{2}{ }^{17}$

To compare the range of the predicted values at the design points to the average prediction error, the metric "adequate precision (AP)" was used according to the following formula: ${ }^{31}$

$$
\begin{gather*}
\mathrm{AP}=\frac{\max (\bar{y})-\min (\bar{y})}{\sqrt{\bar{V}(\bar{y})}}  \tag{3}\\
\sqrt{\bar{V}(\bar{y})}=\frac{1}{n} \sum_{i=1}^{n} \bar{V}(\bar{y})=\frac{\rho \sigma^{2}}{2} \tag{4}
\end{gather*}
$$

where $y, \rho$ and $\sigma$ demonstrate the predicted value, the number of model parameters and the residual mean square from the analysis of variance (ANOVA) table, respectively, and $n$ represents the number of experiments. According to the coefficients of each term in the empirical model, judgments about the significant contribution of each term based on the $P$-value, and the fitted polynomial equation were undertaken in the form of contour and surface plots. Finally, additional confirmation experiments were carried out to verify the accuracy of the statistical experimental design. All the experimental design and data analysis was performed using STATISTICA software package version 10.0.

### 2.6. LS-SVM dye removal modeling

SVM as a learning method was developed by Vapnik ${ }^{32}$ and is a powerful tool. This supervised learning method can be used for regression or classification in nonlinear models, and density estimation leads to complex optimization problems, typically quadratic programming. ${ }^{33}$ However, this method (SVM) is often time consuming and difficult to adapt, suffering from the problem of a large memory requirement and CPU time when trained in batch mode. This limitation is overcome by LS-SVM as the modified version of SVM which solves the set of linear equations instead of the quadratic programming problem to minimize the complex nature of the optimization processes. ${ }^{34}$ The theory and more details of SVM and LS-SVM can be found in the literature. ${ }^{35}$ The LS-SVM equation can be expressed as follows:

$$
\begin{equation*}
y(x)=\sum_{i=1}^{N}\left(\alpha-\alpha^{*}\right) K\left(X, X_{i}\right)+b, \quad 0 \leq \alpha_{i}, \alpha^{*} \leq \gamma \tag{5}
\end{equation*}
$$

where $b$ is bias value, $\alpha_{i}$ and $\alpha^{*}$ are the Lagrange multipliers, $K\left(\mathrm{X}, X_{i}\right)$ is the kernel function, and $\gamma$ is the regularization parameter, determining the trade-off between the fitting error minimization and the smoothness of the estimated function. Many kernel functions have been presented in the literature, such as the linear kernel, radial basis function (RBF), sigmoid kernel and polynomial kernel. The selection of the proper

Table 1 Coded, actual levels and the experimentally observed and predicted responses used in the experimental design ${ }^{a}$

| Factors |  | Unit | Levels |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $-\alpha$ | Low (-1) | Central (0) | High (+1) | $+\alpha$ |
| $X_{1}: \mathrm{pH}$ |  |  | - | 3.5 | 5.0 | 6.5 | 8.0 | 9.5 |
| $X_{2}$ : adsorbent mass |  | $\begin{aligned} & \mathrm{g} \\ & \left(\mathrm{mg} \mathrm{~L}^{-1}\right) \end{aligned}$ | 0.005 | 0.010 | 0.015 | 0.020 | 0.025 |
| $X_{3}$ : MB concentration |  |  | 8 | 16 | 24 | 32 | 40 |
| $X_{4}$ : sonication time |  | min | 1 | 2 | 3 | 4 | 5 |
| Run | Factors |  |  |  | $R \% \mathrm{MB}$ |  |  |
|  | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | Observed ${ }^{b}$ | Predicted ${ }^{c}$ | Residual ${ }^{\text {d }}$ |
| 1 | 5.0 | 0.010 | 16 | 2 | 85.5900 | 85.6106 | -0.0206 |
| 2 | 8.0 | 0.010 | 16 | 2 | 94.0100 | 94.0474 | -0.0374 |
| 3 | 5.0 | 0.020 | 16 | 2 | 95.4340 | 95.1541 | 0.2799 |
| 4 | 8.0 | 0.020 | 16 | 2 | 98.1200 | 98.4457 | -0.3257 |
| 5 | 5.0 | 0.010 | 32 | 2 | 80.4500 | 80.5179 | -0.0679 |
| 6 | 8.0 | 0.010 | 32 | 2 | 88.2000 | 87.9416 | 0.2584 |
| 7 | 5.0 | 0.020 | 32 | 2 | 91.0220 | 91.1347 | -0.1127 |
| 8 | 8.0 | 0.020 | 32 | 2 | 93.3100 | 93.4131 | -0.1031 |
| 9 | 5.0 | 0.010 | 16 | 4 | 87.2400 | 87.0254 | 0.2146 |
| 10 | 8.0 | 0.010 | 16 | 4 | 90.5610 | 90.6206 | -0.0596 |
| 11 | 5.0 | 0.020 | 16 | 4 | 98.5000 | 98.9307 | -0.4307 |
| 12 | 8.0 | 0.020 | 16 | 4 | 97.5600 | 97.3806 | 0.1794 |
| 13 | 5.0 | 0.010 | 32 | 4 | 86.2400 | 86.0866 | 0.1534 |
| 14 | 8.0 | 0.010 | 32 | 4 | 88.5000 | 88.6684 | -0.1684 |
| 15 | 5.0 | 0.020 | 32 | 4 | 99.2140 | 99.0651 | 0.1489 |
| 16 | 8.0 | 0.020 | 32 | 4 | 96.3500 | 96.5017 | -0.1517 |
| 17 | 3.5 | 0.015 | 24 | 3 | 85.8500 | 85.9629 | -0.1129 |
| 18 | 9.5 | 0.015 | 24 | 3 | 92.0100 | 91.8364 | 0.1736 |
| 19 | 6.5 | 0.005 | 24 | 3 | 78.2592 | 78.4258 | -0.1666 |
| 20 | 6.5 | 0.025 | 24 | 3 | 96.0300 | 95.8026 | 0.2274 |
| 21 | 6.5 | 0.015 | 8 | 3 | 98.3600 | 98.2904 | 0.0696 |
| 22 | 6.5 | 0.015 | 40 | 3 | 92.3100 | 92.3189 | -0.0089 |
| 23 | 6.5 | 0.015 | 24 | 1 | 94.1000 | 94.0659 | 0.0341 |
| 24 | 6.5 | 0.015 | 24 | 5 | 98.5960 | 98.5694 | 0.0266 |
| 25 (C) | 6.5 | 0.015 | 24 | 3 | 97.8740 | 97.2618 | 0.6122 |
| 26 (C) | 6.5 | 0.015 | 24 | 3 | 96.5100 | 97.2618 | $-0.7518$ |
| 27 (C) | 6.5 | 0.015 | 24 | 3 | 97.4470 | 97.2618 | 0.1852 |
| 28 (C) | 6.5 | 0.015 | 24 | 3 | 96.8000 | 97.2618 | -0.4618 |
| 29 (C) | 6.5 | 0.015 | 24 | 3 | 97.7600 | 97.2618 | 0.4982 |
| 30 (C) | 6.5 | 0.015 | 24 | 3 | 97.1800 | 97.2618 | -0.0818 |

${ }^{a}(\mathrm{C})$ : center point. ${ }^{b}$ Experimental values of response. ${ }^{c}$ Predicted values of response by the proposed RSM model. ${ }^{d}$ Difference between the actual and predicted values for each point in the design.
kernel function to map the nonlinear input space into a linear feature space depends on the distribution of the training data in the feature space. ${ }^{36}$ The function RBF is broadly employed in regression problems, because RBF can be substantially faster to train than other kernel functions. The RBF can be expressed as:

$$
\begin{equation*}
k\left(\bar{x}_{i}, \bar{x}_{j}\right)=\exp \left(-\gamma\left\|\bar{x}_{i}-\bar{x}_{j}\right\|^{2}\right) \tag{6}
\end{equation*}
$$

### 2.7. Principle of ANN model

ANN is an information processing system made up of signal processing elements called neurons. ANN cannot create an equation similar to RSM; it behaves like a human brain and estimates the response based on the trained data in the range in question.

In general, ANN is a parallel dynamic system of highly interconnected structures consisting of an input layer of neurons (input variables), a number of hidden layers, and an output layer (response or responses). The strengths of the connections between inputs, hidden layers and output layers are determined by weights $(w)$ and biases (b) that are known as the parameters of the ANN.

The main step in the development of an ANN model is the optimization of the ANN topology for the study. ${ }^{37}$ In this work, the influence of inputs (viz. pH, initial MB concentration, adsorbent mass and sonication time) on the output, MB removal efficiency ( $R(\%)$ ), was optimized and studied. It should be noted that the experimental results ( 30 data sets; Table 1) were used for ANN modeling. It is known that the choice of the number of neurons in the hidden layer can have a considerable impact on the
performance of the network. In order to determine the optimum number of hidden nodes, a series of topologies were used, in which the number of nodes was varied from 2 to 15.

The Levenberg-Marquardt (LMA) algorithm is a standard technique and more successive in its prediction of performance for complex relationships between input variables. It is used to solve nonlinear least squares problems. This is one of the most popular methods used in neural network applications because of its relatively high speed, and because it is highly recommended as a first choice supervised algorithm, although it does require more memory than other algorithms.

A sigmoid function is the most widely used transfer function for the hidden and output layers in back propagation (BP) networks, because it is differentiable. Therefore, the sigmoid transfer function was applied for the hidden and output layers.

The theory and more details of LMA and ANN can be found in the literature. ${ }^{38}$ The best topologies were selected from the maximum $R^{2}$ values and minimum mean squared error (MSE) values.

In the present study, all experimental results were normalized within a uniform range of -1 and +1 according to the equation below: ${ }^{39}$

$$
\begin{equation*}
z_{i}=0.8 \times\left(\frac{x_{i}-x_{\min }}{x_{\max }-x_{\min }}\right)+0.1 \tag{7}
\end{equation*}
$$

where $z_{i}$ is the normalized value of $x_{i}$. The $x_{\max }$ and $x_{\text {min }}$ are the maximum and minimum value of $x_{i}$, respectively. The data were randomly divided into two groups ( $75 \%$ training and $25 \%$ testing).

### 2.8. Principle of GA

GA is defined as a random global search technique, used in computing to find out an exact or estimated solution in order to optimize and investigate a problem. ${ }^{40}$ Solutions from one population are used to form a new population that must be better than the old one. The above process is repeated until the best fit is found, while the GA explores all regions of the solution space using individual populations which represent a set of independent variables. ${ }^{40}$

## 3. Results and discussion

### 3.1. Characterization of $\mathrm{ZnS}-\mathrm{NPs}-\mathrm{AC}$

FE-SEM of ZnS-NPs-AC (Fig. 1a and b) reveals its amorphous morphology and/or the spherical shape with sizes in the range of $50-100 \mathrm{~nm}$.

The XRD pattern of the ZnO nanospheres (Fig. 1c) consists of (111), (220) and (311) peaks corresponding to the zinc blende structure (cubic, b-ZnS; JCPDS no. 05-0566). The peak broadening in the XRD pattern clearly indicates the presence of nanocrystals of ZnS with very small size, while the average size based on the Debye-Scherrer formula ( $D=0.89 \lambda / \beta \cos \theta$ ) using the (111) diffraction peak is around 40 nm .

Energy dispersive X-ray spectroscopy (EDS) of the ZnS-NPsAC (Fig. 1d) based on the localized elemental information shows the presence of $\mathrm{C}, \mathrm{Zn}$ and S as the dominant elements throughout the surface of the adsorbent, with weight percentages of $95.30,2.60$ and $2.10 \%$, respectively.

The FTIR spectrum of the ZnS nanoparticles (Fig. 2a) is composed of peaks around 1128.5, 998.08 , and $624.60 \mathrm{~cm}^{-1}$


Fig. 1 ( a and b) FE-SEM images, (c) XRD pattern and (d) EDS of ZnS-NP-AC.


Fig. 2 (a) FTIR spectrum and (b) $\mathrm{pH}_{\text {zpc }}$ obtained from $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$.
showing good agreement with previously reported results. ${ }^{41,42}$ The observed peak at $1624.7 \mathrm{~cm}^{-1}$ is assigned to the $\mathrm{C}=\mathrm{O}$ stretching mode, while broad absorption peaks in the 3100$3600 \mathrm{~cm}^{-1}$ interval correspond to $\mathrm{O}-\mathrm{H}$ stretching modes arising from the absorption of water on the surface of the nanoparticles via -COOH groups or even the AC functional groups.

The neutral charge of the adsorbent surface at $\mathrm{pH}_{\mathrm{ZPC}}$ becomes negative at pH values higher and positive at pH values lower than this value, respectively. ${ }^{43}$ Data of $\Delta \mathrm{pH}\left(\mathrm{pH}_{\text {final }}-\right.$ $\mathrm{pH}_{\text {initial }}$ ) vs. pH were plotted (Fig. 2b) and reveal that $\mathrm{pH}_{\text {zpc }}$ is 3.25 for ZnS -NPs-AC. Therefore, at pH values greater than 3.25 the removal should be higher due to increased electrostatic interactions. Generally, the net positive charge of adsorbate decreases at higher pH and is associated with a decrease in the repulsion between the adsorbent surface and the cationic MB dye.

### 3.2. CCD model and statistical analysis

RSM is an efficient technique for optimization and was applied to analyze the effect of the important parameters and their interactions on the adsorption process under different conditions using CCD. ${ }^{15}$

The factors affecting MB removal efficiency should be more keenly monitored so that better systems can be developed to remove dyes from waste waters on a pilot scale. Hence, in this study, the CCD was applied to optimize the adsorption of MB dye from dye solution by varying the parameters pH , adsorbent mass, MB concentration and contact time in the preliminary steps, while the numerical values of various runs and respective experimental responses are detailed in Table 1.

The analysis of CCD results led to the following second-order polynomial equation:

$$
\begin{align*}
Y_{R \% \mathrm{MB}}= & -8.3+18.6 X_{1}+4512.7 X_{2}-0.2 X_{3}+2.9 X_{4} \\
& -171.5 X_{1} X_{2}-0.02 X_{1} X_{3}-0.81 X_{1} X_{4}+6.71 X_{2} X_{3} \\
& +118.1 X_{2} X_{4}+0.13 X_{3} X_{4}-0.93 X_{1}^{2}-101476.22 X_{2}^{2} \\
& -0.01 X_{3}^{2}-0.24 X_{4}{ }^{2} \tag{8}
\end{align*}
$$

ANOVA based on $F$ - and $P$-tests gives information about the type of contribution of each term to the response and quality of the regression equation (Table 2).

The statistical significance of the model is assigned according to the $F$-value. The "Model $F$-value" of 448.035 is a good indication of the high efficiency and applicability of the present model and denotes that there is only $0.01 \%$ chance of obtaining

Table 2 ANOVA, regression coefficients and quadratic summary statistics for CCD (MB)

this value due to noise. A very low probability value ( $P$-value $<$ 0.0001 ) implies that the model is strongly significant at a $95 \%$ confidence interval (i.e., $P$-values less than 0.05 indicate significance). The non-significant lack-of-fit is favorable and specifies the high predictability of the model. The "Lack of Fit $F$ value" ( 0.2685 ) strongly indicates its low contribution compared to pure error. In Table 2, the $P$-values $<0.050$ are significant.

The $R^{2}$ value of 0.9976 indicates that $99.76 \%$ of the variability can be explained in random fashion changes in the variable. The $R^{2}$-predicted value of 0.9930 is in reasonable agreement with the $R^{2}$-adjusted value of 0.9954 . Fig. 3a indicates that the predicted values of MB adsorption efficiency obtained from the model and the actual experimental data are in good agreement which is evidence for the validity of the regression model. Fig. 3b shows the residual plot versus predicted data and the random pattern of residuals exhibits the model's adequacy.

An adequate precision (signal-to-noise ratio) value higher than 4 supports the desirability of the model; a value of 75.92 was found in the present study. Hence this model can navigate the design space. ${ }^{44}$ The degree of precision and reliability given by the coefficient of variation (CV) ( $0.4135 \%$ ) shows the higher precision and reliability of experimental data. ${ }^{45}$

The normal distribution of data was traced by plotting the residuals and deviations of the observed data values from the predicted values (Fig. 3c). A visual examination of the data shows that the data points fall approximately along a straight line for MB adsorption and also suggests the fair adequacy of the constructed equation for predicting the adsorption and
estimating individual interactions between the response and process parameters.

### 3.3. Model graphs for the effect of variables

The results from a plot of perturbation response ( $R \% \mathrm{MB}$ ) against the factors (Fig. 4a) show evidence for the importance of $\mathrm{pH}\left(X_{1}\right)$, adsorbent mass $\left(X_{2}\right)$, MB concentration $\left(X_{3}\right)$ and sonication time $\left(X_{4}\right)$ in the MB removal process. Fig. 4 shows the MB removal percentage in terms of raising each variable in turn while all other factors are held in the middle of the design space (the coded zero level). The influence of the adsorbent mass on the removal percentage became more pronounced when moving from the middle towards the higher levels. The reciprocal slope of the perturbation curve for factor $X_{2}$ (MB concentration) is related to a decrease in MB removal when increasing the MB concentration up to $40 \mathrm{mg} \mathrm{L}^{-1}$. The reciprocal slope of the perturbation curve for $X_{1}$ and $X_{4}$ ( pH and sonication time) confirmed that maximum MB removal is seen at pH 7.0 and 5 min.

The main effects of each parameter on the MB removal efficiency (Fig. 4) show that both pH and adsorbent mass have a positive correlation with the removal percentage (Fig. 4b) that is attributed to the increase in availability of binding sites at a higher initial solution pH and the enhancement of the accessibility of dye for binding sites of adsorbent. ${ }^{43}$ The problem with high adsorbent mass however is that it may cause interference between binding sites or there may be insufficient dye ions in the solution with respect to the available binding


Fig. 3 (a) Plot of the measured and model-predicted values of the response variable, (b) residuals versus predicted removal percentage ( $R \%$ ) and (c) the normal probability plot of the residuals.
sites. It is likely that protons will then combine with dye ions and thereby decrease the interaction of dye ions with the $\mathrm{ZnS}-$ NP-AC components.

The $\mathrm{pH}_{\mathrm{zpc}}$ of $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$ was equal to 3.25 (Fig. 2b) and therefore, basic solution favors MB adsorption onto the ZnS-NP-AC. This is favorable for the studied adsorption system for real waste water decolorization from the textile industry (alkaline) because it avoids additional costs for pH control.

The combined effects of adsorbent mass and MB concentration (Fig. 4c) reveal the reverse impact of MB concentration and adsorbent mass on MB uptake. At lower adsorbent mass, an


Fig. 4 (a) Overlay plot of the perturbation of all the variables on dye removal. Response surface plot and contour graph to illustrate the effects of (b) pH and adsorbent mass and (c) adsorbent mass and concentration of MB on MB removal using $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$.
increase in MB concentration led to saturation of the binding sites and finally a decline in uptake. A higher adsorbent mass enhanced the uptake which may be related to the availability of relatively more active binding sites.

### 3.4. Analysis of AAN

In this research, ANN models have been used to evaluate the effect of four input variables, namely pH , adsorbent mass, MB concentration and sonication time, on the removal percentage of MB as the output. A feed-forward topology of the ANN model, famous as a multilayer perceptron (MLP), has been used with a BP algorithm to build the predictive models.

The optimization of the network is a very important step in network training that is based on the optimization of a number of neurons in the hidden layer. For this purpose, different numbers of neurons (2-15 neurons corresponding to the hidden layer) were tested and it was found that a hidden layer with 8 neuron was the best case and permitted achievement of


Fig. 5 (a) Scatter plot of predicted values from the RSM, ANN and LSSVM models versus actual values for the CCD matrix, (b) plot of the residuals versus model-predicted values and (c) distribution of residuals for the LS-SVM, ANN and RSM models.
good operation parameters with a minimum value of MSE and a maximum value of $R^{2}$. As a result, in this study a three layered feed-forward BP ANN ( $4: 8: 1$ ) was used for modeling of the adsorption process. Fig. 5a displays the goodness of fit between the forecast values for the removal of data using the ANN model against the actual values for the CCD matrix.

### 3.5. Analysis of LS-SVM

The constructed LS-SVM model with the RBF kernel function was applied to the selected data set to predict MB adsorption using the set of four variables as estimators. A two-step grid search method with a tenfold cross-validation was used to derive the LS-SVM model parameters. The optimal values for the LS-SVM model parameters, $C$ (cost constant), $\varepsilon$ (the radius of the insensitive tube) and kernel-dependent parameter $(\gamma)$ were found to be $672.34,0.002$, and 1.327 , respectively, and the number of SVs was 185 ; the statistical parameter values are summarized in Table 3. It may be noted that the model-predicted values of the dependent variable have a high correlation with the experimental values in all three sets ( $R^{2}$ was 0.9997 in training and 0.9996 for the validation data). Values of other criteria parameters suggest a good fit of the LS-SVM model to the datasets and the adequacy of the selected model for predicting the adsorptive removal of MB.

### 3.6. Comparison of RSM with ANN and LS-SVM

The capabilities of the proposed LS-SVM, ANN and RSM techniques for the prediction and modeling of the MB adsorption system were evaluated by means of comparing the responses computed from each method to the observed data. For this purpose, the techniques were used to predict the responses belonging to 30 experimental points (the CCD matrix). The performances of the constructed LS-SVM, ANN and RSM models were also statistically measured by $R^{2}$ values, RMSE, mean absolute error (MAE) and absolute average deviation (AAD) as follows:

$$
\begin{align*}
& R^{2}=1-\sum_{i=1}^{n}\left(\frac{\left(y_{\text {pred }, i}-y_{\text {exp }, i}\right)^{2}}{\left(y_{\text {pred }, i}-y_{\mathrm{m}}\right)^{2}}\right)  \tag{9}\\
& \text { RMSE }=\sqrt{\frac{\sum_{i=1}^{n}\left(y_{i, \text { pred }}-y_{i, \text { exp }}\right)^{2}}{n}} \tag{10}
\end{align*}
$$

Table 3 Comparison of statistical parameters obtained using the LSSVM, ANN and RSM models

|  | Statistical parameters |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Models | $R^{2}$ | RMSE | AAD\% | MAE |
| LS-SVM | 0.9995 | 0.000229747 | 0.000600812 | 0.101417559 |
| ANN | 0.9984 | 0.000989432 | -0.033166815 | 0.145769511 |
| RSM (CCD) | 0.9976 | 0.001233283 | -0.003189788 | 0.157790909 |

where $n$ is the number of experimental data, $y_{i, \text { pred }}$ and $y_{i \text { exp }}$ are the predicted and experimental responses, respectively, and $y_{\text {avg }, \exp }$ is the average of experimental values.
$R^{2}$ measures the percentage of total variation in the response variable that is explained by least-squares regression. $R^{2}$ must be closed to 1.0 , whereas AAD, which is a direct method for describing deviations between predicted and experimental data, must be as small as possible.

Table 3 presents the statistical comparison (i.e. $R^{2}$, RMSE, AAD and MAE) of RSM, LS-SVN and ANN models. Generally, all three (RSM, LS-SVM and ANN) models provided good quality predictions in this study; they can be considered to perform well in data fitting and offered stable responses. However, the LS-


Fig. 6 Plot of fitness value vs. generation for the variables in GA optimization of the removal of MB.

Table 4 Comparison of optimum removal percentage of MB dye from CCD-DF and CCD-GA models

|  | Models |  |
| :--- | :---: | ---: |
| Factors | CCD-DF | CCD-GA |
| pH | 7.000 | 6.999 |
| Adsorbent mass (mg) | 0.015 | 0.015 |
| MB concentration (mg L ${ }^{-1}$ ) | 20.000 | 20.001 |
| Sonication time (min) | 3.000 | 2.994 |
| $R \%_{\mathrm{MB}}$ | 98.02 | 98.125 |

SVM showed a clear superiority over ANN and RSM. On the other hand, values of the model prediction errors suggest that the RSM prediction performance was relatively poor as compared with the other models applied here. This finding is similar to the usual notion that ANN and SVM regression give better performances than RSM. ${ }^{46}$ Residuals versus predicted value plots can be more informative regarding model fitting to a data set. If the residuals appear to behave randomly it suggests that the model fits the data well. On the other hand, if a nonrandom distribution is evident in the residuals, the model does not fit the data adequately. The model-predicted values of the response variable and the residuals corresponding to the experimental data set are plotted in Fig. 5b. The observed


Fig. 7 (a) Pseudo-first-order and (b) second-order kinetic plots for MB adsorption on $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$ (dye concentration: $8-40 \mathrm{mg} \mathrm{L}^{-1}$, adsorbent mass: 0.015 g and $\mathrm{pH}: 7.0$ ).
relationship between residuals and model-predicted values of removal ( $R \%$ ) yielded by all the three models used here show random distribution and almost complete independence.

The goodness-of-fit between the experimental and the predicted responses given by the LS-SVM, ANN and RSM models are shown in Fig. 5a. The residuals (the differences between predicted and actual values) for both approaches are shown in Fig. 5 c which shows the distribution of residuals of the three approaches as a criterion for their compression. The fluctuations of the residuals are relatively small and regular for SVM compared to ANN and RSM. The RSM model shows greater deviation than the LS-SVM and ANN models.

However, there is no vagueness in the RSM model compared with the other approaches, because the RSM model presents all of the relationships between linear, interaction and quadratic effects. Furthermore, the RSM model plays an important role in decreasing the number of experiments, cost and time. In addition, the RSM model optimized the conditions and developed a full quadratic model at optimum conditions.

### 3.7. Analysis of CCD combined with DF and GA

After performing the experimental design, the response surface and contour plot were drawn using STATISTICA software to guide the determination of optimum values. The optimum values were found to be $7.0,20 \mathrm{mg} \mathrm{L}^{-1}, 0.015 \mathrm{~g}$ and 3 min for the variables pH , initial MB concentration, adsorbent mass and sonication time, respectively and led to the achievement of a $98.19 \%$ removal percentage which was strongly confirmed by five replicates at these conditions that led to a $98.02 \% \pm$ MB removal percentage.

GA using Matlab R2015a was applied to optimize the input fitness functions formulated in eqn (9) of the CCD for all parameters. According to Table 1, high and low values of each parameter were used to achieve the maximum MB simultaneous removal following the optimization of conditions by GA.

GA optimized values were found to be $6.99,0.015 \mathrm{~g}, 20.001 \mathrm{~g}$ and 2.994 min for pH , adsorbent mass, MB concentration, and sonication time, respectively. This result was cross-validated by carrying out the batch study at the aforementioned GA-specified optimum conditions. Fig. 6 represents the best fitness plot achieved during the iterations of GA over 50 generations and describes the gradual convergence of results towards the optimal solution.

The optimum conditions for the ultrasound-assisted removal of MB predicted by DF and GA are further compared with experimental results for the same set of parameters (Table 4). This comparison shows a good agreement between the experimental and the predicted data.

### 3.8. Kinetic studies

The adsorption kinetics of MB onto ZnS-NP-AC were investigated using four kinetic models, namely, the pseudo-firstorder, ${ }^{47}$ pseudo-second-order, ${ }^{48}$ intraparticle diffusion ${ }^{49}$ and Elovich ${ }^{50}$ models.

The linear plots for pseudo-first-order (Fig. 7a) and pseudo-second-order (Fig. 7b) kinetic models were used to find the
Table 5 Kinetic parameters for MB adsorption onto ZnS-NP-AC

| Kinetic model |  | Plot | Value of parameters |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Conc. ( $\mathrm{mg} \mathrm{L}^{-1}$ ) | 8 | 16 | 24 | 32 | 40 |
| Pseudo-first-order kinetic$\log \left(q_{\mathrm{e}}-q_{t}\right)=\log q_{\mathrm{e}}-\left(\frac{k_{1}}{2.303}\right) t$ | $k_{1}$ is the rate constant of pseudo-firstorder adsorption and $q_{\mathrm{e}}$ and $q_{t}$ denote the amount of adsorption at equilibrium and at time ' $t$ ', respectively | $\ln \left(q_{t}-q_{\text {e }}\right)$ vs. $t$ | $k_{1}\left(\mathrm{~min}^{-1}\right)$ | 0.6550 | 0.6978 | 1.1280 | 0.8024 | 0.7303 |
|  |  |  | $q_{\text {e(calc) }}\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | 4.3742 | 14.856 | 34.034 | 50.038 | 93.239 |
|  |  |  |  | 0.9369 | 0.9770 | 0.5889 | 0.8427 | 0.8975 |
| Pseudo-second-order kinetic$\frac{t}{q_{t}}=\frac{1}{k_{2} q_{\mathrm{e}}{ }^{2}}+\frac{1}{q_{\mathrm{e}}} t$ | $q_{\mathrm{e}}$ and $q_{t}$ are the amount of MB adsorbed on ZnS -NP-AC at equilibrium and at time $t(\mathrm{~min})$, respectively, and $k_{2}$ is the rate constant for the second order kinetic model | $t / q_{t} \nu$ s. $t$ | $k_{2}\left(\min ^{-1}\right)$ | 0.3059 | 0.0925 | 0.0540 | 0.0281 | 0.0103 |
|  |  |  | $q_{\text {e(calc) }}\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | 26.954 | 54.054 | 81.308 | 103.90 | 128.21 |
|  |  |  | $R^{2}$ | 0.9999 | 0.9998 | 0.9906 | 0.9983 | 0.9951 |
|  |  |  | $h$ | 222.25 | 270.27 | 359.99 | 303.01 | 169.21 |
| Intraparticle diffusion $\mathrm{q}_{t}=K_{\text {difft }}{ }^{1 / 2}+C$ | $K_{\text {dif }}$ is the intraparticle diffusion rate constant, and $C$ is a constant related to the thickness of the boundary layer | $q_{t}$ vs. $t^{1 / 2}$ | $K_{\text {dif }}\left(\mathrm{mg} \mathrm{g}^{-1} \mathrm{~min}^{-1 / 2}\right)$ | 2.1578 | 5.8635 | 6.1920 | 14.883 | 30.944 |
|  |  |  | $C\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | 21.785 | 39.526 | 61.084 | 64.246 | 44.288 |
|  |  |  | $R^{2}$ | 0.8260 | 0.9249 | 0.9364 | 0.9737 | 0.9707 |
| Elovich | $\alpha$ is the initial adsorption rate and $\beta$ is | $q_{t}$ vs. $\ln t$ | $\beta\left(\mathrm{g} \mathrm{mg}^{-1}\right)$ | 0.6081 | 0.2299 | 0.2197 | 0.0904 | 0.0447 |
|  | related to the extent of surface coverage |  | $\alpha\left(\mathrm{mg} \mathrm{g}^{-1} \mathrm{~min}^{-1}\right)$ | 72.173 | 248.30 | 381.50 | 935.01 | 1768.68 |
| $q_{t}=\frac{1}{\beta} \ln (\alpha \beta)+\frac{1}{\beta} \ln t$ | and the activation energy for |  | $R^{2}$ | 0.9324 | 0.9894 | 0.9831 | 0.9880 | 0.9862 |
| Experimental data |  |  | $q_{\mathrm{e}(\exp )}\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | 26.421 | 52.355 | 74.733 | 97.381 | 113.55 |

Table 6 Adsorption isotherm parameters for MB adsorption onto $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$

| Isotherm |  | Plot | Parameters | Value of parameters |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 0.005 g | 0.010 g | 0.015 g | 0.020 g | 0.025 g |
| Langmuir | $q_{\mathrm{e}}$ is the equilibrium MB concentration on | $C_{\mathrm{e}} / q_{\mathrm{e}}$ vs. $C_{\mathrm{e}}$ | $Q_{\mathrm{m}}\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | 243.902 | 161.290 | 126.584 | 89.286 | 73.529 |
| $\frac{C_{\mathrm{e}}}{q_{\mathrm{e}}}=\frac{1}{Q_{\mathrm{m}} k_{\mathrm{L}}}+\frac{C_{\mathrm{e}}}{Q_{\mathrm{m}}}$ | adsorbent, $Q_{\mathrm{m}}$ is the maximum amount of |  | $k_{\mathrm{L}}\left(\mathrm{L} \mathrm{mg}^{-1}\right)$ | 1.323 | 1.320 | 4.158 | 7.467 | 11.333 |
|  | adsorption, $k_{\mathrm{L}}$ is the affinity constant, $C_{\mathrm{e}}$ is |  | $R^{2}$ | 0.9952 | 0.9966 | 0.9934 | 0.9969 | 0.9950 |
|  | the solution concentration at equilibrium |  | $R_{\mathrm{L}}=$ | 0.0185-0.1313 | 0.0186-0.1316 | 0.006-0.0459 | 0.0033-0.0261 | 0.0022-0.0173 |
|  | and $R_{\mathrm{L}}$ is the equilibrium constant it indicates the type of adsorption |  | $\left(1 /\left(1+k_{\mathrm{L}} C_{0}\right)\right)$ |  |  |  |  |  |
| Freundlich | $K_{\mathrm{F}}$ is the Freundlich constant and $1 / n$ | $\ln q_{\mathrm{e}} v s . \ln C_{\mathrm{e}}$ | 1/n | 0.2087 | 0.3537 | 0.3446 | 0.2800 | 0.2604 |
|  | is the heterogeneity factor describing |  | $K_{\mathrm{F}}\left(\mathrm{L} \mathrm{mg}^{-1}\right)$ | 8.245 | 6.763 | 6.016 | 6.257 | 5.990 |
| $\ln q_{\mathrm{e}}=\ln K_{\mathrm{F}}+\frac{1}{n} \ln C_{\mathrm{e}}$ | the adsorption intensity |  | $R^{2}$ | 0.9666 | 0.9646 | 0.9840 | 0.8813 | 0.8861 |
| Temkin | $K_{\mathrm{T}}$ is the equilibrium binding constant | $q_{e}$ vs. $\ln C_{\mathrm{e}}$ | $B$ | 25.172 | 26.275 | 18.717 | 11.979 | 9.081 |
| $q=B \ln K_{\mathrm{T}}+\mathrm{B} \ln C$ | corresponding to the maximum |  | $K_{\mathrm{T}}\left(\mathrm{L} \mathrm{mg}^{-1}\right)$ | 469.870 | 37.072 | 138.092 | 368.094 | 869.55 |
|  | binding energy and constant $B$ is related to the heat of adsorption |  | $R^{2}$ | 0.8817 | 0.9803 | 0.9682 | 0.9849 | 0.9832 |
| $\mathrm{D}-\mathrm{R} \ln q_{\mathrm{e}}=\ln Q_{\mathrm{s}}-\beta \varepsilon^{2}$ | $q_{\mathrm{e}}$ is the amount of adsorbed MB on the | $\ln q_{\mathrm{e}}$ vs. $\varepsilon^{2}$ | $Q_{\mathrm{S}}\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | 180.187 | 116.513 | 91.606 | 78.007 | 62.440 |
|  | adsorbent, $Q_{\mathrm{s}}$ is the maximum adsorption |  | $\beta \times 10^{-8}$ | 0.796 | 2.780 | 1.347 | 1.280 | 0.860 |
|  | capacity; $\beta$ is the activity coefficient |  | $E\left(\mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ | 7.9255 | 4.2410 | 6.0926 | 6.250 | 7.625 |
|  | corresponding to the mean energy of |  | $R^{2}$ | 0.7083 | 0.8506 | 0.8975 | 0.9629 | 0.9059 |
|  | adsorption, $E$ is the free energy and $\varepsilon$ is the Polanyi potential |  |  |  |  |  |  |  |

values of their respective parameters. The $R^{2}$ values and the various kinetic parameters obtained from the applied kinetic models are shown in Table 5. The values of $R^{2}$ for the pseudo-first-order $(\leq 0.9770)$, intraparticle diffusion $(\leq 0.9737)$ and Elovich $(\leq 0.9894)$ kinetic models were low. On the other hand, the values of $R^{2}$ for the pseudo-second-order kinetic model were $\geq 0.9983$ in most situations and the very reasonable closeness of experimental and predicted $q_{\mathrm{e}}$ values confirmed the high efficiency of this model for representation of the experimental data (Table 5).

### 3.9. Adsorption isotherms

The equilibrium adsorption isotherms are fundamental in describing the interactive behavior between adsorbates and adsorbent and are essential for giving an idea of the adsorption capacity of the adsorbent. In the present study, four adsorption isotherm models, the Langmuir, ${ }^{51}$ Freundlich, ${ }^{52}$ Temkin ${ }^{53}$ and Dubinin-Radushkevich (D-R) ${ }^{54}$ equations, were used to describe the adsorption equilibrium. The Langmuir isotherm is the most popular isotherm model and it is mainly applied to describe monolayer adsorption processes. The Freundlich model is a semi-empirical equation describing heterogeneous surface adsorption and multilayer adsorption under various non-ideal conditions. The Temkin isotherm describes a state in which the heat of adsorption falls linearly with increasing adsorption capacity. D-R is generally applied to express an adsorption mechanism with a Gaussian energy distribution onto a heterogeneous surface.

All adsorption isotherm parameters and $R^{2}$ values corresponding to each model are listed in Table 6 based on the respective plots for each model: $C_{\mathrm{e}} / q_{\mathrm{e}} v s . C_{\mathrm{e}}, \ln q_{\mathrm{e}} v s$. $\ln C_{\mathrm{e}}, q_{\mathrm{e}} v s . \ln C_{\mathrm{e}}$ and $\ln q_{\mathrm{e}} v s . \varepsilon^{2}$ straight line plots for the Langmuir, Freundlich, Temkin and D-R models, respectively (Fig. 8a-d).

As can be seen from Table 6, the correlation coefficients and error analysis support the high efficiency of the Langmuir equation ( $R^{2} \geq 0.9934$ ) for representing the equilibrium experimental data with a maximum adsorption capacity $\left(Q_{\mathrm{m}}\right)$ of $234.90 \mathrm{mg} \mathrm{g}^{-1}$. The $R_{\mathrm{L}}$ values of $0.0022-0.1316$ (Table 6) support this high ability and favorability. The less than unity values of $1 /$ $n$ point towards a favorable adsorption process. The $R^{2}$ values (0.7083-0.9849) for the Freundlich, Temkin and D-R isotherms indicate that these isotherms are not appropriate to describe the experimental data for MB adsorption.

The $E$ value obtained using the D-R constant gives information about adsorption mechanism, physical or chemical. If it lies between 8 and $16 \mathrm{~kJ} \mathrm{~mol}^{-1}$, the adsorption process takes place chemically, while if $E<8 \mathrm{~kJ} \mathrm{~mol}^{-1}$, the adsorption process proceeds physically. The $E$ values obtained for all adsorbent masses studied in this research were lower than $8 \mathrm{~kJ} \mathrm{~mol}^{-1}$, which shows that the adsorption of MB onto ZnS-NP-AC occurs by physisorption.

### 3.10. Performance comparison with other adsorbents

Table 7 compares the sorption capacity ( $\mathrm{mg} \mathrm{g} \mathrm{g}^{-1}$ ), pH and contact time (min) of different nanoparticle adsorbents used


Fig. 8 (a) Langmuir, (b) Freundlich, (c) Temkin and (d) D-R adsorption isotherms for the adsorption of MB onto ZnS-NP-AC (adsorbent mass: 0.015 g , sonication time: 3 min and $\mathrm{pH}: 7.0$ ).
for the removal of MB. The value of $Q_{\mathrm{m}}$ in this study using an environmentally friendly and low cost adsorbent is significantly higher than those obtained in most of the previous work. As seen in Table 7, the present method is highly recommended due to its higher adsorption capacity over a short time and usage of a small amount of adsorbent, and is favorable for waste water treatment. The present method is preferred and superior to the literature methods in terms of its satisfactory removal performance for dyes as compared to other reported adsorbents.

### 3.11. Recycling

Regeneration of the adsorbents is important for economic and resource reasons. To assess the adsorption efficiency of the recycled $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$ over nine consecutive cycles, experimental tests were carried out using 50 mL of $20 \mathrm{mg} \mathrm{L}^{-1} \mathrm{MB}$ solutions, 0.015 g adsorbent and 3 min sonication. Subsequently, the mixture was centrifuged for 3 min at 3000 rpm and the MB adsorption percentage was determined to be $98.20 \%$. The adsorbed MB was efficiently eluted by 10 mL methanol (Fig. 9) and less than $10 \%$ in MB removal was seen, while at higher

Table 7 Efficiency of various adsorbents and methods used for MB removal from aqueous solutions

| Adsorbent | pH | Sorption capacity ( $\mathrm{mg} \mathrm{g}^{-1}$ ) | Contact time (min) | Ref. |
| :---: | :---: | :---: | :---: | :---: |
| MWCNTs filled with $\mathrm{Fe}_{2} \mathrm{O}_{3}$ particles | 6.0 | 42.90 | 60 | 55 |
| ZnS : Cu nanoparticles loaded on activated carbon | 7.0 | 106.95 | 2.2 | 50 |
| Ag nanoparticles loaded on activated carbon | 2.5 | 71.43 | 15 | 14 |
| Au nanoparticles loaded on activated carbon | 7.0 | 185.00 | 1.6 | 56 |
| $\mathrm{Mn}-\mathrm{Fe}_{3} \mathrm{O}_{4}$ nanoparticles loaded on activated carbon | 5.0 | 229.40 | 3.0 | 44 |
| $\mathrm{Fe}_{3} \mathrm{O}_{4}$ nanoparticles | 6.0 | 91.90 | 2.0 | 57 |
| Oxidized multiwalled carbon nanotubes (MWCNT) | 6.0 | 102.3 | 2.6 | 58 |
| Graphene nanosheet/magnetite ( $\mathrm{Fe}_{3} \mathrm{O}_{4}$ ) composite | 6.0 | 43.83 | 20 | 9 |
| NiS nanoparticles loaded on activated carbon | 8.1 | 52.00 | 5.46 | 13 |
| CuO nanoparticles loaded on activated carbon | 7.0 | 10.55 | 15 | 59 |
| $\mathrm{MnO}_{2}$ nanoparticles loaded on activated carbon | 7.0 | 234.20 | 4.0 | 43 |
| ZnO nanorods loaded on activated carbon | 7.0 | 238.09 | 20 | 8 |
| $\gamma$ - $\mathrm{Fe}_{2} \mathrm{O}_{3}$-NPs-AC | 7.0 | 195.55 | 4.0 | 4 |
| Ru nanoparticles loaded on activated carbon | 7.0 | 185.185 | 27 | 60 |
| ZnS nanoparticles loaded on activated carbon | 7.0 | 243.90 | 3.0 | This study |



Fig. 9 Effect of the number of regeneration cycles on the adsorption of MB onto $\mathrm{ZnS}-\mathrm{NP}-\mathrm{AC}$ (MB concentration: $20 \mathrm{mg} \mathrm{L}^{-1}$, adsorbent mass: 0.015 g , sonication time: 3 min and $\mathrm{pH}: 7.0$ ).
times MB molecules strongly attached to the ZnS-NP-AC via chemical adsorption.

## 4. Conclusions

In this study, the main objective was the development and construction of a novel model that could make a reliable prediction of MB adsorption onto ZnS-NPs-AC on the basis of batch adsorption experiments performed with four different process variables ( pH , adsorbent mass, MB concentration, and sonication time). LS-SVM, ANN and RSM models were constructed for predicting the removal of MB. Generalization and predictive performances of the different models were evaluated using the statistical criteria of RMSE, $R^{2}$, MAE and AAD and analysis of the residuals. All three models predicted the adsorption of MB by ZnS -NPs-AC from aqueous solutions satisfactorily. Based on the findings, the present work indicates that the LS-SVM is much more accurate in modeling the removal of MB dye than the ANN or RSM models. The experimental data from CCD were excellently fitted to the quadratic model, and the relationship between the response and the variables was described by a second-order polynomial equation (regression model). The dosage of ZnS-NPs-AC was the most significant factor for dye removal, followed by pH and sonication time, and the least significant factor was dye concentration. CCD combined with DF and GA methods showed the maximum uptake efficiency for different combinations of pH and MB concentration. The predicted maximum MB adsorption with the corresponding optimal parameters for the adsorption process using DF and GA were as follows: pH 7.00 and 6.99 , adsorbent mass 0.015 and 0.015 , MB concentration 20.000 and $20.001 \mathrm{mg} \mathrm{L}{ }^{-1}$, and sonication time 3.000 and 2.994 min , respectively. The MB removal process obeys a pseudo-secondorder kinetic expression. Adsorption of MB onto the adsorbent follows the Langmuir isotherm. A regeneration study of the material was also carried out and it was found that the ZnS-NPAC could be regenerated using methanol solution and reused. This report can be used as a stimulus for motivating and
inspiring other researchers to develop advanced and optimized systems based on adsorption for the nontoxic and effective treatment of waste water.
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