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Introduction

Epoxide hydrolases are a biocatalytically important class of enzymes, as they catalyse the transformation of chiral epoxides to the corresponding vicinal diols. This makes them particularly attractive as catalysts for the production of enantipure fine chemicals and pharmaceuticals. In vivo, these enzymes show widely distributed functions, with their precise roles depending on their organism of origin. In broad terms, their primary biological involvement is in detoxification pathways (through the breakdown of toxic epoxides), secondary metabolism, and in cellular signaling. Furthermore, due to their biocatalytic importance, epoxide hydrolases have been the subject of extensive biochemical, structural and computational studies, and, for example, limonene epoxide hydrolase has been recently used as a model system for the computational design of enantioselective enzymes.

Among the epoxide hydrolases, Solanum tuberosum epoxide hydrolase 1 (STEH1) has been a system of particular interest to both theory and experiment, and a generalized mechanism for the reaction catalysed by this enzyme is shown in Fig. 1, based on proposals put forward in the literature. The reaction occurs in three sequential steps: (I) nucleophilic attack by D105 on one of the two epoxide ring carbons of the bound substrate (labelled here as C-1 and C-2) to give rise to a covalent alkylenzyme intermediate; (II) hydrolysis of this intermediate through nucleophilic attack by a structurally conserved active-site water molecule, activated by a general base (H300) to form a tetrahedral intermediate, and, finally, (III) decay of the tetrahedral intermediate to the product, which is subsequently released from the enzyme. Features of this mechanism (in particular the use of an amino acid side chain as a nucleophile to yield an alkyl- or acylenzyme intermediate) are common to all α,β-hydrolases. The two active-site tyrosines, however, are typical for epoxide hydrolases and their role is to facilitate formation of an anionic intermediate resulting from
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opening of the epoxide ring, by stabilizing increasing charge localization on the epoxide ring oxygen as the C–O bond is broken during the reaction.\(^5\) In addition, we recently demonstrated that two additional residues close to the active site, E35 and H104, play important roles in this enzyme's catalytic activity, with the protonated form of H104 being essential for maintaining charge balance in the otherwise negatively charged StEH1 active site and E35 acting as a “backup” for the \(\textit{bona fide}\) general base H300\(^{17}\) (Fig. 2).

Our previous computational work focused primarily on the large and bulky substrate \textit{trans}-stilbene oxide (TSO),\(^{17}\) which is a symmetric substrate that almost fully fills the StEH1 active site. This removed the computational complications associated with the presence of multiple potential binding modes for the substrate, and allowed us to identify the importance of E35 and H104 as well as to pinpoint the key features contributing towards the selectivity of these enzymes. However, the most interesting aspect of StEH1 is its activity towards smaller substrates such as styrene oxide (SO, Fig. 1), where the enzyme displays enantioconvergent behaviour (Fig. 3), producing optically pure products as a result of changes in both enantio- and regioselectivity.\(^{3,12,13}\) In the present work, we have combined computational and crystallographic studies to pinpoint the origin of this enantioconvergent behaviour in wild-type StEH1 in terms of different substrate binding modes and reaction microsteps, as well as the effect of mutations in an engineered enzyme variant.\(^{13}\) Our empirical valence bond (EvB) calculations reproduce the enantio- and regioselectivity of this enzyme, and also demonstrate the link between substrate binding mode and selectivity, which is altered in the engineered variant. Computational prediction and rationalization of these differences provides an important prerequisite for the future design of engineered StEH1 variants with tailored catalytic properties.
Methodology

Theoretical background and simulation setup

Despite elegant recent studies,\(^7\)\(^8\)\(^14\)\(^16\)\(^20\)\(^21\) modelling enantio-selective enzymes poses a significant challenge to theory due to the need for computational methods that are sufficiently accurate to capture the small differences in energy that often distinguish between different enantiomers. In addition, the presence of multiple potential binding modes for smaller substrates creates a demand for extensive conformational sampling to obtain convergent free energies, which requires an approach that captures a reasonable balance between accuracy and computational speed. Following from our previous work, our methodology of choice has been the Empirical Valence Bond (EVB) approach for calculating the relevant energies of the reaction. A detailed review of and theoretical background for this approach can be found in e.g. ref. 22–24. In brief, the EVB is an empirical VB/MM approach that uses a valence bond description of the \(n\) different reacting states during a reaction to model chemical reactivity. The total energy of the system is then calculated by first constructing a \(2 \times 2\) Hamiltonian matrix of the different diabatic states, and then diagonalising this matrix to obtain the actual adiabatic ground state energy. The off-diagonal elements of this matrix describe the coupling between the different diabatic states. These off-diagonal parameters, as well as the gas-phase shift (\(\alpha\), which describes the relative energy of the two diabatic parabolas) are obtained by fitting to the energetics of a reference state, which can be either the background uncatalyzed reaction in aqueous solution or the wild-type enzyme against a set of quantum chemical calculations. Due to the phase-independence of the coupling term,\(^25\)\(^26\) once these parameters have been obtained, the same unchanged parameters can then be used to describe the reaction in different electrostatic environments (e.g. in the protein). Finally, the chemical reaction is described by using free energy perturbation to map between the different valence bond states, using a defined number of umbrella sampling windows to allow for overlapping energy profiles.\(^22\)

The simulation protocol used in the present study is very similar to our previous work on the StEH1-catalyzed hydrolysis of \(\text{trans}\)-stilbene oxide,\(^17\) and the bond, angle and torsion parameters as well as a large number of the non-bonded potentials used to describe that reaction have been reused for the present study. The only terms that needed re-parameterization compared to our previous study were related to the exchange of the phenyl ring of the \(\text{trans}\)-stilbene to styrene oxide, and a full overview of the EVB parameters used in the present study are presented in the ESI.\(^\dagger\) All new parameters were obtained using MacroModel 9.1 (2001, Schrödinger LLC),\(^27\) with partial charges being calculated using the same HF/6-31G* RESP procedure\(^28\) used in our previous work,\(^17\) and the remainder of the system was described using the OPLS-AA force field\(^29\) as implemented into the Q simulation package v. 5.10,\(^30\) which was used for all molecular dynamics and EVB simulations.

Our simulations were performed on the hydrolysis of styrene oxide by the wild-type form of StEH1, as well as an engineered variant, R-C1B1, which shows altered regio-selectivity in epoxide hydrolysis.\(^13\) Our starting structure for the simulations of wild-type StEH1 were taken from the Protein Data Bank,\(^31\) PDB ID: 2CJP.\(^6\) We provide here also a new crystal structure of the R-C1B1 variant (PDB ID: 4UFN), which was crystallized as described below, and which formed a starting point for all calculations on this variant. In the case of our previous work on TSO,\(^17\) this substrate is sufficiently large to almost fill the active site, and therefore substrate positioning did not pose a significant challenge to the simulations. In the present case, as styrene oxide (SO) is a much smaller substrate, it can occupy one of two productive binding positions: Mode 1, in which the phenyl ring of SO forms stacking interactions with the imidazole ring of H300, and Mode 2 in which the phenyl ring rather interacts with the indole of W106 (Fig. 4), forming either a π-stacking or an edge-on interaction with this side chain (depending on substrate enantiomer) during our equilibration runs. Therefore, to distinguish between these two possibilities, each enantiomer of styrene oxide was manually placed into the active site, in each of two different binding conformations. These were selected in such a way as to optimize interactions between the substrate and the oxyanion hole formed by the two Tyr hydroxyl groups (Fig. 2), in order to identify the most structurally stable Michaelis complex as a starting point for our simulations (based on maximal retention of hydrogen-bonding interactions with the active site tyrosines). Finally, as in our previous study,\(^17\) crystallographic water molecules within 16 Å from the reacting centre (D105) were retained for our simulations, and we completed our solvation sphere by solvating the system in a 20 Å sphere of TIP3P water molecules\(^12\) subject to surface-constrained all-atom solvent (SCAAS) boundary conditions\(^30\) and centred on the D105 C\(_3\) carbon. All water molecules overlapping with heavy atoms from the protein or ligand were removed to avoid clashes in our simulations. Protein atoms outside this explicit sphere were kept restrained to their crystallographic coordinates during all calculation steps, while atoms within 3 Å of this boundary were being restrained using a harmonic restraint of 10 kcal mol\(^{-1}\) Å\(^{-2}\) following the standard procedure used in our previous studies (see e.g. ref. 17 and 34).

---

**Fig. 4** A schematic illustration of the two active site conformations of styrene oxide used in this work. Shown here are (A) Mode 1, where the phenyl ring forms a stacking interaction with the H300 side chain, and (B) Mode 2, where the phenyl ring interacts with the side chain of W106 in the wild-type enzyme (note that although the substrate conformation is retained in the R-C1B1 variant, W106 has been replaced by a leucine).
Following this procedure, the final systems contained approximately 2000 free solute atoms and 160 free solvent molecules (varying slightly depending on the precise system). Additionally, on the order of 1200 atoms were constrained by the boundary conditions, out of a total of about 5600 atoms.

The system was then equilibrated by performing molecular dynamics simulations on the Michaelis complex at 1 K using a strong restraint of 200 kcal mol\(^{-1}\) Å\(^{-2}\) on all protein heavy atoms, in order to remove initial clashes in the system and also to optimize hydrogen positions. This was followed by gradual heating of the system to 300 K over the course of 90 ps of simulation time, in order to equilibrate the water molecules around the protein (while still applying the strong restraint to all protein heavy atoms). After this equilibration, the system was cooled down again to 5 K before dropping the restraints on the protein heavy atoms and heating the whole system to 300 K over the course of a final 150 ps of preparatory simulation time. After the initial heating and cooling, the only restraint remaining in our systems was a weak (0.5 kcal mol\(^{-1}\) Å\(^{-2}\)) position restraint on the substrate and hydrolytic water molecule, in order to keep them close to their starting positions. Finally, once the system had been reheated to 300 K with the weaker restraint, we ran a final 40 ns of dynamics at 300 K, using the same weak restraint, in order to allow the system to fully equilibrate (see Fig. S1† for associated RMSD plots for each system). The endpoints of this equilibration run were used to generate starting points for ten independent EVB calculations, which were each initialized by performing a further 200 ps of simulation on the final 40 ns equilibrated structure using different starting velocities, generated from a Maxwell distribution by assigning different random seeds to each simulation.

Subsequently, we performed EVB simulations of the hydrolysis of both (R)-SO and (S)-SO, considering both potential binding modes described above, as well as ring opening via attack at either C-1 or C-2. As with our previous work, the reaction was modelled as a two-step process,\(^{17}\) using the valence bond descriptions shown in Fig. 5. As the starting point for our EVB simulations was the StEH1 Michaelis complex, only one equilibration step was needed, and the final checkpoint files from the EVB simulations on the first reaction step (corresponding to the alkylenzyme intermediate) were used to provide initial coordinates for the subsequent hydrolysis step. For each system, our protein EVB calculations were calibrated against the corresponding background reaction in aqueous solution, using the same fragment-capping scheme as employed for our previous calculations on the StEH1-catalyzed hydrolysis of TSO.\(^{17}\) Specifically, our model reactions for the first and second steps of the enzyme-catalyzed reaction were propionate attack on styrene oxide, and imidazole-catalysed hydrolysis of the product state of the first reaction step respectively. Due to the lack of experimental data for the catalytic breakdown of SO by nucleophilic attack of propionate, for comparative purposes, we emulated the procedure employed by Lau et al.\(^{35}\) to analyse the same reaction for trans-methyl styrene oxide, employing the B3LYP functional\(^ {36–38}\) and COSMO solvent model,\(^ {39}\) with energies of stationary points calculated using the 6-311+G** basis set. This also allows us to directly compare our results to previous quantum chemical studies of enzyme-catalysed epoxide ring opening.\(^ {7,8,14,17}\) All quantum chemical calculations were performed using Gaussian09 Rev. C01,\(^ {40}\) and were performed on the different conformations of styrene oxide, using the lowest energy conformer as our reference state in aqueous solution (as this will be closest to the global minimum for the reactant state). The subsequent hydrolysis step was parameterized by extrapolation from experimental data following the procedure used in our previous work (see the ESI† of this work and of ref. 17 and references cited therein). The simulation protocol used for our background reaction in aqueous solution was identical to that used for the corresponding enzymatic reactions, with the exception of the fact that the positional restraint on the reacting atoms was increased from 0.5 to 1 kcal mol\(^{-1}\) Å\(^{-2}\) in order to maintain system stability (in aqueous solution, this restraint was applied to all solute atoms). The energetics used for the fitting of the reference reaction for each reaction step are shown in Table S1.†

![Fig. 5](https://example.com/fig5.png)

**Fig. 5** Overview of the valence bond states used to describe the StEH1 catalyst hydrolysis of styrene oxide (SO). Shown here are (I) the Michaelis complex, (II) the alkylenzyme intermediate and (III) the tetrahedral intermediate corresponding to (I) the alkylation and (II) hydrolysis steps of this reaction respectively. Note that the imidazole side chain and hydrolytic water molecule were not included in the reference EVB calculation of Step I. Additionally, the hydrolytic water molecule in step II has been highlighted in blue to follow the movement of protons. This figure has been adapted from ref. 17.
Finally, each individual EVB simulation was 10.2 ns in length, with the EVB free energy calculations distributed over 51 equally spaced mapping windows using constant linear interpolation between relevant reacting states (Fig. 5). Ten replicates were performed for each system. All molecular dynamics and EVB simulations were performed using a 1 fs time step, to a total simulation time of 3.616 μs for all protein simulations, and a further 1.328 μs of simulations of the background reaction in aqueous solution.

**Crystal structure of the R-C1B1 variant**

The enzyme variant R-C1B1 was originally isolated from a laboratory evolution for StEH1 variants displaying enrichment of the (R)-enantiomer of the diol product from the enzyme-catalysed hydrolysis of racemic (2,3-epoxypropyl)benzene (EPB).41 This variant has accumulated four active-site mutations, specifically W106L, L109Y, V141K and I155V. In addition to the altered regioselectivity in the hydrolysis of EPB, this variant also exhibits a change in the regioselectivity during hydrolysis of (R)-SO13 and was therefore included in this study.

Wild-type StEH1 and the R-C1B1 variant were expressed in *Escherichia coli* XL1-Blue (Stratagene Corp.), and purified by Ni(II)-IMAC and size exclusion chromatography as described previously.4 Protein concentrations were determined through corrected by:

\[ \varepsilon_{\text{variant}} = \varepsilon_{\text{WT}} + (\text{Trp} \times 5500) + (\text{Tyr} \times 1490) + (\text{Cys} \times 125) \]  

(1)

The R-C1B1 variant of StEH1 was crystallized by hanging drop vapour diffusion against a 1 ml reservoir at 20 °C. The 3 µl drop was prepared by mixing 2 µl protein solution (5 mg ml\(^{-1}\) in 30 mM Tris-HCl, pH 7.4) with 1 µl reservoir solution containing 18% (w/v) PEG 5000-monomethyl ether, 0.1 M Tris-HCl, pH 8.0, and 5% (v/v) dioxane.

Crystals of R-C1B1 were flash-frozen in liquid nitrogen without additional cryo-protection. Crystallographic data were collected at 100 K at beamline 104 of the Diamond Light Source (Didcot, UK). Data were indexed and integrated on site with XDS42 and scaled with SCALA from the CCP4 suite of programs.46 The crystals belong to space group \( P2_12_12_1 \) and contain two identical polypeptide chains per asymmetric unit. Data collection statistics are given in Table 1. The structure of the R-C1B1 variant was solved by molecular replacement with PHASER28 and wild-type StEH1 as a search model (PDB ID: 2CJP6). Manual model building was performed with COOT48 and alternated with restrained refinement in REFMAC5.49 A set of ~5% randomly selected reflections were used for monitoring \( R_{\text{free}} \). Water molecules were added in COOT.

The final model contains residues 2–321 for both the A and B chain, respectively, and 642 water molecules. A dioxane molecule from the crystallization solution is bound to the active site of both R-C1B1 molecules present in the asymmetric unit. The model has good stereochemistry, with >98% of the

**Table 1** Data collection and refinement statistics for the R-C1B1 StEH1 variant

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (Å)</td>
<td>0.9763</td>
</tr>
<tr>
<td>Space group</td>
<td>( P2_12_12_1 )</td>
</tr>
<tr>
<td>Cell dimensions a, b, c (Å)</td>
<td>56.0, 99.1, 123.5</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>99.14–2.00 (2.05–2.00)</td>
</tr>
<tr>
<td>( R_{\text{merge}} )</td>
<td>0.125 (0.571)</td>
</tr>
<tr>
<td>Mean ( I/\sigma_I )</td>
<td>9.0 (2.6)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>99.9 (100)</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>5.7 (5.8)</td>
</tr>
<tr>
<td>Wilson B-factor (Å(^2))</td>
<td>20.0</td>
</tr>
<tr>
<td>Refinement</td>
<td></td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>77.3–2.00</td>
</tr>
<tr>
<td>No. reflections</td>
<td>44 563</td>
</tr>
<tr>
<td>No. refl. test set (in %)</td>
<td>2292 (4.9)</td>
</tr>
<tr>
<td>( R_{\text{free}} )</td>
<td>17.1/21.1</td>
</tr>
<tr>
<td>Protein</td>
<td>5158/25.64</td>
</tr>
<tr>
<td>Water molecules</td>
<td>642/34.3</td>
</tr>
<tr>
<td>Dioxane</td>
<td>12/37.8</td>
</tr>
<tr>
<td>r.m.s. deviations</td>
<td>0.009</td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>1.30</td>
</tr>
</tbody>
</table>

\( ^{a} \) Values given in parentheses are for the highest resolution shell.

residues found in the most favourable and 0.3% in the disallowed region of the Ramachandran plot, respectively. The refinement statistics are given in Table 1. The crystallographic data and structure of the StEH1 R-C1B1 variant have been deposited in the Protein Data Bank with the accession code 4UFN. This crystal structure provided the starting point for all subsequent simulations of the activity of the R-C1B1 variant presented in this work, following exactly the same procedures as used for wild-type StEH1.

**Enzyme kinetics**

The steady state parameters for StEH1 catalysed SO hydrolysis have been reported earlier.50 Pre-steady state kinetics were followed under pseudo first order, multiple-turnover conditions. Build-up of steady-state levels of the alkyl-enzyme intermediates formed in the catalysed hydrolysis of either SO enantiomer were followed by monitoring the decrease in intrinsic Trp fluorescence of the enzyme as described previously.46 The apparent rates (Fig. S3A), \( k_{\text{obs}} \), were determined by fitting a single exponential function with a floating endpoint:

\[ F = A \exp(-k_{\text{obs}}t) + C \]  

(2)

to the averaged progression curves. Parameter values were obtained after fitting the determined \( k_{\text{obs}} \) values to either eqn (3) or (4).

\[ k_{\text{obs}} = \frac{k_2[S]}{K_S + [S]} + (k_{-2} + k_3) \]  

(3)

\[ k_{\text{obs}} = \frac{k_2[S]}{K_S} + (k_{-2} + k_3) \]  

(4)
In cases when \( k_{\text{obs}} \) displayed hyperbolic substrate concentration dependence, as in the hydrolysis of \((S)\)-SO, \( k_2 \) and \( K_S \) were determined after fitting eqn (3) to the observed rates. \( k_2 \) and \( K_S \) were calculated from the determined value of their sum \( (K_S) = 0 \) applying the derived expression for \( k_{\text{cat}} \) (numerator in eqn (5)).

\[
v_0 = \frac{k_1 k_3}{[S]} \frac{k_2 + k_2 + k_3}{K_S (k_2 + k_2 + k_3) + [S]} \tag{5}
\]

When substrate saturation was not achieved, as with \((R)\)-SO, \( k_2/K_S \) was determined by fitting eqn (4) to the \( k_{\text{obs}} \) data. Numberings of rate constants are according to Scheme 1.

Since the amplitude of fluorescence quenching is expected to be proportional to the concentration of accumulated alkyl-enzyme, at the steady state \((E_{\text{ASS}})\), the relationship in eqn (6) should be valid \( (f \) being a proportionality factor including \( e.g. \) the quantum yield of emission).

\[
\Delta F_{\text{max}} \propto [E_{\text{ASS}}]f \tag{6}
\]

The maximum amplitude \( (\Delta F_{\text{max}}) \) of the recorded fluorescence quenching was determined from fitting eqn (7) to the recorded amplitudes (Fig. S3B†) [A in eqn (2)] under steady state conditions:

\[
\Delta F = \frac{\Delta F_{\text{max}} [SO]}{K_{E_{\text{A}}} + [SO]} \tag{7}
\]

Here, \( K_{E_{\text{A}}} \) is the (apparent) dissociation constant of the alkyl-enzyme, and is defined as \( k_2/(k_{\text{cat}}/K_{E_{\text{A}}}) \), by applying Scheme 2.51 Hence, the stabilization of EA can be estimated from the values of \( K_{E_{\text{A}}} \). Furthermore, if applying the steady-state rate law (eqn (5)) the relationship between substrate binding, rate constants and \( K_{E_{\text{A}}} \) can be analysed further, i.e. \( K_{E_{\text{A}}} \) can be expressed by eqn (8):

\[
K_{E_{\text{A}}} = \frac{k_3 (k_2 + k_3)}{k_2} \tag{8}
\]

**Results and discussion**

**Wild-type StEH1**

The kinetics for the StEH1 catalysed ring opening of SO has been studied in detail in the present and our previous work13,50, and the regioselectivity of the wild-type enzyme has been studied by Monterde et al.3 The corresponding non-enzymatic hydrolysis of styrene oxide has also been studied in detail in e.g. ref. 19 and 52. This work in particular demonstrated that in the case of the hydroxide-catalyzed hydrolysis of styrene oxide, which is the best analogy for the enzymatic reaction shown in Fig. 1, 18OH attacks the two carbon atoms of styrene oxide at almost equal rates.19

A summary of the relevant experimental data for the enzymatic reaction is presented in Table 2 and in the ESL†. In the case of \((R)\)-SO, it was not possible to obtain saturating substrate conditions during the pre-steady state kinetic measurements (Fig. S3A†), and therefore the individual rate parameters could not be obtained. As a result of this, only a lower limit is available for the rate of the alkylation step, and we have to rely on \( k_{\text{cat}} \) values for reliable comparison of our computational data in this case. Note that \( k_{\text{cat}} \) does not necessarily correspond to a chemical step, but does provide an upper limit for the overall activation barrier for the process. Despite this lack of substrate saturation, a careful kinetic analysis of SO-catalysed StEH1 hydrolysis strongly suggested that the enantiopreference for \((S)\)-SO is likely to be due to differences in the rate of alkylenzyme formation, with an enantioselectivity value \( [E = (k_{\text{cat}}/K_{E_{\text{A}}})/(k_{\text{cat}}/K_{E_{\text{A}}})_{\text{SO}}] \) of 70.50 In addition, the enzyme shows very clear enantiomeron-dependent regioselectivity for

**Table 2** Experimental data for the StEH1 catalysed hydrolysis of styrene oxide

<table>
<thead>
<tr>
<th>StEH1 (wt)</th>
<th>((R))-SO</th>
<th>((S))-SO</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{E_{\text{A}}} ) [M]</td>
<td>((5.8 \pm 2) \times 10^{-3} )</td>
<td>((4.1 \pm 0.9) \times 10^{-4} )</td>
</tr>
<tr>
<td>( K_S ) [M]</td>
<td>((3.4 \pm 1) \times 10^{-3} )</td>
<td>((1.2 \pm 0.2) \times 10^{-4} )</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>—</td>
<td>((1.4 \pm 0.6) \times 10^{-3} )</td>
</tr>
<tr>
<td>( k_3 )</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>( k_{\text{cat}} ) [a.u.,]</td>
<td>0.63 ± 0.2</td>
<td>0.84 ± 0.08</td>
</tr>
<tr>
<td>( k_1 ) [s⁻¹]</td>
<td>—</td>
<td>210 ± 40</td>
</tr>
<tr>
<td>( k_{-2} + k_1 ) [s⁻¹]</td>
<td>36 ± 5</td>
<td>48 ± 8</td>
</tr>
<tr>
<td>( k_2 ) [s⁻¹]</td>
<td>—</td>
<td>10 ± 3 (^d)</td>
</tr>
<tr>
<td>( k_{-2} ) [s⁻¹]</td>
<td>—</td>
<td>38 ± 9 (^d)</td>
</tr>
<tr>
<td>( k_{\text{cat}} ) ((s^{-1}))</td>
<td>3.3 ± 0.9 (^b)</td>
<td>8.4 ± 0.4 (^b)</td>
</tr>
<tr>
<td>( k_2/K_S ) ((s^{-1} \cdot M^{-1}))</td>
<td>((1.5 \pm 0.5) \times 10^4)</td>
<td>((1.8 \pm 0.5) \times 10^5)</td>
</tr>
<tr>
<td>( k_{\text{cat}}/K_{E_{\text{A}}} ) ((s^{-1} \cdot M^{-1}))</td>
<td>((9.9 \pm 0.3) \times 10^2 b)</td>
<td>((6.8 \pm 0.6) \times 10^1 b)</td>
</tr>
</tbody>
</table>

\(^a\) \( K_{E_{\text{A}}} \) is the apparent dissociation constant of the alkyl-enzyme intermediate, as derived in the Methodology section for at detailed description of its derivation. \(^b\) Data from ref. 50. \(^d\) a.u., Arbitrary units.
nucleophilic attack by the D105 side chain, with the ring opening of the (S)-enantiomer proceeding with 99% attack at the benzylic carbon (C-1), and the (R)-enantiomer with 89% attack at the unsubstituted carbon (C-2). This results in the enantiocconvergent behaviour illustrated in Fig. 3. We were, however, able to alter this regio preference in a variant of StEH1, R-C1B1, which is an engineered form of the enzyme containing the W106L, L109Y, V141K and II5V active site replacements. R-C1B1 maintained a strong preference for ring opening at C-1 in the case of the (S)-enantiomer, but had lost the regio selectivity with the (R)-enantiomer.

The origin of the difference in regioselectivity for the two different enantiomers is unclear from the experimental data, although we have previously proposed that the data strongly suggest different substrate-binding modes in the StEH1 active site. To test this hypothesis, we considered nucleophilic attack of D105 at both carbons and enantiomers of SO, with the substrate bound in either Mode 1 or Mode 2 (see the Methodology section and Fig. 4 for a definition of the substrate positions). An overview of the equilibrated Michaelis complexes for each enantiomer, in each substrate position, is shown in Fig. 6. It can be seen that already at the Michaelis complex, the most stable binding mode in the StEH1 active site is different for each enantiomer. That is, the (R)-enantiomer forms a more stable Michaelis complex when the phenyl ring of the substrate interacts with the indole of W106 (Mode 2) through an edge-on interaction, whereas the (S)-enantiomer forms a more stable complex when the phenyl ring of the substrate stacks with the imidazole ring of H300 (Mode 1). In contrast, while the (S)-enantiomer can be bound in Mode 2, the (R)-enantiomer is highly unstable when bound in Mode 1, and falls out of the binding pocket, as indicated by the increasing values for the substrate RMSD and the unstable coordination of the epoxide oxygen by the active site tyrosine residues seen in Fig. S4–S7 and Table S2.

This discrimination between the different binding modes ties in with the fact that efficient catalysis of a nucleophilic addition to either carbon of styrene oxide requires a 3-point substrate attachment to the enzyme that provides strong interactions of the benzylic carbon with the enzyme nucleophile, the styrene oxygen with the enzyme electrophile, and the phenyl ring with a hydrophobic protein patch. It can be seen that (R)-SO, which shows a low reactivity for nucleophile addition to the benzylic carbon (C-1), appears to be most conformationally stable in a binding conformation which places the primary styrene oxide carbon (C-2) close to the nucleophile carboxylate, and the ring oxygen close to the enzyme electrophile. Therefore, clearly, substrate positioning can in fact play a major role in determining the differences in regioselectivity for the two enantiomers. In addition, we would also like to note here that while the substrate could be kept in place in each binding mode by using stronger positional restraints, it was crucial to minimize any restraints in our simulations, in order to be able to directly compare the two conformations to each other without artificially biasing the system towards a given conformer. The differences in stability of the Michaelis complexes are also reflected in the differences in the energies of the alklylation step for each enantiomer (Table 3, for representative structures of the first transition state and the alkyl-enzyme intermediate, see Fig. S8 and S9†). That is, in the case of the (R)-enantiomer, nucleophilic attack at C-1/Mode 1 is 4.8 kcal mol$^{-1}$ higher in energy than nucleophilic attack at C-1/Mode 2, with a corresponding (and smaller) 1.6 kcal mol$^{-1}$ difference in energy for C-2 attack on the two different substrate binding modes. This conformational preference is reversed in the case of the (S)-enantiomer, where nucleophilic attack at carbon C-1 is 3.3 kcal mol$^{-1}$ lower in energy for Mode 1 than Mode 2, with an (again smaller) difference of 1.4 kcal mol$^{-1}$ between the two conformers in the case of ring opening through nucleophilic attack at carbon C-2. Additionally, for both binding modes, there is a strong regiopreference for ring opening through attack at C-1 for the (S)-enantiomer, and a smaller but still significant preference for ring opening through attack at C-2 for the (R)-enantiomer. This shows that already at the first alklylation step, we are able to obtain not just discrimination between the two binding modes for each enantiomer, but also the correct regioselectivity for nucleophilic attack at each enantiomer.
The only limitation of the calculations for this reaction step is the large exothermicity of the alkylation step, even considering the release in ring strain associated with breaking the carbon oxygen bond in the epoxide ring. That is, a comparison of $k_3$ and $k_2$ in Table 2 suggests an exothermicity of $\sim 1$ kcal mol$^{-1}$ for this step, and our calculated values are clearly much larger (this problem has also been observed in cluster calculations of the reactivity of other epoxide substrates for this enzyme$^{7,8}$). This is most likely due to challenges associated with correctly calibrating the free energy of the background reaction in solution based on quantum chemical calculations, as a result of the problems posed when modeling nucleophilic attack by anionic nucleophiles using density functional theory and/or implicit solvent models (see discussion in e.g. ref. 53 and references cited therein, as well as previous quantum chemical studies, which also obtained artificially large exothermicities for this reaction$^{7,8}$). However, as the EVB simulations are calibrated relative to a common reference state, any potential error here remains constant in all our simulations allowing us to nevertheless compare the relative energies of different enantiomers and binding modes to each other in a meaningful way.

An overview of the energetics of both reaction steps as well as the full calculated free energy profile for both alkylation and hydrolysis steps for the preferred conformation of each enantiomer is shown in Fig. 7 and the corresponding energetics are shown in Tables 3 and 4. In our previous study, we suggested that in the case of the much larger substrate TSO, the regioselectivity of the reaction is determined in the second reaction step (hydrolysis of the alkylenzyme intermediate).$^{17}$ In the present case, involving a smaller epoxide substrate, it appears that not only the preferred binding mode but also the rate-limiting step of the reaction is enantiomer dependent. That is, in the case of the $(R)$-enantiomer, which overall reacts more slowly than the $(S)$-enantiomer (Table 2 and ref. 13 and 50), the rate-limiting step for the preferred active site conformation (Mode 2) is already the alkylation step, with the subsequent hydrolysis step being either very similar in energy (Mode 2, attack at C-1) or up to 7 kcal mol$^{-1}$ lower in energy depending on which carbon is being attacked by the nucleophile.

In contrast, in the case of the $(S)$-enantiomer, the alkylation step is relatively fast for both binding modes of the substrate (as deduced from the calculated activation barriers shown in Table 3); however, in the case of the apparently energetically preferred binding mode, Mode 1, we obtain both extreme stabilization of the alkylenzyme intermediate in the first reaction step, and a much higher calculated activation free energy ($\Delta G^\ddagger = 19.4$ kcal mol$^{-1}$) for the subsequent hydrolysis step. Thus, despite this binding mode of styrene oxide being energetically favourable in the first reaction step, the high activation barrier to the subsequent hydrolysis step blocks further reaction following nucleophile attack at C-1 in this binding mode. We note here also that while attack at C-2 has a calculated activation barrier of only 15.8 kcal mol$^{-1}$ for Mode 1, the 1000-fold difference in reactivity between the two carbon atoms will preclude reactivity at C-2 once the substrate is bound to the enzyme in this mode. In contrast, even though the alkylation step is higher in energy for attack at C-1 for Mode 2, the hydrolysis step is far more energetically favourable with a lower-energy rate-limiting step than that for hydrolysis of the alkylenzyme intermediate through the Mode 1 conformation, and, as with $(R)$-SO (Mode 2, Fig. 7), the alkylation and hydrolysis steps have very similar energetics following nucleophilic attack at C-1. Thus, even for trajectories that react following binding of SO in Mode 1, the system will be blocked at the alkylenzyme intermediate, fall back to the Michaelis complex due to the comparably low stabilization of the alkylenzyme intermediate seen in the experiments (see Table 2), and preferentially react through Mode 2 (note also that based on the experimental values shown in Table 2, it can be seen that binding effects are minimal for this system and that the selectivity is determined through the chemical rather than the binding step).
Overall, a comparison of our calculated and experimental values (Fig. 7 and Table 4) shows that while we slightly underestimate the energetics of the reaction of (S)-SO and slightly overestimate the energetics of the reaction of (R)-SO, our calculated values are still qualitatively correct, and within 1 kcal mol\(^{-1}\) of the experimental value in both cases. Therefore, we are able to computationally reproduce both the enantio- and regioselectivity and thus the enantioconvergence of the StEH1 catalysed hydrolysis of styrene oxide. From Fig. 6, as well as Fig. 8 and S9,\(^\dagger\) it is very easy to see the origin of the regio-preference of the enzyme towards the different carbon atoms of each enantiomer, as the enantiomers are positioned differently in the StEH1 active site. This is not just in terms of differences between Mode 1 and Mode 2, but also in terms of differences between the two enantiomers in the same binding mode. This will, in turn, affect how accessible each carbon atom is to the side chain of D105, as reflected in the corresponding energetics of attack at each carbon. Additionally, from Fig. 7, it can
be seen that for each enantiomer, the alkylenzyme intermediate formed following nucleophilic attack at the “preferred” carbon atom is lower in energy than that following nucleophilic attack at the “non-preferred” carbon atom. Therefore, part of the regioselectivity comes from how well StEH1 can stabilize the alkylenzyme intermediate for each enantiomer, which will in turn affect the corresponding activation barrier for each reaction through a Hammond effect.

In order to also pinpoint the corresponding origin of the enantioselectivity of StEH1, we compared the electrostatic contribution of not only the different amino acid side chains of the protein, but also the electrostatic contribution coming from each of the explicit water molecules in our simulation system, to the overall calculated activation free energy for the formation of the alkylenzyme intermediate (i.e. the alkylation step) for each enantiomer. These values, which are shown in Fig. 8, were extracted from the corresponding EVB trajectories using the linear response approximation (LRA) as in our previous work, and are each averages over 10 trajectories. Here, we have compared the lowest energy pathways for each enantiomer, which correspond to C-2 attack for (R)-SO and C-1 attack for (S)-SO. Interestingly, Fig. 8 shows that there are not only differences in the interactions of individual amino acids with each enantiomer, but also significant differences in electrostatic contributions from the water molecules to the calculated activation free energies. Thus, the origin of the observed enantio- and regioselectivity is a combination of electrostatic and steric effects, in that subtle changes in preferred binding mode for each enantiomer not only affect the accessibility of each carbon atom of the epoxide ring to the nucleophile, but also the water penetration in the active site and protein–substrate interactions during the subsequent chemical reactions.

Being able to correctly computationally predict the resulting impact of such changes on both enantio- and regioselectivity is significant to subsequent enzyme design effort, and highlights the importance of considering the actual energetics of different putative binding modes, as well as the different binding steps, as different binding modes can lead to a change-in rate-limiting step rendering the apparently more stable conformation unfavourable along the reaction trajectory (as was the case here with (S)-SO when bound in Mode 1). Finally, note also that the determined (apparent) dissociation constants for the respective alkylenzymes with (R)-SO and (S)-SO support the different calculated stabilities of the alkylenzymes. The value of $K_{\text{app}}^S$ is approximately 8-fold lower than that for the alkylenzyme with (R)-SO (Table 2). The reason for this difference can be traced back to the rates of formation and decay. Since the values of the sums of decay rates ($k_{-2} + k_1$) are similar with either enantiomer (Table 2), differences in $K_{\text{app}}^S$ are due to different rates of formation ($k_2/K_3$). It is not possible to deconvolute the relative influence from stabilization of ES ($K_s$) or the alkylation rates ($k_2$) but as proposed by the simulations, a combination of effects can play in the reaction. The barrier for alkylation of the enzyme with (S)-SO is lower than with the (R)-enantiomer, leading to a higher rate, and the binding of (R)-SO in the active site appears to be less stable, leading to a higher value of $K_{\text{app}}^R$.

**R-C1B1 variant of StEH1**

To evaluate the impact of the amino acid exchanges on the active site architecture we determined the structure of the R-C1B1 variant. It crystallized under similar conditions, in the same space group and with the same unit cell dimensions as wild-type StEH1, containing two monomers per asymmetric unit. Their pairwise superimposition with wild-type StEH1 (PDB ID: 2CJP) gives an RMSD of 0.2–0.46 Å, with the largest deviations observed for residues 93–96 of a solvent-exposed loop (Fig. 9). This is most likely caused by the unintentional, random mutagenesis of P94 to leucine in the course of the iterative saturation mutagenesis-driven directed evolution. In the B monomer of R-C1B1, the helix preceding this loop terminates one residue earlier, leading to a conformational change and slight repositioning of this loop, possibly as a consequence of the increased backbone conformational freedom of a leucine compared to a proline. Due to its distance from the active site (∼25 Å) it is not expected to influence any catalytic parameters of StEH1.

The R-C1B1 variant contains four (engineered) single point replacements, W106L, L109Y, V141K and I155V. Besides the side chain replacement itself, none of them causes any larger additional changes in active site architecture (see Fig. 9 for a side-by-side comparison of the two structures). The main difference to wild-type StEH1 is the formation of a hydrogen bond between the side chain of N241 and the hydroxyl group of Y109, which replaces the corresponding interaction of N241 with a water molecule that was previously placed at the position now occupied by the Y109 hydroxyl group. As a consequence the Y109 side chain is oriented away from the binding

Fig. 8 Overview of the electrostatic contributions of each individual residue and water molecule in our simulation systems to the overall calculated activation energy ($\Delta G^{\text{elec}}$) for formation of the alkylenzyme intermediate (energy of TS1 in Fig. 7), during the hydrolysis of (R)- and (S)-SO by wild-type StEH1, following nucleophilic attack at C-1 for (S)-SO (green bars) and C-2 for (R)-SO (blue bars). Shown here are the preferred Mode 2 conformations for both substrates, and the red circles on the annotations denote water molecules. All energies are in kcal mol$^{-1}$, and were extracted from the EVB trajectories using the linear response approximation, as in our previous works. $^{17,34}$
site, increasing its volume. In addition, the hydroxyl group position of the lid tyrosine Y235 differs by 1.2 Å between wild type StEH1 and R-C1B1, which may be the consequence of either the deletion of a methyl group by the I155V exchange or of the structural relaxation of the protein caused by the replacement of the bulky W106 by the considerably smaller leucine, or both. V141 is located at the entrance to the active site. Its replacement by the larger lysine could potentially affect active site accessibility. However, as the weakness or lack of electron density for all atoms beyond Cα indicates high mobility of the side chain it is also likely that K141 can adopt conformations that do not interfere with substrate entry to the active site.

The crystal structure of R-C1B1 has a dioxane molecule originating from the crystallization solution bound in the active site (Fig. 9). The side chains of the lid tyrosines, the catalytic D105, H300 involved in the activation of the catalytic water, as well as of F33, I180, F189, L266, and F301, are all placed within or just outside van der Waals distance to the ligand. This binding site coincides with that of the SO phenyl ring (Mode 1) as well as that of valpromide bound in the active site. The side chains of the two lid tyrosines, the catalytic D105 as well as the sites of amino acid exchanges, with carbon atoms in gold for wild-type StEH1 and in light blue for the variant. (C) The dioxane binding site observed in R-C1B1. All side chains within or near van der Waals distance of the ligand are shown, coloured as in B. The carbon atoms of the dioxane are coloured in cyan. The final electron density observed for the dioxane is contoured at Sigma levels of 1.0 for the $F_o-F_c$ map (blue mesh), and 3.0 (green) and −3.0 (red) for the $F_c$ map. Note that no sufficiently high density peaks are observed around the ligand in the latter.

![Crystal structure of the R-C1B1 variant of StEH1.](image)

**Fig. 9** Crystal structure of the R-C1B1 variant of StEH1. Shown here are: (A) superimposed Cα-traces of the two subunits of wild-type StEH1 (PDB-ID: 2CJP) and the R-C1B1 variant (PDB-ID: 4UFN) present in the asymmetric unit of the respective crystals, coloured yellow and wheat for the wild-type enzyme, and teal and marine for the variant. The locations of amino acid exchanges are marked by a (W106L), b (L109Y), c (V141K), d (I155V), and * (P94L). (B) A zoom-in on the superimposed active sites of wild-type StEH1 (grey cartoon) and R-C1B1 (blue cartoon), showing the side chains of the two lid tyrosines, the catalytic D105 as well as the sites of amino acid exchanges, with carbon atoms in gold for wild-type StEH1 and in light blue for the variant. (C) The dioxane binding site observed in R-C1B1. All side chains within or near van der Waals distance of the ligand are shown, coloured as in B. The carbon atoms of the dioxane are coloured in cyan. The final electron density observed for the dioxane is contoured at Sigma levels of 1.0 for the $F_o-F_c$ map (blue mesh), and 3.0 (green) and −3.0 (red) for the $F_c$ map. Note that no sufficiently high density peaks are observed around the ligand in the latter.

The biggest change, however, in the context of our predictions for wild-type StEH1, is the removal of W106, which appears to be important for stabilizing SO in its preferred reactive mode for SO binding in the R-C1B1 variant, we repeated the protocol used for wild-type StEH1 and performed EVB calculations of all reaction steps, enantiomers, binding modes and ring-opening positions involved in the hydrolysis of SO by R-C1B1 variant. Our results can be found in Tables 3 and 4 and in Fig. 7. We demonstrated in a recent work13 that while the regioselectivity of (S)-SO is unperturbed by these mutations, the shift in regioselectivity with (R)-SO is lost such that attack at C-1 and C-2 are equally possible. While we do not observe this change in regioselectivity in the R-C1B1 variant, with our calculations maintaining a C-2 preference for (R)-SO and a C-1 preference for (S)-SO, we do see that the side chain exchanges introduced in the R-C1B1 variant, and, in particular, the replacement of W106 with a smaller leucine changes the apparent preferred conformation for SO-hydrolysis for each enantiomer. That is, in the case of (R)-SO, we observe a complete reversal in the preferred binding mode, with the substrate now preferentially reacting through Mode 1, in which the phenyl ring forms a stacking interaction with the H300 side chain. However, and in contrast to the wild-type enzyme, in the case of (S)-SO, reaction through both Modes 1 and 2 are now energetically accessible to the substrate, with a substantially lower activation barrier to the hydrolysis step after forming an alkyl enzyme intermediate from Mode 1 after removing W106, and therefore with Mode 1 now being the binding mode with the lowest overall activation free energy (for representative structures of the first transition state and the corresponding alkyl-enzyme intermediate for each enantiomer, see Fig. S10 and S11†). In addition, as shown in Tables 3 and 4, we are able to once again reproduce the (S)-preference of the enzyme, as with wild-type StEH1.
This shows the role of conformational diversity in facilitating differential selectivity towards different substrate enantiomers, and that this conformational diversity can be controlled through selective engineering of the enzyme. This is significant because it highlights the importance of shape complementarity, even for systems where the experimental data suggest that the contribution from binding effects are negligible. It also shows, however, that this can change along evolutionary trajectories, even though it is masked by the overall larger changes in kinetics. Our calculations highlight the power of theory to not only rationalize changes in and the origins of both enantio- and regioselectivity in terms of binding conformation and energetic contributions from different reaction steps, but also to tease out preferred binding modes and how these are affected upon mutation. This, in turn, provides a crucial pre-screening tool for computational engineering effort, as long as the activation energies of each binding conformation and the key microsteps of the reaction are considered in the calculations.

Conclusions

The present work has provided a detailed computational and structural analysis of the enantio- and regioselective hydrolysis of styrene oxide by SteH1, reproducing the enantioconvergent behaviour of the wild-type enzyme as well as the enantioselectivities of both the wild-type enzyme and the engineered R-C1B1 variant. In contrast to our previous computational study, styrene oxide is a small substrate that can occupy multiple binding modes in the active site, leading to different side chain interactions depending on both binding mode and enantiomer (see Fig. 4 and 6). Our study demonstrates that this conformational diversity is the origin of the observed enantioconvergent behaviour of the wild-type enzyme (and of modifications to this behaviour in the engineered variant), as different enantiomers can take on different preferred binding modes. This, in turn, leads to changes in both shape and electrostatic complementarity, based on how the substrate interacts with active site residues and the corresponding changes in electrostatic stabilization of the oxyanion intermediate, which drives the observed changes in selectivity. Additionally, we demonstrate that the actual differences in energy at the step that determines the selectivity can be much larger than that predicted from experiment, as the experimental measurements consider an average over different conformations and binding modes.

There has recently been great interest in using epoxide hydrolases as model systems for artificial design of chirally controlled biocatalysis. We demonstrate here that the EVB approach is a powerful tool with which to tease out changes in both enantio- and regioselectivity even in such challenging systems involving the binding of a comparatively small substrate to a large active site, as well as an effective approach with which to decompose the contributions of different reaction steps to the overall observed selectivity. In doing so, we believe our work provides a template for subsequent protein engineering efforts on these biocatalytically important systems.
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