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#### Abstract

The phase explosion of water at a solid-water interface has been typically observed experimentally with the use of pulsed lasers inducing cavitation bubbles near an absorbing surface. Here we show that a tightly focused CW laser beam can be used to achieve phase explosion in a microscopic domain inside a thin film of water in contact with a specially created soft-oxometalate (SOM) coated glass surface. The laser beam induces a homogeneously nucleated micro-bubble at the water-glass (SOM-coated) interface due to high absorptivity of the SOMs at the laser wavelength, and the very high light intensity at the laser spot ( $\sim 10 \mathrm{~s}^{\prime}$ of MW $\mathrm{cm}^{-2}$ ). Increasing the laser power creates an interesting variation in the size of the bubble formed due to convective effects, until a certain power level is reached at which the bubble size increases very drastically. We demonstrate using a simulation based on a solution of the heat equation at the glass substrate-water interface, and by experimental consistency checks, that the size of the bubble essentially traces phase explosion in superheated water. The sudden increase in the bubble size occurs when we approach the critical point of water beyond which it cannot exist as a liquid. The size variation of the bubble at lower laser powers also serve as a probe to the microscopic flows of water around the bubble, and could help modulate the size of SOM microbubbles in the context of controlled lithography.


## 1 Introduction

The critical temperature of water marks the regime where water cannot exist as a liquid under any applied pressure. Under normal boiling, this condition is rarely reached since water bubbles begin forming as a result of heterogeneous nucleation due to the presence of nucleation sites. If the heating occurs very rapidly, though, liquid water may reach a superheated state. Further heating may cause the superheated liquid to approach the spinodal line, ${ }^{1,2}$ and thus the critical temperature $T_{\mathrm{c}}$, beyond which it becomes unstable, and often catastrophically relax to a two-phase liquid-vapor mixture. ${ }^{3}$ However, the onset of homogeneous nucleation often prevents superheated water from reaching the spinodal line. Homogeneous nucleation ${ }^{4-7}$ implies the spontaneous formation of vapor bubbles without the presence of nucleation sites, and often prevents superheated water from reaching the point of 'explosive boiling' or 'phase explosion' - typically observed when the temperature of the superheated liquid reaches at around $0.9 T_{\mathrm{c}} .{ }^{8}$ Experimentally, this was first observed when Ruby laser radiation [ $\lambda=690 \mathrm{~nm}$ ] was incident on 100 to $200 \mu \mathrm{~m}$ colored water droplets with the energy density of the laser exceeding a threshold value. ${ }^{9}$

[^0]It is well known that such phase explosion often occurs in thin water films in close proximity to absorbing substrates due to strong laser pulses, ${ }^{10}$ resulting in a variety of applications ranging from eye surgery, ${ }^{11,12}$ to steam cleaning of surfaces, ${ }^{13}$ and laser desorption mass spectrometry. ${ }^{14}$ Such phase explosion experiments are mostly conducted using pulsed lasers focused on metallic absorbing surfaces that are often specific to the wavelength of the pulsed laser. In this paper, we present a technique of investigating phase explosion in water by the use of homogeneously nucleated microbubbles in an aqueous dispersion of a soft oxometalate (SOM). ${ }^{15,16}$ The SOM dispersion is taken in a glass sample chamber, where the top surface of the chamber is pre-coated in selected regions by thin layers of crystalline SOMs. ${ }^{17}$ A continuous wave (CW) laser is then tightly focused to a diffraction limited spot (size $\sim \lambda$, where $\lambda$ is the laser wavelength) on a SOM-coated region, so that the intensity at the focus is $\sim$ few 10s' of MW cm ${ }^{-2}$ for less than 100 mW power of the CW laser. Note that the tight focusing addresses the requirement of large light intensity as provided by pulsed lasers typically used to form homogeneously nucleated microbubbles in water. The wavelength of light is chosen based on the fact that SOMs are highly absorptive at $1064 \mathrm{~nm} .{ }^{17}$ The large laser intensity coupled with high absorption of the SOMs leads to the formation of a microbubble in the aqueous dispersion due to explosive boiling of water in the vicinity of the laser 'hot spot' on the
glass surface. We proceed to study the size of the microbubble as a function of laser power and obtain clear signatures of phase explosion in water as we describe subsequently. Also, the process of growth of a cavitation bubble formed due to the incidence of pulsed laser is an adiabatic process. However, in the presence of a continuous wave laser, the very mechanism is different since energy is exchanged with the surroundings through the formation of surface tension gradients that drive Marangoni convection. The only constraint is that the temperature of the point of incidence of the laser is constant in time and so this mechanism can be called isothermal. This paper develops an approach to study the problem in such a case, and in general, helps develop a framework to allow the study of microfluidics in complex boundary conditions.

On another note, we have developed a new method of controlled lithography using thermo-optically manipulated microbubbles in an aqueous dispersion of SOMs. ${ }^{17}$ The method relies on Marangoni convection that initiates due to the temperature, and resultant surface tension gradient across the bubble which has one of its ends in contact with the laser 'hot spot', and the opposite end in water at a much lower temperature. The Marangoni convection leads to the flow of SOM particles in the aqueous dispersion towards the bubble that eventually adhere to the base of the bubble and undergo a phase transition to form crystalline SOMs. Manipulation of the bubble causes a continuous deposition of particles, thus creating controlled patterns. ${ }^{17}$ The pattern width depends on the size of the micro-bubble, which in turn is dependent on the heat dissipated from the hot spot in the aqueous dispersion. Thus, a study of the bubble size as a function of laser intensity provides valuable information about the dissipation of the heat locally, which in turn, is decided by the dynamics of the flow created by the bubble. Such a study also provides a means of manipulating the bubble size upon tuning the laser power and can be very useful for feedback protocols when trying to control the pattern widths in an automated fashion. The controlled creation of small bubbles can also be useful for manipulating the near field of light, having a significant reflectivity at the air-water interface, ${ }^{18}$ and could also affect surface plasmon propagation. ${ }^{19}$

## 2 Experimental system

The experimental system has been described in detail in ref. 17. Here we describe it briefly. The apparatus is developed around an optical tweezers system consisting of an inverted microscope (Zeiss Axiovert.A1) with a $100 \times$ high numerical aperture (NA) objective lens ( $\mathrm{NA}=1.41$ ). The sample is taken inside a glass sample chamber constructed out of a glass microscope slide (top surface) and a cover slip (bottom surface) stuck together by a double-sided sticky tape. The top slide was pre-coated in microscopic regions with crystalline SOMs using the patterning method described in ref. 17. The sample consists of an aqueous dispersion of the SOM that was prepared by dispersing 817.6 mg of ammonium heptamolybdate tetrahydrate (from Sigma Aldrich) in 4 mL of water which was warmed until a homogeneous dispersion
that scattered laser light was obtained. This led to the formation of SOM nanotube bundles, details of which can be found in ref. 15 and 16 . The bundles are finally between $2-5$ microns in size, and are rather arbitrarily shaped. This dispersion was then cooled to room temperature, and around $100 \mu \mathrm{~L}$ of it was typically taken in the sample chamber. A laser at 1064 nm (Lasever LSR1064ML) of maximum power 500 mW was coupled into the microscope using coupling optics consisting of mirrors and lenses, so that beyond the $100 \times$ objective, a focal spot of diameter of around $1 \mu \mathrm{~m}$ was obtained. This spot was aligned using the microscope scanning stage on a pre-coated SOM region of the top slide of the sample chamber with the help of a camera (Axiocam) attached to the side-port of the microscope. The maximum power obtained at the focal spot was around 100 mW , which was measured using a power meter probe (Thorlabs PM100D) that was placed on the exit pupil of the objective lens. Due to the high absorption of the coated SOMs and the high laser intensity at the focal spot, a bubble was formed around the laser 'hot spot'. A schematic of the bubble grown on the top slide and the resultant convective flows is shown in Fig. 1(a). We will later go on to show why the formation of the bubble indeed marks superheating in water. The bubble was imaged by the microscope camera and its size was measured using a pixel to physical distance calibration provided in the camera software.

## 3 Results and discussion

### 3.1 Experimental results

3.1.1 Measurement of the bubble size. Our first task was to check the size of the bubble as a function of the illumination time of the laser. For this, we grew bubbles at different laser powers and measured the bubble size as a function of time with the laser on. The results of the experiment are shown in Fig. 1(b). It is clear that the bubble diameter increased rapidly (in time scales faster than the camera frame rate which is 25 fps ), after which it became constant, and remained so over a time period of minutes. The diameter also depended on the laser power, and was larger for higher power (note that a comprehensive discussion on all the factors on which the bubble size depends is provided in ref. 17). The reason for the constancy in diameter is understandable. As described earlier, and elaborated in ref. 17, the bubble leads to rapid accumulation of SOMs at its base due to high convective flows set up around it owing to Marangoni convection. Thus, a ring of SOM material is formed almost immediately tracing the circle encompassing the bubble surface in contact with the top slide, as is shown in Fig. 1(c). More and more SOM particles are deposited with time such that the thickness of the ring increases. This ring essentially prevents the flow of water towards the hot spot, thus effectively stopping further increase in the size of the bubble. It is also an interesting exercise to measure the contact angle of a bubble on the glass substrate as a function of the bubble size. We perform this by a method demonstrated in Fig. 1(d) where we use simple trigonometry to determine the contact angle $\theta$ as arcs in $\mathrm{AB} / \mathrm{BO}$, with AB and BO being the radius of the ring of material around


Fig. 1 (a) Schematic of the bubble grown at the top slide. The onset of convection currents is depicted as arrows. The blue ovals are SOM particles converging towards the bubble base due to the flow. The figure is reproduced from ref. 17. The axes are provided to help understand the simulation for determining the temperature profile around the hot spot. (b) Growth of the bubble in a SOM suspension at different laser powers (measured at the microscope entry port). The bubble grows rapidly to a finite diameter and becomes constant as the ring of material is deposited at the base. (c) Material of crystallized SOMs deposited at the base of the bubble in the shape of an annular ring. (d) Our method to determine the contact angle of the bubble on the glass substrate. The angle $\theta$ is given by arcs in $A B / B O$. The ring of material at the bubble base is shown in dashed lines. (e) Plot of contact angles versus bubble diameter.
the bubble (shown in dashed lines) and the radius of the bubble, respectively. We measure the two radii for different bubble sizes from images of a bubble and the ring of material assembled at its base. As expected, the contact angle reduces with increasing bubble size, with the variation being linear in nature as shown in the straight line fit to the data shown in Fig. 1(e).

After determining that bubbles reached their equilibrium sizes very quickly, we performed two types of experiments on the size measurement of bubbles:

Type (a): increasing laser power for a single bubble: in this case, a single bubble was generated by the laser and the laser power was then increased gradually. The size of the bubble was measured from camera images at different powers (the power values are at the sample plane). At each value of laser power, the bubble diameter was measured after 10 seconds, by which time it reached the equilibrium diameter. Note that, once the bubble is formed, the dissipation of heat from the hot spot in the axial $(z)$ direction occurs through the bubble. The results for one such bubble with increasing laser power is shown in Fig. 2(a). The bubble diameter increases linearly with power. The measured slope of the straight line fit basically shows the rate of growth of the bubble diameter with laser power.

Type (b): creating different bubbles at different laser powers: in this measurement design, the laser was used to generate new bubbles at different powers. The bubble diameter for each laser power was again measured after 10 seconds. After the measurement, the laser was turned off, and the bubble was allowed to shrink entirely. Then, the laser was turned on at a higher
power to generate a new bubble, whose diameter was measured again. This procedure was repeated for different bubbles at increasing laser powers. Therefore, in these experiments, the dissipation of heat from the hot spot produced by the laser occurs through the liquid for all laser powers. The results are shown in Fig. 2(b).

We observe that in Fig. 2(b), the bubble diameter initially grows with laser power at a rate much higher than that in Fig. 2(a) (almost 4 times from a rough estimate of the respective slopes), the growth slows down at intermediate laser powers, and then increases sharply at even higher powers. In fact, we have just two points for the sharp rise of the bubble diameter, since on increasing the laser power value beyond around 70 mW , the size of the bubble was too large to fit on the camera field of view. This was repeated for different sets of experiments, and the sharp rise was always obtained.

It is therefore quite clear that the increase of the bubble diameter is very different with power for experimental types (a) and (b). The rather complicated behaviour of the bubble diameter against laser power for case (b) requires a thorough analysis of the system. An explanation would require us to understand the growth of the bubble, how it is related to the hot spot temperature and particularly how heat is dissipated in the aqueous medium, as is described later.
3.1.2 Flow around the bubble. To understand the rate of heat dissipation, information is required about the convective flows set in due to the hot spot. Especially, the variation of the flow velocity with the distance from the hot spot is likely to be rather critical in this regard. From the experimental data,


Fig. 2 Bubble diameter as a function of laser intensity under two experimental conditions: (a) increasing the laser power for a single bubble after it is formed. The bubble diameter increases linearly. (b) Creating bubbles at different laser powers. A bubble is formed at a particular laser power, and then the laser is turned off so the bubble shrinks. The laser power is then changed and a new bubble grown. We find in (b) that there is a threshold power for bubble formation after which the diameter increases linearly with a large slope till a point where a plateau-like regime is formed. As the laser power is increased further, the bubble diameter rises very sharply.
we notice that the bubble growth rate reduces considerably after a certain laser power. As we explain subsequently, this can be attributed to convection that leads to the dissipation of heat with an increasing effect as the hot spot temperature is increased. Now, the bubble can be used to probe the convective flows arising due to the axial temperature gradient along its opposite ends. We attempted to measure the flow velocity by introducing polystyrene beads of diameter $3 \mu \mathrm{~m}$ in the vicinity of a bubble, and measuring their velocity. Fig. 3(a) shows the trajectories of three beads (in the form of pink circles) as they approach the bubble from a distance. The image has been generated after running a particle tracking software on a video of the beads approaching the bubble. We perform a frame by frame analysis to determine the displacement $v$ s. time data so as to find out the velocity. The accuracy in determining the velocity is quite high, and basically lies in the correct localization of the center of the bead, which requires a pixel to bead size calibration over individual frames in the video. The standard deviation in such center localization over all the frames considered in a video comes out to be around 5\%. This is shown in Fig. 3, with the mean velocity of 20 beads plotted against the distance from the bubble surface. The velocity clearly increases drastically as the beads approach the bubble. We observe that, close to the bubble, the velocity fits well to a straight line with a negative slope of -4.3 , which implies that the direction of flow is towards the bubble. Now, the velocity needs to be traced up to the bubble surface, which corresponds to $r=0$, where $r$ is the distance from the bubble surface. Note that the velocity at $r=0$ is represented by the $y$-intercept of the fit to the data shown in Fig. 3, and the value of this intercept would change for different bubble sizes. The bubble size, in turn, depends on the laser power, and thus the temperature of the hot spot. This is plotted in Fig. 4, where we have converted the laser power into temperature by a method described in detail in Section 3.2.3. Since the only method of determining the flow velocity as a function of the hot spot temperature is by a 3d solution of the Navier Stokes equation that is rather complicated, our approach here - which is backed by experimental data - is somewhat empirical. We check whether


Fig. 3 (a) An image of the trajectory of tracer $3 \mu \mathrm{~m}$ diameter polystyrene beads drawn by convection towards the bubble surface. The bubble diameter is around $10 \mu \mathrm{~m}$. The particle tracking is done by running a particle tracking software on a video of beads approaching the bubble. Positions of beads approaching the bubble from different directions at different time instants are given in pink circles. The variation of radial velocity of tracer polystyrene beads as a function of distance from hot-spot generating the bubble. The initial part of the dataset has been fitted to a straight line of the form $y=a+b x$, with $b=-4.3$.
the data fits to linear and polynomial fit functions so that we can finally choose the fit that helps to best match the simulation data with experiment. We observe that both fit well with similar error bars. Thus, we fit the data to a straight line of the form $y_{0}=m T_{\mathrm{H}}+n$ and to a polynomial of order 2 of the form $y=k_{0}+k_{1} x+k_{2} x^{2}$, so that finally, we have for the velocity $v_{x}$

$$
\begin{gather*}
v_{x}=-4.33 x+\left(m T_{\mathrm{H}}+n\right), \quad \text { or }  \tag{1}\\
v_{x}=-4.33 x+\left(k_{0}+k_{1} T_{\mathrm{H}}\right)+k_{2}\left(T_{\mathrm{H}}-T_{\mathrm{th}}\right)^{2} \tag{2}
\end{gather*}
$$



Fig. 4 This figure shows the intercept of the linear region of the velocity-radius curve as a function of hot-spot temperature. This has been fitted with two different types of fits to determine which fits better. The first fit was a straight line of the form $y=a+b x$ and the trend incorporated into eqn (1). The second trend was a quadratic of the form $y=k_{0}+k_{1} x+k_{2} x^{2}$. Both the fits seem comparable in terms of errors, and so we applied them both to check best match of the simulations with experimental data.
where $m=0.18, n=-40, k_{0}=142, k_{1}=0.52$, and $k_{2}=0.0007$ as obtained from Fig. 4, where $T_{\mathrm{H}}$ is the temperature of the hot spot, and $T_{\text {th }}$ is the threshold temperature for bubble formation and has been assumed to be 380 K , as we show later.

### 3.2 Theory and simulations

3.2.1 Equilibrium or critical radius of a bubble. It is well known in homogeneous nucleation theory in superheated liquids that phase bubbles nucleate and are stable only if the radius is larger than the critical radius. The critical radius is defined using the formula ${ }^{20}$

$$
\begin{equation*}
r_{\mathrm{c}}=\frac{2 \gamma}{\delta p} \tag{3}
\end{equation*}
$$

where $\delta p$ indicates the difference in pressure between the inside of the bubble and the outside and $\gamma$ indicates the surface tension of water at a specific temperature - the values of which have been taken from standard tables. ${ }^{21}$ The pressure of the vapor inside the bubble for a particular value of temperature was calculated from the Antoine equation. ${ }^{22}$

$$
\begin{equation*}
\log _{10}(P)=a-\frac{b}{c+T} \tag{4}
\end{equation*}
$$

where $P$ is the vapor pressure, $T$ is the temperature and $a, b, c$ are component specific constants. The pressure in the water outside the bubble was assumed to be the atmospheric pressure as the sample chamber is mounted in open air. Initially, when the bubble is formed, the pressure of the vapor is large such that the critical radius is small. Thus the bubble grows. However, as it grows, the internal pressure drops till the point when the bubble radius becomes equal to the critical radius, any further growth being not allowed. We used this approach to understand the equilibrium radius of a bubble. Note that, the critical radius for a typical water bubble is 20 nm at 500 K .

To determine the equilibrium radius, we developed a model in which we considered a glass-water interface (for simplicity we ignored the SOMs adsorbed on the glass surface) where a high temperature region of $1 \mu \mathrm{~m}$ diameter is created on the glass surface due to the tightly focused trapping beam. We then proceeded to solve the heat equation to find the 3-dimensional temperature distribution inside water due to the focused laser beam assuming a certain temperature of the hot spot. We estimated the critical radius for a bubble at each value of calculated temperature away from the hot spot.
3.2.2 Numerical simulation design to find temperature distribution at the water-glass interface. The simulation was performed according to the schematic shown in Fig. 1(a). We solved the advection-diffusion equation using a finite difference method to model the spatial distribution of temperature (on the glass substrate and the water below it) as a function of time. Note that the time evolution is not at real time scales at which the bubble actually grows (which is very fast, and may be assumed to be in nanoseconds), but rather demonstrate a representative growth as a function of time. We do not solve the Navier-Stokes equation coupled with the advection-diffusion equation which would be computationally prohibitively expensive. We instead choose a more realistic albeit empirical approach to model the convective flows in the system, with an analytical function constructed using data from the experiment. First, we just solved the diffusion equation, excluding the advection terms to model the temperature profile on the glass surface, i.e. along the $x$-axis shown in Fig. 1(a). The laser spot was numerically reproduced by explicitly maintaining the value at the center of the matrix at the desired laser temperature. This solution was used as a boundary condition to model the plane vertically below the laser spot, i.e. along the $-z$-axis shown in Fig. 1(a). This 2D treatment suffices under the assumption that the dynamics is symmetric around the $z$-axis. ${ }^{23}$

The advection-diffusion partial differential equation when expressed in 2D Cartesian co-ordinates is

$$
\begin{equation*}
\frac{\partial T}{\partial t}=D\left[\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}\right]-v_{x} \frac{\partial T}{\partial x}-v_{y} \frac{\partial T}{\partial y} \tag{5}
\end{equation*}
$$

The equation has been discretized using the alternate direction implicit method and then solved by the tridiagonal matrix solver. ${ }^{24}$ It is essential that we have prior knowledge of the boundary values of the temperature for all time steps. In this particular simulation we assumed that the boundaries are at room temperature, that is 300 K , at all times. The boundary conditions used are: (i) the temperature far away $(100 \mu \mathrm{~m})$ from the hot spot is the room temperature, and (ii) there is an insulating surface onto which the hot spot is created. In addition, we have assumed that the diffusion coefficient $D$ does not have a spatial variation and only depends upon the temperature of the hot spot.
3.2.3 Numerical simulation results. The results of the simulation model are shown in Fig. 5 and 6. The solid curve in Fig. 5 indicates the temperature distribution with the axial distance obtained by numerically solving eqn (5). Initially we ran our simulations with just the diffusive term, i.e. $v=0$. Fig. 5(a)-(e)


Fig. 5 This figure indicates the behaviour of the critical radius curve (dotted line) as a function of temperature of the vapor in the bubble, and the axial distribution of temperature inside the water (bold line) as a function of distance from hot-spot as heat is dissipated from it. The points at which the curves intersect are basically the critical radius of the bubble at that temperature, and predict the radius at which the bubble would stop growing. This is then the equilibrium size of the bubble. We demonstrate different equilibrium bubble sizes at different hot spot temperatures: (a) 400 , (b) 450 , (c) 500 , (d) 550 , and (e) 600 K . The corresponding equilibrium bubble radii are indicated in each sub-figure. Note how the radius initially grows and then basically saturates, signifying the onset of convection.


Fig. 6 Simulation results to determine the evolution of the bubble size with time with only diffusion incorporated into the model (a)-(c), and diffusion + advection ( d ) - ( f ). The hot spot temperature is 550 K . The bubble size is indicated with the black bold line in each figure. The size is determined from the intersection of the critical radius curve and axial temperature distribution due to the hot spot as described in Fig. 3. It is clear that the bubble size increases continuously in (a)-(c), while it is almost constant in (e) and (f) with advection turned on. Advection also causes a smaller bubble size at a given time due to slower heat dissipation.
demonstrate the method we use to determine the bubble size for different temperatures of the hot spot (400-600 K in intervals of 50 K ). The critical radius (dotted curve) was calculated from eqn (3) and (4). Let us consider Fig. 5(a). In general, a bubble nucleated with the radius larger than the critical radius would be super-critical and therefore grow at this temperature. However, the temperature gradient would prevent the bubble from growing indefinitely. At around 380 K , the critical radius curve intersects the temperature curve, which implies that the
axial distance corresponding to that particular temperature equals the critical radius of a bubble. Hence the bubble stops growing after its radius increases to $2 \mu \mathrm{~m}$, which corresponds to the critical radius at 380 K . This is indeed the temperature $T_{\text {th }}$ as defined in eqn (2). Thus, with different starting temperatures of the hot spot, we obtain different equilibrium radii of the bubble, since the point of intersection of the critical radius and temperature distribution would accordingly shift to different axial distances (larger for higher hot spot temperatures). Thus, we observe
that the equilibrium radius is only around $2 \mu \mathrm{~m}$ at around 400 K , and increases to $8.5 \mu \mathrm{~m}$ for 500 K , after which it seems to saturate with no increase seen even at 600 K . This marks the onset of convection at higher hot-spot temperatures, as we shall discuss later. Here we assume, as mentioned earlier, that the hot spot is formed as soon as the heating laser is turned on and dissipates the heat through water faster than the bubble growth time scale.

The nature of bubble growth with time due to diffusion only is shown in Fig. 6(a)-(c). The temperature of the hot spot was 550 K for this particular simulation, and the evolution of the temperature distribution with the axial distance as a function of time is displayed in the figures. The calculated bubble size at each instant of time is shown by the bold black line. But we failed to recover the behaviour for intermediate laser powers in the curve obtained from experiment, shown in Fig. 2(b). This led us to add an extra convective term in the diffusion equation to take into account the flow of water that enhances the dissipation of heat from the hot-spot. The convection velocity used for the heat dissipation simulation uses the empirical trends that we obtained from the experiment, as defined in eqn (1) and (2). The convective/ advective term impedes the growth of the bubble with time, as is apparent from Fig. 6(d)-(f). However, it is also clear that even with the advective term included, the bubble grows quite rapidly in early times (as seen in Fig. 6(d)), which implies that in such times the bubble growth is essentially diffusion driven. At later times, as shown in Fig. 6(e) and (f), the horizontal convective flows (that are converging in nature) dominate, causing large dissipation of heat which prevents the bubble from growing further. This also explains the large value of the slope between laser powers $14-28 \mathrm{~mW}$ in the data for experimental condition 2 as shown in Fig. 2(b), since in this regime the equilibrium diameter of the bubbles is rather small so that the diffusion term dominates over the advective term, and the size of the bubbles thus increase rapidly as the laser power is increased.
3.2.4 Matching simulation results with experiment. Note that the simulation deals with the temperature of the hot spot, whereas experimentally, we have only the laser power that we can measure. As the aim is to match the simulation with the experimental results, we need to obtain an appropriate conversion of laser power into temperature. The bubble formation begins when the hot spot temperature is 382 K (at which point the critical radius curve starts intersecting the heat distribution curve in Fig. 5) which corresponds to a laser power of 16 mW . Using this value of threshold laser power and assuming a linear relationship of temperature with laser power, then, with the hot spot being at room temperature (i.e. 300 K ) when the laser beam is turned off, the temperature of water is found to be 644 K at the laser power of 70 mW . This is the power level at which there is a sharp increase in size of the bubble (assuming 16 mW to have increased the temperature by 80 K ). This indeed corresponds to the critical temperature of water ${ }^{25,26}$ where the surface tension tends to zero, while the conductivity of water tends to infinity. Thus, we are likely to be directly observing the onset of the 'phase explosion' point in water, or the crossing of the spinodal line ${ }^{1,2}$ at ambient pressure such that no tensile
stress is required to perform the phase transition making the bubble formation progress as explosive vaporization.

It is clear that bubble formation takes place only beyond a certain temperature of the hot spot. As this temperature is increased further, the formation of the bubble leads to convective flows which increase with the size of the bubble. This is because larger bubbles lead to larger temperature (resultant surface tension) gradients across them, and subsequently stronger Marangoni flows. The experimental results clearly demonstrate an inward flow towards the bubble, which implies a negative sign for the flow velocity that reduces the dissipation of heat from the hot spot, thus impeding the growth of the bubble. The theoretically obtained curves are shown in Fig. 7 at different values of convective flows (different colored continuous lines) along with the experimentally observed trend for comparison (in crosses). The red curve in Fig. 7 depicts the increase in the bubble radius as a function of hot spot temperature when the convection velocity is made zero. As can be seen, there is no plateau-like regime formed as the radius increases monotonically.

Note that in this particular model, we are attempting to understand the situation before the bubble reaches equilibrium, or at time scales before the bubble is formed and when it is growing. The flow velocity trends in eqn (1) and (2) are for bubbles under equilibrium, so that the magnitude of the velocities would be different at times prior to this. Therefore, we use a scale factor to control the magnitude of the velocity. Thus, new equations for the velocity become:

$$
\begin{gather*}
v_{x}=A\left(-4.33 x+\left(m T_{\mathrm{H}}+n\right)\right), \quad \text { and }  \tag{6}\\
v_{x}=A\left(-4.33 x+\left(k_{0}+k_{1} T_{\mathrm{H}}\right)+k_{2}\left(T_{\mathrm{H}}-T_{\mathrm{th}}\right)^{2}\right) \tag{7}
\end{gather*}
$$



Fig. 7 This indicates the theoretically computed diameters as a function of hot spot temperature. It shows how the curve compares to the experimentally obtained curve of the size of the bubble with illumination intensity. The plateau is obtained as the convection term is introduced with the velocity given by eqn (1). When the coefficient $A=0.025$ the plateau is obtained. When the value of $A$ is made even larger $(A=0.075)$, the radius of the bubble becomes too small in comparison to the experiment. To get a better match with the trend of the experimental curve, the intercept of eqn (6) has been modified to the form eqn (7) while having $A=0.025$.


Fig. 8 This plot shows the value of the thermal diffusivity as a function of temperature. The value of the diffusivity becomes very large as the critical temperature of water is reached. The different constants used for the diffusivity of water are obtained from the engineering tables. ${ }^{27}$

As the magnitude of convection velocity is increased to $A=0.01$ of the velocity with the equilibrium bubble, the plateau formation is gradually observed. The radius of the bubble for $A=0.075$ becomes too small as compared to the experiment. We observe that with a linear fit of the form as in eqn (6) is unable to fit the intercept of the straight line in Fig. 4 is not able to reproduce the plateau formation in the radius. However, if a quadratic fit of the nature of eqn (7) is used, the fit matches the experimental curve rather well, with $A=0.025$. We have also used the variation of the diffusion coefficient as a function of temperature, as shown in Fig. 8, while doing the simulations. The diffusivity of water depends upon thermal conductivity, specific heat of vapor and density of water as $D=C_{\mathrm{p}} / \kappa \rho$. The values of specific heat $\left(C_{\mathrm{p}}\right)$, thermal conductivity $(\kappa)$ and density of water $(\rho)$ were obtained from standard engineering tables. ${ }^{27}$ Thus, as the temperature approaches the critical temperature, the value of diffusivity shoots up as shown in Fig. 8, so that the size of the bubble from the simulation results match quite well with that from experiments. This provides further confirmation of the fact that we do indeed approach the spinodal limit in water in our experiments of Type (b).

Thus, aided by the understanding of the results we obtained in Type (b) experiments, we are also able to fully comprehend the results obtained for Type (a). In that case, a single bubble was formed and the laser power subsequently increased for the same bubble. The increase in laser power increases the radial (along the $x$-axis) temperature profile which in turn modulates the temperature distribution in the liquid leading to an increase in temperature of the liquid near the bubble surface. For that enhanced temperature, the critical radius is smaller than the radius of the bubble which therefore becomes super-critical and starts expanding. The expansion continues until the bubblewater interface temperature intersects the new critical radius curve corresponding to the enhanced laser power. Since the laser power is increased after the bubble has formed, it is clear that the air inside the bubble provides some sort of a 'shielding effect'
due to its much lower thermal conductivity compared to water (almost 30 times $^{28}$ ), which prevents a larger increase in temperature near the bubble surface. The equilibrium radii of the bubble at each laser power is reached by an interplay of diffusion and convective flows, but as the laser power is subsequently increased, the bubble grows at a rate that is similar to the region where convective effects start dominating in experiments of Type (b). This can be easily seen by a quantitative comparison of the slopes of the bubble diameter vs. laser power plots in Fig. 2(a) and (b). The slope of the straight line in Fig. 2(a) is much lesser than the diffusion-dominated region of Fig. 2(b) (i.e. the region between laser powers 116-30 mW), but similar to that in the region where convection sets in (i.e. between laser powers $335-60 \mathrm{~mW}$ ). The sharp increase in diameter due to hot spot temperatures nearing the critical temperature of water is never reached in Type (a) experiments since water is not in contact with the hot spot on the glass substrate due to the presence of the air-bubble. It can be hypothesized that the phase explosion akin to that seen in Type (b) experiments may be seen in this case as well for much higher laser powers than what we can presently achieve in our laboratory.

## 4 Conclusions

We have explored the spinodal limit in water by growing homogeneously nucleated bubbles in a soft oxometalate-water dispersion in contact with a glass substrate pre-coated with SOMs. The bubbles are grown by tightly focusing an optical tweezers laser beam at 1064 nm , where the soft oxometalates are absorbing on the pre-coated soft oxometalates so as to create a hot spot on the glass substrate. The size of the bubble is determined by the temperature of the hot spot that is controlled by the laser power. We observe that the equilibrium size of bubbles created at different laser powers is a function of the latter. The size increases linearly at a rather fast rate initially, and then slows down remarkably with change in laser power, before it increases drastically as the power is increased further. We explain this observation by a numerical simulation of the temperature profile around the hot spot created on the glass surface, where we determine the bubble size by calculating the critical radius (i.e. the maximum allowed size of the bubble) at each axial distance with a known value of temperature. The temperature of the hot-spot is held constant in the simulation. We observe that the experimental trend can be reproduced from simulation only by considering convective flows of water set in by the formation of the bubble - the effect of which increase as the bubble size increases, thus creating a large temperature gradient across it. The convection velocities are estimated experimentally by measuring the flow of polystyrene beads for equilibrium bubbles, and fitted to experimental data by a scale factor which we determine empirically. The simulated data matches with experiments quite well over the entire range of hot spot temperature only when we consider the values of diffusivity of water as a function of temperature, with the diffusivity increasing drastically near the critical point. This also establishes the fact that we do
indeed approach the phase explosion point or spinodal limit of water. The bubble can thus serve as an efficient probe for investigating flows on a microscopic domain. The dependence of the bubble diameter on laser power is also useful in a technique we have recently developed in forming controlled patterns on a glass substrate by using a thermo-optically manipulated bubble. ${ }^{17}$ The pattern width depends on the bubble size, and knowing the laser power dependence of the bubble size would enable automation of the entire patterning process in the future.
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